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Abstract

We study blow-up of radially symmetric solutions of the nonlinear heat equation ut = �u + |u|p−1u

either on RN or on a finite ball under the Dirichlet boundary conditions. We assume that N � 3 and p >

pS := N+2
N−2 . Our first goal is to analyze a threshold behavior for solutions with initial data u0 = λv, where

v ∈ C ∩ H 1 and v � 0, v �≡ 0. It is known that there exists λ∗ > 0 such that the solution converges to 0 as
t → ∞ if 0 < λ < λ∗, while it blows up in finite time if λ � λ∗. We show that there exist at most finitely
many exceptional values λ1 = λ∗ < λ2 < · · · < λk such that, for all λ > λ∗ with λ �= λj (j = 1,2, . . . , k),
the blow-up is complete and of type I with a flat local profile. Our method is based on a combination of
the zero-number principle and energy estimates. In the second part of the paper, we employ the very same
idea to show that the constant solution κ attains the smallest rescaled energy among all non-zero stationary
solutions of the rescaled equation. Using this result, we derive a sharp criterion for no blow-up.
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1. Introduction

We consider the nonlinear heat equation

{
ut = �u + |u|p−1u (x ∈ Ω, t > 0),

u(x,0) = u0(x) (x ∈ Ω),
(1.1)

where either Ω = RN or Ω = BR := {x ∈ RN | |x| < R}, and u0 ∈ L∞(Ω) ∩ C(Ω). If Ω = BR ,
we impose the Dirichlet boundary condition

u(x, t) = 0 (x ∈ ∂Ω, t > 0). (1.2)

The exponent p is supercritical in the Sobolev sense, that is,

p > pS := N + 2

N − 2
, N � 3.

For the threshold result, we consider an initial data of the form

u0(x) = λv(x), (1.3)

where λ > 0 is a parameter and

v � 0, v �≡ 0, v ∈ L∞(Ω) ∩ C(Ω). (1.4)

In the case where Ω = RN , we further assume that

v ∈ H 1(RN
)

or lim|x|→∞ r
2

p−1 v(x) = 0. (1.5)

We denote by uλ the solution of (1.1)–(1.3). Throughout this paper we deal with radially sym-
metric solutions. We use such notation as U(r, t), U0(r), V (r) that are defined by

u(x, t) = U
(|x|, t), u0(x) = U0

(|x|), v(x) = V
(|x|).

By a blow-up we mean an L∞ blow-up, that is, there exists T ∈ (0,∞) such that u(x, t) is
bounded and smooth for 0 < t < T and that

∥∥u(·, t)∥∥
L∞(Ω)

→ ∞ as t → T .

This value T is called the blow-up time of u. Given a solution u that blows up at t = T , we say
that a ∈ Ω is a blow-up point of u (or that u blows up at x = a) if there exists no neighborhood
of a on which u remains bounded as t → T .

Now we recall the notion of type I and type II blow-ups.

Definition 1.1. We say that the blow-up is of type I if (T − t)
1

p−1 ‖u(·, t)‖L∞ remains bounded
as t → T . The blow-up is of type II if it is not of type I.
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The existence of type II blow-up solutions for (1.1) with Ω = RN was discovered by Herrero
and Velázquez [11,12] for the range p > pJL, where

pJL :=
{∞ if 1 � N � 10,

1 + 4
N−4−2

√
N−1

if N � 11.

On the other hand, in the range pS < p < pJL, no type II blow-up can occur as far as radially
symmetric solutions are concerned; see [16] and also [17, Theorems 3.7–3.9]. As we have shown
in [17, Theorem 3.2], any type II blow-up satisfies

lim
t→T

(T − t)
1

p−1
∥∥u(·, t)∥∥

L∞ = ∞.

Furthermore, as one can easily see from [16, Theorem 3.1], type II blow-ups can occur only at
r = 0 (see also [17, Remark 3.4]).

Let u(x, t) be a solution that blows up at x = a and t = T . Then the rescaled solution at a is
defined by

wa(y, s) := e
− s

p−1 u
(
a + e− s

2 y,T − e−s
) = (T − t)

1
p−1 u(a + √

T − t y, t), (1.6)

where s := log 1
T −t

and y = x−a√
T −t

. The function wa solves the rescaled equation

∂w

∂s
= �w − 1

2
y · ∇w − 1

p − 1
w + |w|p−1w. (1.7)

As far as radially symmetric solutions are concerned, the limit

w∗
a(y) := lim

s→∞wa(y, s) = lim
t→T

(T − t)
1

p−1 u(a + √
T − t y, t) (1.8)

exists. We call w∗
a the local blow-up profile of u at x = a. More precisely, if the blow-up occurs

at a �= 0, then the blow-up is always of type I and

w∗
a = κ := (p − 1)

− 1
p−1 or w∗

a = −κ.

See [16, Section 6.2] and the references therein. It is known that any blow-up outside x = 0 is
complete; see, for example, [8, Section 8.1] (for positive solutions) and [17, Proposition 5.13]
(for possibly sign-changing solutions). Here, by a “complete blow-up” we mean that the minimal
extension of the solution becomes +∞ for a.e. x ∈ Ω and all t > T , see [1,8]; see also [17] for
generalization to sign-changing solutions.

On the other hand, if the blow-up occurs at x = 0, the local blow-up profile at x = 0, which
we denote by w∗

0(y) = W ∗
0 (|y|), is a radially symmetric stationary solution – either regular or

singular – of (1.7); hence Ψ = W ∗
0 (r) solves the equation

Ψ ′′ + N − 1
Ψ ′ − r

Ψ ′ − 1
Ψ + |Ψ |p−1Ψ = 0 for 0 < r < ∞. (1.9)
r 2 p − 1
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Furthermore, as we see in [17, Theorem 3.1], the blow-up is of type I if and only if w∗
0(r) is

a bounded stationary solution of (1.7), while it is of type II if and only if w∗
0(y) = ±ϕ∗(y) :=

±Φ∗(|y|), where Φ∗(r) is the singular solution of (1.9) given by:

Φ∗(r) = c∗r− 2
p−1 , where

(
c∗)p−1 = 2

p − 1

(
N − 2 − 2

p − 1

)
. (1.10)

Next we recall the notion of single-intersection blow-up, which we introduced in our previous
paper [17]. Let u(x, t) = U(|x|, t) be a solution of (1.1)–(1.2) that blows up at t = T . We say
that the blow-up is a single-intersection blow-up if it occurs at r = 0 and if there exist r0 > 0 and
t0 ∈ [0, T ) such that

Z(0,r0]
[∣∣U(·, t)∣∣ − Φ∗] � 1, for t0 < t < T . (1.11)

Here ZI [w] denotes the number of zeros of a function w(r) in the interval I . If r1(t), r2(t)

denote the smallest and the second smallest zeros of |U(r, t)| − Φ∗(r), then the blow-up occurs
at r = 0 if and only if

lim inf
t→T

r1(t) = 0

(see, for example, [17, Lemma 3.13]), and (1.11) holds if and only if

lim inf
t→T

r2(t) > 0,

where we set r2(t) = ∞ if the second zero does not exist. We say that the blow-up is a multi-
intersection blow-up if

lim inf
t→T

r2(t) = 0.

We recall that, so far as p �= pJL, any single-intersection blow-up is of type I and W ∗
0 = κ

or −κ . Consequently the blow-up is complete; see [17, Theorem 5.28]. Conversely, if a type I
blow-up occurs at r = 0 and if W ∗

0 = ±κ , then it is a single-intersection blow-up by virtue of
Corollary 4.8 of [17]. Summarizing, we have the following picture:

Blow-up at x = 0

⎧⎨
⎩

single-intersection ⇒ type I, w∗
0 = ±κ, complete,

multi-intersection ⇒
{

w∗
0 �= ±κ, ±ϕ∗ (if type I),

w∗
0 = ±ϕ∗ (if type II),

Blow-up at x = a �= 0 ⇒ type I, w∗
a = ±κ, complete.

Now we return to the problem (1.1)–(1.3). As regards the solution uλ of this problem, the
following is known to hold:
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Threshold behavior. Let pS < p < ∞ and assume (1.4)–(1.5). Then there exists a λ∗ > 0 such
that:

λ ∈ (
0, λ∗) ⇒ uλ is globally classical and

∥∥uλ(·, t)∥∥
L∞ → 0 as t → ∞,

λ ∈ [
λ∗,∞) ⇒ uλ blows up in finite time.

Furthermore, if λ = λ∗, the following hold:

(i) uλ∗
blows up in finite time, say at t = T ∗, but can be continued as a weak solution (L1 so-

lution) for all t � T ∗.
(ii) Blow-up can occur only at x = 0, and there exists T1 ∈ [T ∗,∞) such that ũλ∗

min is smooth
for t > T1, where ũλ∗

min denotes the minimal extension of uλ∗
. The same holds for any limit

L1 continuation ũλ∗
of uλ∗

.
(iii) ‖ũλ∗

(·, t)‖L∞ → 0 as t → ∞.
(iv) If p �= pJL, then there is a sequence T = t1 < t2 < · · · < tk with 1 � k < ∞ such that ũλ∗

min
is smooth in the space–time region

{
(x, t) ∈ Ω × (0,∞)

∣∣ (x, t) �= (0, tj ), j = 1,2, . . . , k
}
. (1.12)

The same holds for any limit L1 continuation ũλ∗
if pS < p < pJL.

See [5] and [17, Section 5] for the definition of “limit L1 continuation”. Roughly speaking,
a limit L1 continuation is an L1 solution that equals a given solution u until its blow-up time
and can be expressed as a limit of classical solutions. The uniqueness of limit L1 continuation
of a given solution is not known, but its minimal element coincides with the minimal (or proper)
solution introduced in [1,8], except that the former is defined only until the complete blow-up
time of the latter; see [17, Proposition 5.5].

Statement (i) above was first established in [8] for Ω = BR , pS < p < pL, where

pL :=
{∞ if 1 � N � 10,

1 + 6
N−10 if N � 11.

A similar result was obtained in [16] for Ω = RN , pS < p < pL, under the assumption that v

is compactly supported. Later [20] proved (i) for the range p > pJL by a different argument.
See [17, Theorem 5.15] for a simpler proof of statements (i)–(iii) for pS < p < ∞ under the
assumption v ∈ H 1. We note that [4] proves statements similar to (i)–(iii) without assuming
radial symmetry on a bounded convex domain. As for statement (iv), the proof differs between
the case pS < p < pJL and the case p > pJL, but in both cases the assertion follows immediately
from known results found in [17] and partly in [5]. We will give a brief proof in Section 2.4.

It is worth noting that uλ∗
can blow up only at x = 0, no matter where v(x) attains its maxi-

mum (see (ii) above). This is a peculiarity of the threshold solution uλ∗
, and does not necessarily

hold for uλ with λ > λ∗, as seen in Lemma 2.9.
What is also worth emphasizing is that uλ can never converge to a positive stationary solution,

which exists if Ω = RN and p > pS . We have either blow-up or convergence to 0. Positive
stationary solutions are unreachable from initial data satisfying (1.5).
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Our first main result is concerned with the blow-up behavior for λ > λ∗:

Theorem 1.2 (Type of blow-up above the threshold). Let pS < p < ∞. Denote by uλ the solution
of (1.1)–(1.3) and assume (1.4)–(1.5). Then there exist at most finitely many exceptional values
λ1, . . . , λk with

λ∗ = λ1 < λ2 < · · · < λk

such that, for any λ ∈ [λ∗,∞) \ {λ1, . . . , λk}, uλ exhibits either a single-intersection blow-up
or a blow-up outside x = 0. Consequently the blow-up is of type I and complete, and its local
blow-up profile is κ for these values of λ.

Remark 1.3. In the special case where v is radially decreasing (that is, V ′(r) � 0, �≡ 0), we have
Uλ

r (r, t) < 0 for t > 0, r �= 0, hence blow-up always occurs at r = 0. Therefore uλ exhibits a
single-intersection blow-up for almost all λ ∈ (λ∗,∞).

The above theorem, in particular, implies that incomplete or type II blow-up is a highly non-
generic phenomenon. We remark that, as far as generic complete blow-up of uλ is concerned,
there is a rather simple argument to prove it, as shown in [22]. Indeed, if Tλ denotes the blow-
up time of uλ for λ > λ∗, then Tλ is a decreasing function of λ and, by [14, Theorem 2], it is
discontinuous whenever the blow-up is incomplete. Since a monotone function can have at most
countably many discontinuities, one finds that uλ can exhibit an incomplete blow-up for at most
countably many values of λ. Compared with this simple observation, our Theorem 1.2 provides
much more detailed information about the exceptional values of λ and the nature of generic
blow-up.

Our next theorem is concerned with the rescaled energy. Let

E = the set of all bounded solutions of (1.9), (1.13)

E+ = the set of all bounded positive solutions of (1.9). (1.14)

We slightly abuse the notation, so that E+ (resp. E ) will also denote the set of functions of the
form ψ(x) = Ψ (|x|) with Ψ ∈ E+ (resp. Ψ ∈ E ), in other words, the set of radially symmetric
bounded positive solutions (resp. bounded solutions) of

�ψ − 1

2
y · ∇ψ − 1

p − 1
ψ + |ψ |p−1ψ = 0, y ∈ RN. (1.15)

We note that, in the subcritical case 1 < p < pS , we have E = {0,±κ} as shown in [9], but it is
known that E contains other elements if pS < p < pL [13,15].

Theorem 1.4. Let pS < p < ∞ and let E denote the rescaled energy defined in (3.1). Then

E(ψ) � E(κ) for any ψ ∈ E ∪ {±ϕ∗} \ {0}. (1.16)

Furthermore, the equality holds if and only if ψ = κ or −κ .
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Remark 1.5. We will in fact prove the following stronger version of the above result:

inf
ψ∈E ∪{±ϕ∗}\{0,±κ}

E(ψ) > E(κ). (1.17)

Our proof of the above theorem is “parabolic” and is based on the same zero-number argument
as in the proof of Theorem 1.2. From the above theorem one can derive the following sharp
criterion for no blow-up.

Corollary 1.6 (Non-blow-up criterion). Let u be a radially symmetric solution of (1.1)–(1.2)
with u0 ∈ L∞(Ω) ∩ C(Ω) that blows up at t = T , and wa be the rescaled solution at x = a as
defined in (1.6). Suppose that E(wa(· ; s)) < E(κ) for some s � s0 = − logT . Then u cannot
blow up at x = a.

A result similar to Corollary 1.6 is well known in the subcritical case 1 < p < pS (see [10,
Remark 3.7]), but in the supercritical case p > pS , such a sharp non-blow-up criterion has not
been known. The next corollary follows easily from Corollary 1.6.

Corollary 1.7. Let v be a radially symmetric function satisfying v ∈ L∞(Ω) ∩ C(Ω), v �≡ 0,
and assume that v is uniformly continuous if Ω = RN . Let uλ be the solution of (1.1)–(1.2) with
initial data (1.3). Fix ε > 0 arbitrarily and set

Dε =
{
x ∈ Ω

∣∣∣ sup
|z−x|<ε

∣∣v(z)
∣∣ > (1 − ε)‖v‖L∞

}
.

Then, for all sufficiently large λ > 0, uλ blows up in finite time and its blow-up points are con-
tained in Dε .

By obvious rescaling, the conclusion of Corollary 1.7 remains true for the problem

ut = σ�u + |u|p−1u (σ � 1), u(x,0) = v(x),

where the initial data is fixed and the diffusion coefficients σ tend to zero. This case has been
studied previously by a number of authors using super/subsolution methods; see [7] and the
references therein. Those previous results allow v to be non-radial but assume v � 0. Our Corol-
lary 1.7, on the other hand, is limited to radial solutions but it allows v to change sign. As our
method is based on energy estimates, it does not rely on the sign of the solution.

Before concluding this section, we remark that the following proposition can easily be derived
from our earlier results found in [16,17].

Proposition 1.8 (Type of blow-up at the threshold). Let uλ and λ∗ be as in Theorem 1.2. Then
the following holds concerning the blow-up of uλ∗

:

(i) if p ∈ (pS,pJL), the blow-up is of type I, with w∗
0 �= κ,0;

(ii) if p ∈ (p∗∗,∞), the blow-up is of type II,
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where

p∗∗ := sup
{
p > pS

∣∣ E+ � {κ}}
and E+ is as in (1.14).

We remark that the only element of E+ satisfying Z(0,∞)[Ψ − Φ∗] = 1 is Ψ = κ by virtue of
[2, Lemma 3.29] (see also Lemma A.1 of the present paper), therefore

p∗∗ = sup
{
p > pS

∣∣ Z(0,∞)

[
Ψ − Φ∗] � 2 for some Ψ ∈ E+

}
.

It is shown in [15] that p∗∗ � pL := 1 + 6
N−10 (> pJL), while p∗∗ � 1 + 7

N−11 by [19]. A more
recent result of Mizoguchi [21] shows that p∗∗ = pL.

Proof of Proposition 1.8. Statement (i) follows from the fact that no type II blow-up occurs
if pS < p < pJL; see [16, Theorem 1.5] or [17, Theorem 3.7] for the case Ω = BR , and [17,
Theorems 3.8–3.9] (also partly [16, Theorem 1.6]) for the case Ω = RN . To prove statement (ii),
suppose the contrary. Then the blow-up is of type I, therefore, w∗

0 = κ by the assumption on p.
This, however, is impossible since the local profile w∗

0(y) for an incomplete blow-up must satisfy

the estimate w∗
0(y) � C|y|− 2

p−1 by Proposition 5.13 of [17] or by Corollary 3.13 of [16]. This
completes the proof of the proposition. �

The above result gives a simple proof of the existence of type II blow-up for the range p >

p∗∗ = pL. The argument is totally different from the direct proof of [11,12], which is based
on a fine asymptotic analysis and technically delicate calculations. Note that [20, Theorem 1.2]
also shows that uλ∗

exhibits a type II blow-up for the range p > p∗∗ with Ω = BR , under the
additional assumption that v is radially decreasing and possesses certain intersection properties.
We do not need such additional assumptions in the statement (ii) above. In fact, the same proof
even shows that any incomplete blow-up (in the range p > p∗∗) is of type II even if the solution
is sign-changing.

This paper is organized as follows. We prove Theorem 1.2 in Section 2, and Theorem 1.4
and its corollaries in Section 3. In Appendix A, we recall the result of [2] concerning the sta-
tionary solution with a single intersection with Φ∗ and give a slightly simpler proof for the
self-containedness of the present paper. In Appendix B, we present some general results on the
solutions of (1.1) with singular initial data. In Appendix C, we prove uniform spatial decay
estimates for solutions of (1.1) on RN . In Appendix D, we prove a lemma concerning the com-
parison of blow-up time for an ordered pair of solutions, which is an extension of a result in [14]
to sign-changing solutions.

2. Proof of Theorem 1.2

The theorem follows from the following three lemmas. Note that the assumption (1.5) is not
needed for Lemma 2.3.
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Lemma 2.1. For any λ0 ∈ (λ∗,∞), there exists ε > 0 such that, for any λ ∈ (λ0, λ0 + ε), the
solution uλ exhibits a single-intersection blow-up if the blow-up occurs at r = 0.

Lemma 2.2. For any λ0 ∈ (λ∗,∞), there exists ε > 0 such that, for any λ ∈ (λ0 − ε,λ0), the
solution uλ exhibits a single-intersection blow-up if the blow-up occurs at r = 0.

Lemma 2.3. Assume v ∈ L∞(Ω) ∩ C(Ω), v �≡ 0. Then there exists M > 0 such that, for any
λ > M , the solution uλ blows up in finite time. Furthermore, the blow-up is of type I and, if it
occurs at r = 0, then it is a single-intersection blow-up.

Remark 2.4. As is clear from its proof, the conclusion of Lemma 2.1 holds true in a much more
general setting. First, the condition (1.5) is not necessary, and v can even change sign. Moreover
u0 need not be in the form (1.3). All we have to assume is:

(1) uλ(x,0) depends on λ continuously and is monotone increasing in λ;
(2) uλ0 blows up in finite time, say at Tλ0 and maxx uλ(x, t) → +∞ as t → Tλ0 ;
(3) the smallest zero of Uλ0(r, t) − Φ∗(r) remains simple for t sufficiently close to Tλ0 .

Proof of Theorem 1.2. Denote by Y the subset of [λ∗,∞) consisting of all λ for which uλ does
not exhibit a single-intersection blow-up nor blow-up outside r = 0. What we have to show is that
Y is a finite set. Lemmas 2.1 and 2.2 imply that Y has no accumulation point, while Lemma 2.3
shows that Y ⊂ [λ∗,M] for some M > 0. Therefore Y has to be a finite set. The theorem is
proved. �
2.1. Proof of Lemma 2.1

Let us first prove the following general lemma:

Lemma 2.5. Let Ω = RN and let u(x, t) = U(|x|, t) be a solution of (1.1) with u0 ∈
C(RN)∩H 1(RN). Let T > 0 denote the blow-up time of u if u blows up in finite time; otherwise
let T > 0 be arbitrary. Then there exist constants C > 0, r1 > 0 and t1 ∈ [0, T ) such that

∣∣U(r, t)
∣∣ � Cr−(N−2)/2 for r � r1, t ∈ [t1, T ). (2.1)

Consequently, |U(r, t)| < Φ∗(r) for all large r and t ∈ [t1,∞).

Proof. By [17, Proposition 2.16], there exists r1 > 0 such that

lim sup
t→T

∫
|x|�r1

∣∣∇u(x, t)
∣∣2

dx < ∞.

Thus there exist M > 0 and t1 ∈ [0, T ) such that

∞∫
|Ur |2rN−1 dr � M for t ∈ [t1, T ).
r1
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Consequently

∣∣U(r, t)
∣∣ �

∞∫
r

|Ur |dr �
( ∞∫

r

(Ur)
2rN−1 dr

)1/2( ∞∫
r

1

rN−1
dr

)1/2

� Cr− N−2
2

for all t ∈ [t1, T ), where C > 0 is some constant. Since p > pS , we have N−2
2 > 2

p−1 , hence

|U(r, t)| = o(r
− 2

p−1 ). This proves the last statement of the lemma. �
Remark 2.6. The estimate u(x, t) = o(|x|− 2

p−1 ) (0 � t < T ) holds also under the second condi-
tion in (1.5). In fact, the following more general estimates hold for solutions of (1.1):

u(x,0) = o
(|x|−α

)
for some α � 0 ⇒ u(x, t) = o

(|x|−α
)
, (2.2)

u(x,0) = O
(|x|−α

)
for some α > 0 ⇒ u(x, t) = O

(|x|−α
)

(2.3)

uniformly in t ∈ [0, T ), where T is the blow-up time of u. See Appendix C for details.

Proof of Lemma 2.1. In what follows, Tλ will denote the blow-up time of Uλ for each λ � λ∗.
Then, by Lemma D.1,

Tλ1 < Tλ2 for any λ∗ � λ1 < λ2 < ∞. (2.4)

Next, in the case where Ω = BR , we see from [3] that

ZI

[
Uλ0(·, t) − Φ∗] < ∞

with I = (0,R) for all t ∈ (0, Tλ0). The same holds true with I = (0,∞) for all t ∈ (tλ0 , Tλ0) if
Ω = RN , where tλ is as in Lemma 2.5. Thus, no matter whether Ω = BR or Ω = RN , the value
of ZI [Uλ0(·, t)−Φ∗] becomes eventually constant, since it is monotone non-increasing in t and
is a nonnegative integer. Once it becomes constant, we see, again from [3], that all the zeros of
Uλ0(r, t) − Φ∗(r) are simple. Thus we can choose τ0 ∈ (0, Tλ0) such that Uλ0(r, τ0) − Φ∗(r)
have only finitely many zeros in I , all of which are simple, and that the set of all the zeros of
Uλ0(r, t) − Φ∗(r) is given in the form

r
λ0
1 (t) < r

λ0
2 (t) < · · · < rλ0

m (t) (2.5)

for every t in [τ0, Tλ0). Here m is an even integer, since Uλ0(r, t) < Φ∗(r) for 0 < r < r
λ0
1 (t) and

for r > r
λ0
m (t), the latter being a consequence of Lemma 2.5. By the implicit function theorem,

each r
λ0
j (t) (j = 1,2, . . . ,m) is a smooth function of t .

Now we choose ε > 0 sufficiently small, so that, for any λ ∈ (λ0, λ0 + ε], the zeros of the
function Uλ(r, τ0) − Φ∗(r) are all simple and are given in the form

ρλ < ρλ < · · · < ρλ
m.
1 2
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Since Uλ(r, t) > Uλ0(r, t) for 0 < t < Tλ by the strong comparison principle, we have

ρλ
1 < r

λ0
1 (τ0) < r

λ0
2 (τ0) < ρλ

2 .

In particular,

Z(0,r1(τ0)]
[
Uλ(·, τ0) − Φ∗] = 1,

where we have put r1(t) := r
λ0
1 (t). Again by the strong comparison principle,

Uλ
(
r1(t), t

) − Φ
(
r1(t)

)
> Uλ0

(
r1(t), t

) − Φ
(
r1(t)

) = 0 for t ∈ [τ0, Tλ),

hence

Z(0,r1(t)]
[
Uλ(·, t) − Φ∗] � Z(0,r1(τ0)]

[
Uλ(·, τ0) − Φ∗] = 1 for t ∈ [τ0, Tλ).

Furthermore, by (2.4) we have Tλ < Tλ0 , which implies that there exists a constant δ > 0 such
that r1(t) � δ for all t ∈ [τ0, Tλ). Consequently

Z(0,δ]
[
Uλ(·, t) − Φ∗] � 1 for t ∈ [τ0, Tλ).

Thus Uλ exhibits a single-intersection blow-up if the blow-up occurs at r = 0. The proof of the
lemma is complete. �
2.2. Proof of Lemma 2.2

Let τ0 and r
λ0
j (t) (j = 1,2, . . . ,m) be as in the proof of Lemma 2.1. Choose ε > 0 small

enough, so that, for any λ ∈ [λ0 − ε,λ0), the zeros of the function Uλ(r, τ0) − Φ∗(r) are all
simple and are given in the form

ρλ
1 < ρλ

2 < · · · < ρλ
m.

By the strong comparison principle, we have Uλ(r, t) < Uλ0(r, t) for 0 < t < Tλ0 , hence

r
λ0
2j−1(τ0) < ρλ

2j−1 < ρλ
2j < r

λ0
2j (τ0) for j = 1,2, . . . ,m/2.

Now, for each λ ∈ [λ0 − ε,λ0], we set

Aλ+ = {
(r, t) ∈ (0,∞) × [τ0, Tλ)

∣∣ Uλ(r, t) − Φ∗(r) > 0
}
.

Then the inequality Uλ < Uλ0 yields

Aλ+ ∩ {τ0 � t < Tλ0} ⊂ A
λ0+ for λ ∈ [λ0 − ε,λ0].

Let J ⊂ [λ0 − ε,λ0) be the set of λ’s such that Uλ exhibits a multi-intersection blow-up. We
will show that the number of elements of J does not exceed m/2.
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Choose λ ∈ J arbitrarily. Then, just as we have shown for λ0 above, there exists τλ ∈ [τ0, Tλ)

such that all the zeros of Uλ(r, t) − Φ∗(r) are simple for each t ∈ [τλ, Tλ) and therefore can be
expressed as smooth functions of t . We denote by rλ

1 (t) < rλ
2 (t) the first and the second zeros of

Uλ(r, t) − Φ∗(r) in the range t ∈ [τλ, Tλ). Then clearly

Uλ(r, t) − Φ∗(r) > 0 for (r, t) ∈
⋃

t∈[τλ,Tλ)

(
rλ

1 (t), rλ
2 (t)

) =: Dλ.

Denote by Bλ the connected component of Aλ+ containing Dλ. Then Bλ ∩ {τ0 < t < Tλ} is an
open connected subset of {r > 0, τ0 < t < Tλ}, and the maximum principle implies

Bλ ∩ {t = τ0} �= ∅. (2.6)

Next let Γ λ denote the connected component of ∂Bλ ∩ {τ0 < t < Tλ} containing the curve
(rλ

2 (t), t), τλ � t < Tλ. Then it is easily seen from the maximum principle that Γ λ does not
have a vertical turning point nor does it contain a horizontal line segment. Consequently, Γ λ can
be expressed as a graph of a continuous function ρλ(t) (τ0 < t < Tλ) which coincides with rλ

2 (t)

for t close to Tλ. This and (2.6) imply that

lim inf
t→Tλ

ρλ(t) = 0, lim
t→τ0+0

ρλ(t) = ρλ
i(λ)+1 (2.7)

for some even integer 2 � i(λ) � m.
Now suppose that there exist λ′, λ ∈ J with λ′ < λ. Then, since Uλ′

< Uλ, we have Tλ′ > Tλ

by (2.4), and that Γ λ ∩ Γ λ′ = ∅. Combining this and (2.7), we see that

i
(
λ′) > i(λ).

Since i(λ) can take values in the set {2,4, . . . ,m} as λ varies in J , we conclude that J consists
of at most m/2 elements. The proof of the lemma is complete.

2.3. Proof of Lemma 2.3

In this subsection we simply assume v ∈ L∞(Ω) ∩ C(Ω), v �≡ 0. We rescale Uλ as

Ûλ(r, t) := λ−1Uλ
(
λ− p−1

2 r, λ−(p−1)t
)
.

Then ûλ(x, t) := Ûλ(|x|, t) satisfies (1.1) on the domain Ω̂λ := {λp−1
2 x | x ∈ Ω}, and

ûλ(x,0) = v
(
λ− p−1

2 x
) =: vλ(x) for x ∈ Ω̂λ.

If uλ blows up in finite time, say at t = Tλ, then so does ûλ, and its blow-up time T̂λ is given by

T̂λ = λp−1Tλ.

Clearly uλ exhibits a single-intersection blow-up (or a blow-up outside x = 0) if and only if ûλ

has the same property. So we will prove Lemma 2.3 for ûλ instead of uλ.
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Lemma 2.7. For all sufficiently large λ > 0, ûλ blows up in finite time, and its blow-up time T̂λ

satisfies

lim
λ→∞ T̂λ = 1

p − 1

(‖v‖L∞
)−(p−1)

. (2.8)

Proof. For simplicity we assume that |v(x)| attains its maximum in Ω (which is always the
case if Ω is bounded). The general case can be treated similarly with minor modification. Let
a ∈ Ω be the point where |v| attains its maximum. Without loss of generality, we may assume
that v(a) > 0.

If ûλ blows up in finite time, we let T̂λ be its blow-up time; otherwise we set T̂λ = ∞. Denote
by g(t;α) the solution of the problem

dg

dt
= gp (t > 0), g(0) = α > 0.

Then by the comparison principle, we have

∣∣ûλ(x, t)
∣∣ � g

(
t; ‖v‖L∞

) = (‖v‖−(p−1)
L∞ − (p − 1)t

)− 1
p−1 .

Consequently,

T̂λ � 1

p − 1

(‖v‖L∞
)−(p−1)

. (2.9)

Next, choose a constant T1 > 1
p−1 (‖v‖L∞)−(p−1) arbitrarily and define

wλ(y, s) := e
− s

p−1 ûλ
(
a + e− s

2 y,T1 − e−s
) = (T1 − t)

1
p−1 ûλ(a + √

T1 − t y, t),

where s := log 1
T1−t

and y = x−a√
T1−t

. The function w(y, s) satisfies Eq. (1.7) for s > s0 :=
− logT1. Note that

lim
λ→∞wλ(y, s0) = T

1
p−1

1 v(a) = T
1

p−1
1 ‖v‖L∞ > κ

locally uniformly in RN . Furthermore, wλ(y, s0) is uniformly bounded on RN as λ varies. Fix
s1 with s1 > s0. Then wλ(y, s1) converges to some constant κ1 ∈ (κ,∞) locally uniformly in the
C1 sense as λ → ∞, while both wλ(y, s1) and ∇yw

λ(y, s1) remain uniformly bounded on RN

as λ → ∞. It follows that

lim
λ→∞E

(
wλ(·, y1)

) = E(κ1),

where E denotes the rescaled energy defined in (3.1). Since κ1 > κ , we have

E(κ1) < ( 1 − 1 )κ
p+1 = ( 1 − 1 )(

∫
N κ2ρ(y)dy)

p+1
2 . Consequently,
2 p+1 1 2 p+1 R 1
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E
(
wλ(·, s1)

)
<

(
1

2
− 1

p + 1

)( ∫
RN

∣∣wλ(y, s1)
∣∣2

ρ(y)dy

) p+1
2

for all sufficiently large λ. By the blow-up criterion of [18] (see also [16, Lemma 2.5]), the above
inequality implies that wλ blows up in finite time. This means that the blow-up time of ûλ is
smaller than T1, hence

lim
λ→∞ T̂λ < T1 for any T1 >

1

p − 1

(‖v‖L∞
)−(p−1)

.

The conclusion of the lemma now follows from this and (2.9). �
Lemma 2.8. Suppose that v(0) > 0. Then for all sufficiently large λ > 0, there exist r0 > 0 and
t0 ∈ [0, T̂λ) such that (1.11) holds for U = Ûλ and T = T̂λ. Consequently, the blow-up is a
single-intersection blow-up if it occurs at r = 0.

Proof. Let T∞ denote the right-hand side of (2.8). Fix any t0 ∈ (0, T∞). Since vλ(x) is uniformly
bounded and converges to v(0) as λ → ∞ locally uniformly, we have

Ûλ(r, t0) → g
(
t0, v(0)

)
, Ûλ

r (r, t0) → 0 locally uniformly in r ∈ [0,∞)

as λ → ∞. Choose r0 > 0 such that

Φ∗(r0) < g
(
t0, v(0)

)
.

Then from the above observation we have

Z(0,r0]
[
Ûλ(·, t0) − Φ∗] = 1 (2.10)

for all large λ. Next let qλ(x, t) = Qλ(|x|, t) be the solution of the following problem:

{
qλ
t = �qλ (x ∈ Ωλ, t > t0),

qλ(x, t0) = ûλ(x, t0) (x ∈ Ωλ).

Here we impose the Dirichlet boundary condition on ∂Ωλ if Ω is a ball. Then

ûλ(x, t) � qλ(x, t) for x ∈ Ωλ, t ∈ [t0, T̂λ).

Since ûλ(x, t0) remains bounded and converges to the constant g(t0, v(0)) locally uniformly as
λ → ∞, we have

Qλ(r, t) → g
(
t0, v(0)

)
uniformly in (r, t) ∈ [0, r0] × [t0, T1]

as λ → ∞, where T1 is a fixed constant satisfying T1 > T∞ (hence T1 > T̂λ for all large λ). Since
Φ∗(r0) < g(t0, v(0)), we have Qλ(r0, t) > Φ∗(r0) for all large λ and t ∈ [t0, T1]; hence

Ûλ(r0, t) > Φ∗(r0) for all t ∈ [t0, T̂λ).
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Combining this and (2.10), we obtain

Z(0,r0]
[
Ûλ(·, t) − Φ∗] � 1 for all t ∈ [t0, T̂λ).

The lemma is proved. �
Lemma 2.9. Suppose that v(0) = 0, or more generally that v does not attain its maximum at
x = 0. Then for all large λ > λ∗, x = 0 is not a blow-up point of ûλ.

Since the above lemma is a special case of Corollary 1.6, which is to be proved in Section 3,
we omit the proof here. Now the conclusion of Lemma 2.3 for ûλ follows immediately from
Lemmas 2.8 and 2.9. This completes the proof of Lemma 2.3.

2.4. Finiteness of the number of blow-up times

Here we prove statement (iv) of the threshold result given in the Introduction. More precisely,
we will show that the minimal extension ũλ∗

min of uλ∗
is smooth in a space–time region of the

form (1.12) if pS < p < ∞, p �= pJL, and the same holds for any limit L1 continuation ũλ∗
if

pS < p < pJL.
By virtue of statement (ii), we see that ũλ∗

(hence ũλ∗
min) has no singularity in the region t > T1

and also for x �= 0, therefore what needs to be shown is that ũλ∗
(or ũλ∗

min) can develop singularities
only at discrete time moments.

If pS < p < pJL, the blow-up is automatically of type I by Theorems 3.9–3.11 of [17] (also
by [16, Theorem 1.5] in the case Ω = BR), therefore the above claim follows from [17, Theo-
rem 5.19] on the immediate regularization of type I blow-ups. If we only consider the minimal
extension ũλ∗

min instead of a more general limit L1 continuation, the same claim follows also from
[5, Theorem 3.1] provided that Ω = BR .

In the range p > pJL, both type I and type II blow-ups can occur. The above claim for ũλ∗
min

follows by combining Theorem 5.19 of [17] for type I blow-ups and Theorem 5.21 for type II
blow-ups. Note that the assumption ũλ∗

(x, t) �≡ ϕ∗(x) in [17, Theorem 5.21] is fulfilled by virtue
of Lemma 2.5 and Remark 2.6. This completes the proof of statement (iv) of the threshold result.

3. Minimality of the energy E(κ)

In this section we prove Theorem 1.4 and its corollaries. We recall that the rescaled energy of
a solution of Eq. (1.7) is defined by

E(w) =
∫

RN

(
1

2
|∇w|2 + 1

2(p − 1)
|w|2 − 1

p + 1
|w|p+1

)
ρ(y)dy, (3.1)

where

ρ(y) := (4π)−
N
2 exp

(
−|y|2 )

, (3.2)

4
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and the following identity holds for any solution w(y, s) of (1.7):

d

ds
E

(
w(·, s)) = −

∫
RN

w2
s (y, s) ds. (3.3)

If ψ is a solution of (1.15), Green’s formula yields

E(ψ) =
(

1

2
− 1

p + 1

)∫
ρ|ψ |p+1 dy.

In particular, E(κ) = ( 1
2 − 1

p+1 )κp+1.
Given a solution u of (1.1)–(1.2) that blows up at t = T , let wa(y, s) be the rescaled solution

introduced in (1.6). This function is defined for y such that a + e−s/2y ∈ Ω , but for notational
simplicity we use the expression (3.1) even if Ω �= RN , by setting wa = 0 outside its domain of
definition. The integral (3.1) will be understood in this way when we discuss the energy of wa

for Ω = BR .

3.1. Basic lemma

We start with the following preliminary lemma:

Lemma 3.1. Let u be a solution of (1.1)–(1.2) that blows up at t = T , and let w0(y, s) and
w∗

0(y) be as defined in (1.6), (1.8) with a = 0. Assume that u0 and ∇u0 are both bounded. Then

E
(
w∗

0(· + b)
)
� E

(
w0(· ; s0)

)
for b ∈ RN, (3.4)

where s0 = − logT . The same holds if s0 is replaced by any s � s0.

Proof. Choose b ∈ RN arbitrarily. Then a simple change of variable shows

we−s/2b(y, s) = w0(y + b, s).

Since E(w0(· ; s)) is monotone non-increasing, we obtain

E
(
w0(· + b, s)

)
� E

(
we−s/2b(· , s0)

)
,

the right-hand side being equal to

T
p+1
p−1 − N

2

∫
RN

(
1

2
|∇u0|2 + 1

2(p − 1)T
|u0|2 − 1

p + 1
|u0|p+1

)
ρ

(
x − e−s/2b√

T

)
dx.

Letting s → ∞, we obtain

lim E
(
w0(· + b, s)

)
� E

(
w0(· , s0)

)
. (3.5)
s→∞
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Next, given δ > 0, we recall that the following estimates hold for |y| > 0, s � s0 + δ:

∣∣w0(y, s)
∣∣ � C

(
1 + |y|− 2

p−1
)
,

∣∣∇w0(y, s)
∣∣ � C

(
1 + |y|− p+1

p−1
)
,

where C > 0 is a constant that depends on the initial data u0, as well as on p, N , δ (see [16, The-

orem 3.1] or [17, Proposition 2.5]). Since |y|− 2(p+1)
p−1 ρ(y) is integrable on RN by the assumption

p > pS , we see by the Lebesgue convergence theorem that

E
(
w∗

0(· + b)
) = E

(
lim

s→∞w0(· + b, s)
)

= lim
s→∞E

(
w0(· + b, s)

)
.

Combining this and (3.5), we obtain the desired estimate. �
3.2. Proof of Theorem 1.4 (Part 1)

Here we prove the first part of Theorem 1.4, namely (1.16). For Corollaries 1.6 and 1.7, we
only need this part. One can split (1.16) as follows:

E(ψ) � E(κ) for any ψ ∈ E \ {0}, (3.6)

E
(
ϕ∗) � E(κ). (3.7)

Let us begin with (3.6).

Proof of (3.6). Let ψ(y) = Ψ (|y|) be any element of ψ ∈ E \{±κ,0}. Without loss of generality,

we may assume that ψ(0) > 0. It is known that ψ(y) decays with the order |y|− 2
p−1 and that

0 < lim|y|→∞ |y| 2
p−1 ψ(y) �= lim|y|→∞ |y| 2

p−1 ϕ∗(y).

See, for example, [16, Lemma A.2] or [17, Lemma A.1] and the references therein. Consequently,
Ψ (r) intersects Φ∗(r) only finitely many times. Next we show that

E
(
ψ(· + b)

)
� E(ψ) for b ∈ RN. (3.8)

To see this, let u(x, t) be the solution of (1.1) in RN with u0(x) = ψ(x). Then

u(x, t) = (1 − t)
− 1

p−1 ψ

(
x√

1 − t

)
. (3.9)

The corresponding rescaled solution at x = 0 is given by

w0(y, s) = ψ(y), s = − log(1 − t), y = x√
1 − t

.

Applying Lemma 3.1 to this w0, we obtain (3.8).
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Now, for each ε � 0, let uε(x, t) be the solution of (1.1) in RN with the following initial data:

uε(x,0) =
{

(1 + ε)ψ(x) where ψ(x) � 0,

(1 − ε)ψ(x) where ψ(x) < 0.
(3.10)

Then u0 is given by (3.9), and uε � u0 for ε > 0. Since u0(0, t) → +∞ as t → 1, uε blows
up in finite time. Let T ε be the blow-up time of uε . Clearly T ε � T 0 = 1. Furthermore, the
well-posedness of (1.1) implies that T ε is lower semi-continuous in ε. Hence

T ε → T 0 = 1 as ε → +0. (3.11)

Let aε ∈ RN be a blow-up point of uε and denote by wε(y, s) the corresponding rescaled
solution at x = aε . By Lemma 2.1 and Remark 2.4, for all small ε > 0, uε exhibits either a
single-intersection blow-up at x = 0 or a blow-up outside x = 0. In either case,

lim
s→∞wε(y, s) = κ.

Consequently,

E
(
wε

(· , sε
0

))
� E(κ), (3.12)

where sε
0 = − logT ε and

wε
(
y, sε

0

) = (
T ε

) 1
p−1 (1 ± ε)ψ

(√
T ε y + aε

)
.

If |aεk | → ∞ for some sequence ε1 > ε2 > · · · → 0, then wε(y, sε
0) → 0 locally uniformly

in the C1 sense along this sequence while |∇wε| + |wε| stays uniformly bounded; hence
lim infε→0 E(wε(· , sε

0)) = 0, which, however, is impossible by (3.12). Therefore |aε| remains
bounded as ε → 0. Choose a sequence εk → 0 such that aεk → a∗ for some a∗ ∈ RN . Letting
ε → 0 in (3.12) along this sequence gives

E
(
ψ

(· + a∗)) � E(κ).

Combining this and (3.8), we obtain the inequality (3.6). �
3.3. Proof of Theorem 1.4 (Part 1) continued

We next prove (3.7). It should be possible to derive this inequality from the expression

E(ϕ∗)
E(κ)

=
(

2

(
N − 2 − 2

p − 1

)) p+1
p−1

∫ ∞
0 e− r2

4 r
N−1− 2(p+1)

p−1 dr∫ ∞
0 e− r2

4 rN−1 dr

,

but we will give a more “parabolic proof” without using this explicit formula. We start with the
following lemma which is for the most part well known:
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Lemma 3.2. Let p > pS and let μ∗ be the supremum of all μ > 0 such that the minimal solution
of the initial value problem

{
ut = �u + up

(
x ∈ RN, t > 0

)
,

u(x,0) = μϕ∗(x)
(
x ∈ RN \ {0}) (3.13)

is globally classical for t > 0. Then

(i) μ∗ = 1 if p � pJL, while 1 < μ∗ < ∞ if pS < p < pJL;
(ii) for any μ > μ∗, (3.13) has no solution; more precisely, the minimal solution of this problem

equals +∞ for a.e. x ∈ RN , t > 0;
(iii) if pS < p < pJL, the solution for μ = μ∗ is classical for t > 0.

Proof. It is well known that μ∗ � 1, since for any μ ∈ (0,1) the problem (3.13) possesses a
smooth forward self-similar solution of the form

u(x, t) = t
− 1

p−1 Ψ̃

( |x|√
t

)
, (3.14)

where Ψ̃ (y) is a bounded positive solution of the equation

Ψ̃ ′′ + N − 1

r
Ψ̃ ′ + r

2
Ψ̃ ′ + 1

p − 1
Ψ̃ + |Ψ̃ |p−1Ψ̃ = 0 for 0 < r < ∞. (3.15)

See [8, Lemma 10.3] for details. Furthermore, if p � pJL, the solution of (3.13) blows up instan-
taneously for any μ > 1 [8, Theorem 10.4], which means that μ∗ = 1 for this range of p. On the
other hand, if pS < p < pJL, there exist smooth forward self-similar solutions of (3.13) for some
finite range of μ > 1 (see [23]); hence μ∗ > 1. It is also easily seen by a Kaplan type estimate
that the solution of (3.13) cannot be globally smooth for t > 0 if μ is sufficiently large; hence
μ∗ < ∞. This proves (i). The statement (ii) follows immediately from Lemma 3.3 below and
the definition of μ∗. To prove (iii), choose a sequence 0 < μk ↗ μ∗ and let uk be the solution
of (3.13) for μ = μk (k = 1,2, . . .). Then the solutions uk are globally classical for t > 0 and
uk ↗ u. Arguing as in the proof of Proposition B.1, we obtain an estimate of the form (B.4)
with T ∗

1 = ∞. Hence the same estimate holds for u. Consequently, by Lemma 3.3 below, u is a
smooth forward self-similar solution. The proof of the lemma is complete. �
Lemma 3.3. Let p > pS and let u be the minimal solution of (3.13) with μ > 0, μ �= 1. Then u is
either a smooth forward self-similar solution of the form (3.14) or equal to +∞ for a.e. x ∈ RN ,
t > 0.

Proof. Suppose u �≡ +∞ (x ∈ RN, t > 0). Then by Proposition B.1 in Appendix B, there ex-
ists T ∗ ∈ (0,∞] such that u is C2 in x ∈ RN \ {0}, 0 < t < T ∗, and that (B.2) holds. Since

λ
1

p−1 u(
√

λx,λt) is a minimal solution of (1.1)–(1.2) for the initial data λ
1

p−1 u(
√

λx,0), and

since μϕ∗ is invariant under the rescaling v(x) �→ λ
1

p−1 v(
√

λx), we have

λ
1

p−1 u(
√

λx,λt) ≡ u(x, t) for any λ > 0.
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Hence u can be written in the form (3.14), and the smoothness of u in (RN \ {0}) × (0, T ∗)
implies that Ψ̃ (r) is C2 in r > 0. Hence Ψ̃ satisfies (3.15). From this expression it is also clear
that T ∗ = ∞. Note that (B.2) implies

Ψ̃ (r) � C
(
1 + r

− 2
p−1

)
for some constant C > 0. It is known that any positive solutions of (3.15) satisfying the above
estimate is either Φ∗ or a bounded solution. This can be shown, for example, by the same argu-
ment as in the proof of [16, Proposition A.1] for Eq. (1.9). If Ψ = Φ∗, then u(x, t) ≡ ϕ∗(x), but
this contradicts the assumption that μ �= 1. Therefore Ψ is a bounded smooth solution of (3.15).
The proof of the lemma is complete. �

Now we are ready to prove (3.7).

Proof of (3.7). For each ε > 0, denote by uε(x, t) = Uε(|x|, t) the solution of

{
ut = �u + up

(
x ∈ RN, t > 0

)
,

u(x,0) = min
{
(1 + ε)μ∗ϕ∗(x),1

} (
x ∈ RN

)
,

(3.16)

where μ∗ is as in Lemma 3.2. We first show that uε blows up in finite time. For that purpose, we
define, for each M > 0,

uε,M(x, t) := M
2

p−1 uε
(
Mx,M2t

)
.

Then uε,M satisfies the same equation as in (3.16) and

uε,M(x,0) = min
{
(1 + ε)μ∗ϕ∗(x),M

2
p−1

}
.

Suppose that uε does not blow up in finite time. Then its rescaling uε,M does not blow up ei-
ther. Since uε,M(x,0) → (1 + ε)μ∗ϕ∗(x) as M → ∞, the same argument as in the proof of
Lemma 3.2(iii) shows that the solution of (3.13) with μ = (1 + ε)μ∗ satisfies the estimate (B.2)
with T ∗ = ∞, but this is impossible by Lemma 3.2(ii). This contradiction shows that uε blows
up in finite time. We denote its blow-up time by Tε .

Next we show that

Tε → ∞ as ε → 0. (3.17)

It suffices to verify that the solution of (3.16) with ε = 0 is globally classical for t > 0. In the
case where p � pJL, we have μ∗ = 1, hence u0(x,0) � ϕ∗(x), u0(x,0) �≡ ϕ∗(x). Consequently,
by [8, Theorem 10.4(ii)], u0(x, t) is classical for 0 < t < ∞. In the case where pS < p < pJL,
the solution of (3.13) with μ = μ∗ is classical for t > 0 by Lemma 3.2(iii), therefore the same is
true of u0.

Now we denote by wε
0(y, s) the rescaled solution corresponding to uε:

wε(y, s) := e
− s

p−1 uε
(
e− s

2 y,Tε − e−s
) = (Tε − t)

1
p−1 uε(

√
Tε − t y, t),
0
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where s = − log(Tε − t). Since Uε(r,0) intersects Φ∗(r) only once, and since Uε(r,0) is
monotone non-increasing, the blow-up occurs at r = 0 and it is a single-intersection blow-up.
Consequently,

lim
s→∞wε

0(y, s) = κ.

It follows that

E
(
wε

0

(·, sε
0

))
� E(κ). (3.18)

Here sε
0 = − logTε and

wε
0

(
y, sε

0

) = (Tε)
1

p−1 uε(
√

Tε y) = min
{
(1 + ε)μ∗ϕ∗(y), T

1
p−1

ε

}
,

where μ∗ = 1 for p ∈ [pJL,∞) and μ∗ > 1 for p ∈ (pS,pJL). Letting ε → 0 in (3.18) and
recalling (3.17), we obtain

E
(
μ∗ϕ∗) � E(κ). (3.19)

Since the quantity

E
(
μϕ∗) =

( |μ|2
2

− |μ|p+1

p + 1

)∫
ρ
(
ϕ∗)p+1

dy

attains its maximum at μ = ±1, we have E(ϕ∗) � E(μ∗ϕ∗) � E(κ). The proof of (3.7) is com-
plete. �
3.4. Proof of Theorem 1.4 (Part 2)

It remains to prove the second part of Theorem 1.4, namely the assertion E(ψ) = E(κ) ⇒
ψ = ±κ . We will instead prove the stronger statement (1.17).

Lemma 3.4. The constant solution κ is isolated in E . More precisely,

inf
ψ∈E \{κ}

∣∣ψ(0) − κ
∣∣ > 0. (3.20)

Proof. Suppose that (3.20) does not hold. Then there exists a sequence of bounded solutions
ψk(y) := Ψk(|y|) �≡ κ of (1.15) such that Ψk(0) → κ as k → ∞. Since Ψ ′

k(0) = 0, Ψk(r) con-
verges to κ locally uniformly in the C1 sense in the region r � 0 as k → ∞. Define

Jk(r) = 1

2

(
Ψ ′

k

)2 − 1

2(p − 1)
Ψ 2

k + 1

p + 1
|Ψk|p+1.

Then

J ′
k(r) = −

(
N − 1 − r

)(
Ψ ′

k

)2
.

r 2
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Therefore Jk is increasing in the interval
√

2(N − 1) � r < ∞. Furthermore it is strictly in-
creasing since Ψ ′

k does not vanish on any interval of positive size. Since it is known that
Ψk(r) → 0 as r → ∞, we have Jk(r) → 0 as r → ∞. Combining these, we obtain Jk(r) < 0 for√

2(N − 1) � r < ∞; hence

Ψk(r) �= 0 for
√

2(N − 1) � r < ∞. (3.21)

Next let Vk(r) := r
2

p−1 Ψk(r). Then Vk satisfies Eq. (A.2) in Appendix A. Define

J̃k = 1

2

(
rV ′

k

)2 + G(Vk),

where

G(V ) := − (c∗)p−1

2
V 2 + 1

p + 1
|V |p+1.

Then

J̃ ′
k = −

(
N − 2 − 4

p − 1
− r2

2

)
r
(
V ′

k

)2
.

Therefore J̃k is increasing in the interval
√

2(N − 1) � r < ∞. Note that

G(0) = G(M) = 0, G(V ) < 0 (0 < v < M), G(V ) > 0 (M < v < ∞),

where M = (
p+1

2 )
1

p−1 c∗. Choose r0 ∈ [√2(N − 1),∞) such that κr
2

p−1
0 > M . Since Ψk → κ in

the C1 sense,

Vk(r0) > M, V ′
k(r) > 0 (0 < r � r0) for all large k. (3.22)

Fix such k. As we see in the proof of Lemma A.1 in Appendix A, the function r
2Ψ ′

k + 1
p−1Ψk

changes sign; hence so does V ′
k . Denote by r1 > 0 the first zero of V ′

k . Then, by (3.22), r1 > r0.
Consequently Vk(r1) > M ; hence, by (A.2), V ′′

k (r1) < 0.
Now suppose that V ′

k vanishes for some r > r1 and let r2 be the smallest such r . Then, since
Vk > 0 for r � r1 by (3.21),

V ′
k(r) < 0 for r ∈ (r1, r2), 0 < Vk(r2) < Vk(r1).

Note that G(V ) is monotone increasing for V � M and G(V ) < 0 for 0 < V < M . Therefore

J̃k(r1) = G
(
Vk(r1)

)
> G

(
Vk(r2)

) = J̃k(r2),

but this is impossible by the monotonicity of J̃k(r). Hence V ′
k does not vanish. Consequently Vk is

strictly decreasing in the interval [r1,∞) and it converges to some value α with 0 � α < Vk(r1).
This convergence implies lim infr→∞ r|V ′(r)| = 0, therefore
k
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J̃k(r) → G(α) < G
(
Vk(r1)

) = J̃k(r1) as r → ∞,

which again contradicts the monotonicity of J̃k(r). The lemma is proved. �
Lemma 3.5. For any M > 0 there exists δM > 0 such that

∫
|y|�1

∣∣ψ(y) − κ
∣∣2

dy � δM for any ψ ∈ E ∪ {±ϕ∗} \ {κ} with E(ψ) � M. (3.23)

Proof. Suppose that (3.23) does not hold for any some M > 0 and any δM > 0. Then there exists
a sequence ψk ∈ E (k = 1,2,3, . . .) such that

E(ψk) � M (k = 1,2,3, . . .), lim
k→∞

∫
|y|�1

∣∣ψk(y) − κ
∣∣2

dy = 0.

Since E(ψk) is uniformly bounded, we have, by Theorem 3.1 and Corollary 3.2 of [16] (or
Proposition 2.5 and Corollary 2.6 of [17]), that

∣∣∇jψk(y)
∣∣ � C

(|y|− 2
p−1 −j + 1

)
for j = 0,1,2,3, k = 1,2,3, . . .

for some constant C > 0. Hence by the Ascoli–Arzelà theorem, ψk converges to κ locally
uniformly in 0 < |y| < 1, while it remains uniformly bounded in |y| � 1. Applying the
“no-needle lemma” (Lemma 2.14 of [17]) – or, more precisely, the argument used in the proof of
this lemma – we see that the derivatives of ψk are uniformly bounded in RN . Consequently ψk

converges to κ uniformly in |y| � 1. This contradicts Lemma 3.4, and the lemma is proved. �
Now we are ready to complete the proof of Theorem 1.4 by showing (1.17).

Proof of (1.17). Suppose that (1.17) does not hold. Then either of the following holds:

(a) E(ϕ∗) = E(κ);
(b) there exists a sequence ψk ∈ E \ {±κ,0} such that E(ψk) → E(κ) as k → ∞.

Let us first consider the case (b) and derive a contradiction. The case (a) can be treated similarly
with minor modification. Without loss of generality, we may assume that ψk(0) > 0 for all k,
since E(ψ) = E(−ψ). Define

M := sup
k�1

E(ψk) + 1. (3.24)

Next, for each k, we denote by uk(x, t) the solution of (1.1) on RN whose initial data is given by
(3.10) with ψ = ψk and ε = εk > 0, where εk is chosen sufficiently small so that

M � E
(
wk(·, s0,k)

) → E(κ) as k → ∞. (3.25)
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Here wk(y, s) denotes the rescaled solution for uk , namely

wk(y, s) = e
− s

p−1 uk

(
e− s

2 y,Tk − e−s
)
,

where Tk is the blow-up time of uk , and s0,k := − logTk . In view of (3.23), we can choose εk

small enough so that it satisfies, in addition to (3.25),

∫
|y|�1

∣∣wk(·, s0,k) − κ
∣∣2

dy � δM

2
,

where δM is as in (3.23) with M as in (3.24). Now choose s∗
k such that

∫
|y|�1

∣∣wk

(
y, s∗

k

) − κ
∣∣2

dy = δM

4
. (3.26)

Such s∗
k ∈ (s0,k,∞) exists since wk converges to κ as s → ∞ locally uniformly in RN as shown

in Section 3.2. Furthermore, since each ψk is a stationary solution, wk stays close to ψk for a
long time if εk is chosen to be very small. Therefore we may assume that

s∗
k � s0,k + 1 for all k = 1,2,3, . . . . (3.27)

Thus, by Theorem 3.1 and Corollary 3.2 of [16], we have, for all j = 0,1,2,3 and k =
1,2,3, . . . ,

∣∣∇j
y wk(y, s)

∣∣ � C
(|y|− 2

p−1 −j + 1
)

for y ∈ RN \ {0}, s � s∗
k . (3.28)

Hence, by the Ascoli–Arzelà theorem, we can choose a subsequence of {wk(y, s + s∗
k )}, which

we denote by {w̃k(y, s)}, that converges to some function w̃∞(y, s) on (RN \ {0}) × [0,∞)

locally uniformly in the C2 sense in y and in the C1 sense in s. Consequently, w̃∞(y, s) satisfies
Eq. (1.7) in (RN \ {0}) × [0,∞).

Since (3.28) also implies that the sequence {w̃k(y,0)} is bounded in H 1({|y| < 1}), hence
compact in L2({|y| � 1}), the convergence w̃k(y,0) → w̃∞(y,0) takes place in L2({|y| � 1}).
This, together with (3.26), implies

∫
|y|�1

∣∣w̃∞(y,0) − κ
∣∣2

dy = δM

4
. (3.29)

Next we recall that w̃k(y, s) → κ as s → ∞ locally uniformly in RN . Since w̃k remains
bounded along with its derivatives, we have E(w̃k(·, s)) → E(κ) as s → ∞. This and (3.3) yield

∞∫ ∫
N

(∂sw̃k)
2(y, s) dy ds = E

(
w̃k(·,0)

) − E(κ).
0 R
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Combining this and (3.25), and using Fatou’s lemma, we obtain

∞∫
0

∫
RN

(∂sw̃∞)2(y, s) dy ds = 0.

This implies that w̃∞(y, s) is a stationary solution of (1.7) in (RN \ {0}) × [0,∞). Hence
ψ(y) := w̃∞(y,0) satisfies Eq. (1.15) for y �= 0 along with the estimate |w̃∞(y,0)| �
C(|y|− 2

p−1 + 1). Thus, by Proposition A.1 of [16], w̃∞(y,0) is either a bounded solution of
(1.15) on RN or w̃∞(y,0) = ±ϕ∗(y). But this is impossible by virtue of Lemma 3.5 and (3.26).
This contradiction shows that the case (b) above does not occur.

It remains to show that the case (a) does not occur. This follows immediately from (3.19)
if pS < p < pJL, since in this case μ∗ > 1, hence E(ϕ∗) > E(μ∗ϕ∗) � E(κ). In the range
pJL � p < ∞, we have μ∗ = 1. In this case, basically the same argument as for the case (b)
above applies, by setting ψk = ϕ∗ (k = 1,2,3, . . .) and replacing (3.10) by (3.16) in the definition
of uk . The only major difference is that ϕ∗ is a singular stationary solution that does not belong
to the space where Eq. (1.7) is well-posed, therefore deriving (3.27) is not as straightforward as
in the case (b), where ψk is a smooth stationary solution. Nonetheless, by a simple subsolution
argument, one can easily derive an inequality of the form

s∗
k � s0,k + δ for all k = 1,2,3, . . .

for some constant δ > 0, and this is sufficient to derive the estimate (3.28). This shows that the
case (a) above does not occur. The proof of the theorem is complete. �
3.5. Proof of corollaries

Proof of Corollary 1.6. By Lemma 3.1 and the assumption, we have

E
(
w∗

a

)
< E(κ).

In the case where a �= 0, the above inequality immediately implies no blow-up at x = a, since
we would have w∗

a = κ if a is a blow-up point. On the other hand, if a = 0, we recall that w∗
0

belongs to E ∪ {±ϕ∗} by [17, Theorem 3.1]. Therefore, by Theorem 1.4, w∗
0 = 0. As we see in

the proof of [17, Theorem 4.1], w∗
0 = 0 implies no blow-up at x = 0. This completes the proof

of the corollary. �
Proof of Corollary 1.7. Let a be an arbitrary point of Ω \ Dε . Then

∣∣v(x)
∣∣ � λ(1 − ε)‖v‖L∞ for |x − a| � ε. (3.30)

From (2.8) we see that

Tλ ≈ λ−(p−1) (‖v‖L∞
)−(p−1)

.

p − 1
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Denote by wλ
a(y, s) the rescaled solution at x = a, namely

wλ
a(y, s) = (Tλ − t)

1
p−1 uλ(a + √

Tλ − t y, t),

where s = − log(Tλ − t). Its initial data is given by

wλ
a(y,− logTλ) = T

1
p−1

λ uλ(a + √
Tλ y,0) = λT

1
p−1

λ v(a + √
Tλ y).

Consequently

wλ
a(y,− logTλ) → v(a)κ

‖v‖L∞
� (1 − ε)κ as λ → ∞

locally uniformly in y ∈ RN . Furthermore, by (3.30),

∣∣∣∣ v(a)κ

‖v‖L∞

∣∣∣∣ � (1 − ε)κ.

Thus, for each fixed δ > 0,

lim sup
λ→∞

∣∣wλ
a(y,− logTλ + δ)

∣∣ � η(δ) locally uniformly,

where η(t) is the solution of the following initial value problem:

dη

dt
= − 1

p − 1
η + ηp, η(0) = (1 − ε)κ.

Since 0 � η(0) < κ by the assumption, we have 0 � η(δ) < κ , hence

lim sup
λ→∞

E
(
wλ

a(· ,− logTλ + δ)
)
� E

(
η(δ)

)
< E(κ). (3.31)

Consequently E(wλ
a(· ,− logTλ + δ)) < E(κ) for all large λ, which, by Corollary 1.6, implies

that uλ cannot blow up at x = a. The above estimates are all uniform in a ∈ Ω \ Dε , therefore
we obtain the desired conclusion. The corollary is proved. �
Appendix A. Stationary solution with a single intersection

In this appendix, we prove the following lemma due to [2]. We have used this lemma to show
that the local profile of a single-intersection blow-up is ±κ . Since this lemma is of central impor-
tance in the proof of Theorem 1.4, and since part of the arguments in [2] rely on extra assumptions
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which we do not assume in the present paper, we give our own proof for the convenience of the
reader.

Lemma A.1. (See [2, Lemma 3.28].) Let pS < p < ∞. Then the only bounded positive solution
of (1.9) that satisfies Z(0,∞)[Ψ − Φ∗] = 1 is κ .

Proof. Let Ψ (r) be a bounded solution of (1.9) satisfying Z(0,∞)[Ψ − Φ∗] = 1 and set

Q(r) := r

2
Ψ ′(r) + 1

p − 1
Ψ (r).

Then, as shown in [2], Q satisfies

Q′′ + N − 1

r
Q′ − r

2
Q′ + (

f ′(Ψ ) − 1
)
Q = 0 (0 < r < ∞),

along with the boundary condition Q(0) > 0, Q′(0) = 0, where f (u) = − 1
p−1u + |u|p−1u.

Equivalently, the function q(y) := Q(|y|) is a bounded radially symmetric solution of

ρ−1∇ · (ρ∇q) + (
f ′(ψ) − 1

)
q = 0

(
y ∈ RN

)
,

where ρ is as in (3.2). Since Ψ �≡ Φ∗, we have Q �≡ 0. Therefore q is an eigenfunction of the
self-adjoint operator

Lϕ := −ρ−1∇ · (ρ∇ϕ) − (
f ′(ψ) − 1

)
ϕ

in the weighted space L2
ρ(RN) corresponding to the eigenvalue 0. The first eigenvalue of this

operator is given by

μ1 = inf
ϕ∈H 1

ρ \{0}
Hψ(ϕ)∫

RN ρϕ2 dy
, Hψ(ϕ) :=

∫
RN

ρ
(|∇ϕ|2 − (

f ′(ψ) − 1
)
ϕ2)dy.

Here we note that the spectrum of L consists of eigenvalues, which can be easily seen by us-
ing the orthonormal basis of the Hilbert space L2

ρ consisting of Hermite polynomials – or, more
precisely, products of Hermite polynomials of the form H1(x1)H2(x2) · · ·HN(xn) (see, for ex-
ample, [6]).

Now let us suppose that ψ �≡ κ . Then

Hψ(ψ) =
∫

RN

ρ

(
|∇ψ |2 − p|ψ |p+1 + p

p − 1
ψ2

)
dy = −(p − 1)

∫
RN

ρ|∇ψ |2 dy < 0,

which implies μ1 < 0. Thus 0 is not the principal eigenvalue of L. Consequently q (hence Q)
changes sign. Denote by r0 > 0 the first zero of Q(r). Then

Q(0) > 0 (0 � r < r0), Q(r0) = 0. (A.1)
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Let V (r) := r
2

p−1 Ψ (r). Then V satisfies

V ′′ +
(

N − 1 − 4

p − 1
− r2

2

)
1

r
V ′ + 1

r2

(−(
c∗)p−1

V + V p
) = 0 (0 < r < ∞), (A.2)

where c∗ is as in (1.10). Since V ′ = 2r
2

p−1 −1
Q, (A.1) implies V ′ > 0 (0 < r < r0) and

V ′(r0) = 0. Thus V ′′(r0) � 0. Since V is not a constant solution of (A.2), V ′ and V ′′ cannot
vanish simultaneously, therefore V ′′(r0) < 0. This and (A.2) yield

−(
c∗)p−1

V (r0) + V p(r0) > 0,

hence V (r0) > c∗. Since Z(0,∞)[V − c∗] = Z(0,∞)[Ψ − Φ∗] = 1 by the assumption, and since
V intersects c∗ once in the interval 0 < r < r0, we see that V (r) > c∗ for r � r0. Thus

−(
c∗)p−1

V + V p > 0 for r � r0.

This and (A.2) imply

V ′′ +
(

N − 1 − 4

p − 1
− r2

2

)
1

r
V ′ < 0 for r � r0. (A.3)

Since V ′(r0) = 0 and V ′′(r0) < 0, we have V ′(r) < 0 on some interval (r0, r0 +ε). This and (A.3)
imply that V ′(r) < 0 for r > r0. Hence, again by (A.3), V is concave and monotone decreasing
for all large r . However, this is impossible since V > c∗ for r > r0. This contradiction shows that
ψ ≡ κ . The lemma is proved. �
Appendix B. Solutions with singular initial data

The following lemma deals with solutions with singular initial data. This lemma is an imme-
diate consequence of the basic estimates found in our earlier papers [16,17]. We have used it in
the proof of Lemma 3.2 of the present paper.

Proposition B.1. Let pS < p < ∞, and let u0 ∈ H 1
loc(Ω) be a radially symmetric function satis-

fying

u0 � 0,

∫
Ω

e−α|x|2(|∇u0|2 + u2
0

)
dx < ∞ (B.1)

for some α � 0. Then one of the following holds for the minimal solution of (1.1)–(1.2).

(a) u(x, t) = +∞ for a.e. x ∈ RN , t > 0 (instantaneous blow-up);
(b) there exists 0 < T ∗ < ∞ such that u(·, t) ∈ C2(Ω \ {0}) for 0 < t < T ∗ and that

0 � u(x, t) � Ct

(
1 + |x|− 2

p−1
)

for x ∈ Ω \ {0}, 0 < t < T ∗, (B.2)

where Ct is a constant depending on t and u0. Furthermore, u(x, t) = +∞ for a.e. x ∈ RN ,
t > T ∗;
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(c) u(·, t) ∈ C2(Ω \ {0}) for 0 < t < ∞ and (B.2) holds with T ∗ = ∞. If, in addition, u0 ∈
H 1(Ω), then u is smooth for all large t and ‖u(·, t)‖L∞ → 0 as t → ∞.

Proof. Let uk(x, t) (k = 1,2,3, . . .) be the solution of (1.1)–(1.2) for the initial data

uk(x,0) = uk,0(x) := min
{
u0(x), k

}
.

Denote by T (uk) the blow-up time of uk . Here we set T (uk) = ∞ if uk does not blow up. We use
the same symbol uk for the minimal extension of uk beyond t = T (uk). Let Tc(uk) denote the
complete blow-up time of uk (here, again, we set Tc(uk) = ∞ if uk never becomes identically
+∞ a.e. over Ω). By [14, Theorem 2], we have

T (u1) > Tc(u2) � T (u2) > Tc(u3) � T (u3) > Tc(u4) � · · · .
Hence the following limit exists:

T ∗ = lim
k→∞T (uk)

(
= lim

k→∞Tc(uk)
)
.

If T ∗ < ∞, then, since u � uk ≡ +∞ for a.e. x ∈ Ω , t > Tc(u
k), we have

u(x, t) = +∞ a.e. x ∈ Ω, t > T ∗. (B.3)

Thus the alternative (a) holds if T ∗ = 0. In what follows we assume T ∗ > 0.
Let α be the constant in (B.1), and set

T ∗
1 := min

{
T ∗, α−2},

where we set T ∗
1 = T ∗ if α = 0. Define a rescaled solution wk(y, s) by

wk(y, s) = (
T ∗

1 − t
) 1

p−1 uk

(√
T ∗

1 − t y, t
)
,

where s = − log(T ∗
1 − t). The initial data of wk is written in the form

wk

(
y,− logT ∗

1

) = (
T ∗

1

) 1
p−1 uk,0

(√
T ∗

1 y
)
,

hence its initial energy is given by

E
(
wk

(·,− logT ∗
1

))
= (

T ∗
1

) p+1
p−1 − N

2

∫
RN

(
1

2
|∇uk,0|2 + 1

2(p − 1)T ∗
1

|uk,0|2 − 1

p + 1
|uk,0|p+1

)
ρ

(
x√
T ∗

1

)
dx.

Thus the assumption (B.1) implies that

E
(
wk

(·,− logT ∗)) � C (k = 1,2,3, . . .),
1
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where C is a constant independent of k. In view of this and the fact that uk is defined for
all t ∈ [0, T ∗

1 ), we see from Theorem 3.1 and Remark 3.5 of [16] that there exists a constant
Ct – depending on t but independent of k – such that

0 � uk(x, t) � Ct

(
1 + |x|− 2

p−1
)

for x ∈ Ω \ {0}, 0 < t < T ∗
1 . (B.4)

Letting k → ∞, we obtain (B.2) for the range 0 < t < T ∗
1 . Now we fix t0 ∈ (0, T ∗

1 ) arbitrarily.
Then by (B.2) and the assumption p > pS ,

∫
Ω

e−β|x|2(∣∣∇u(x, t0)
∣∣2 + u2(x, t0)

)
dx < ∞

for any β > 0. Replacing u0(x) by u(x, t0) and repeating the above argument, we see that (B.2)
holds for all t ∈ (0, T ∗). The C2 smoothness in x ∈ Ω \ {0} follows from parabolic estimates.
This and (B.3) confirm (b) as well as the first part of (c). The second part of (c) follows from the
same argument as in the proof of [17, Theorem 5.14]. More precisely, assume u ∈ H 1(Ω) and
T ∗ = ∞. Then, by [16, Remark 3.5], the constant Ct in (B.2) tends to 0 as t → ∞. Hence, by
[17, Lemma 2.9], ‖u(·, t)‖L∞ → 0. The proof of the proposition is complete. �
Appendix C. Uniform decay at infinity

Here we make a more precise statement of the estimates mentioned in Remark 2.6. The proof
follows easily by combining known estimates.

Proposition C.1. Let u be a radially symmetric solution of (1.1) that blows up at t = T . Assume
that

u0(x) = o
(|x|−α

)
for some α � 0

(
resp. u0(x) = O

(|x|−α
)

for some α > 0
)

(C.1)

as |x| → ∞. Then

u(x, t) = o
(|x|−α

) (
resp. u(x, t) = O

(|x|−α
))

as |x| → ∞ (C.2)

uniformly in t ∈ [0, T )

Proof. We only prove the former estimate o(|x|−α) as the latter can be shown similarly. By the
decay estimate of the heat kernel as |x| → ∞, there exists t0 ∈ (0, T ) such that

⎧⎨
⎩

lim|x|→∞ |x|αu(x, t) = 0,

lim|x|→∞ |x|α+1
∣∣∇xu(x, t)

∣∣ = 0
uniformly in t ∈ [t0, T ). (C.3)

Now we set t1 = t0/2 and take u(x, t1) as the initial data for (1.1) (with blow-up time T − t1),
and denote by wa(y, s) the corresponding rescaled solution at x = a as defined in (1.6). Then
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(C.3) implies

E
(
wa(·, s1)

) = o
(|a|−2α

)
as |a| → ∞,

where s1 := − log(T − t1). By Lemma 2.2 of [17], the above estimate yields

∣∣wa(·, s)
∣∣ = O

(
e
− s

p−1 E
(
wa(·, s1)

) 1
p+1

) = o
(
e
− s

p−1 |a|− 2α
p+1

)
uniformly in s ∈ [s0,∞), where s0 = − log(T − t0) > s1. This implies

∣∣u(a, t)
∣∣ = o

(|a|− 2α
p+1

)
uniformly in t ∈ [t0, T ). (C.4)

Consequently, u(x, t) is uniformly bounded in |x| � R, 0 � t < T for some R > 0. Combining
this and (C.3) and using again the decay estimate of the heat kernel as |x| → ∞, we easily obtain
(C.2). �
Appendix D. Comparison of the blow-up time

The following lemma is used in Section 2.1 to show (2.4). This is essentially the same result
as Lemma 1 of [14], in which the positivity of the solution is assumed. Since we do not assume
positivity, we give a proof to this lemma for the self-containedness of the present paper. Since the
lemma is of interest in its own right, we present it in a rather general setting without assuming
radial symmetry.

Lemma D.1. Let Ω be a domain in RN with smooth boundary, and let u, ũ be solutions of (1.1)–
(1.2) with u0, ũ0 ∈ L∞(Ω) ∩ C(Ω), u0(x) � ũ0(x), u0 �≡ ũ0. Suppose that u blows up at t = T

and that its blow-up points are confined in a bounded set. Furthermore, assume that

lim
t→T

max
x∈Ω

u(x, t) = +∞. (D.1)

Then ũ blows up at some T̃ with 0 < T̃ < T . (Here u0, ũ0 need not be radial.)

Proof. We modify the proof of [14, Lemma 1] to allow sign-changing solutions. By the assump-
tion, there exists a finite ball B such that u is uniformly bounded in Ω \ B as t → T . We choose
a slightly larger ball B ′ such that B ⊂ B ′. For each 0 � t < T , define

D(t) := {
x ∈ B ′ ∣∣ u(x, t) > 0

}
.

By the comparison principle we have u � ũ, therefore, by (D.1), ũ blows up at some T̃ with
0 < T̃ � T . Let

v(x, t) := 1

up(x, t)
, ṽ(x, t) = 1

ũp(x, t)
, z := v − ṽ

for x ∈ D(t), 0 � t < T̃ . A simple calculation shows
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zt = �z − p

p − 1

(∇v + ∇ṽ)

v
· ∇z + p

p − 1

|∇ṽ|2
vṽ

z

� �z − p

p − 1

(∇v + ∇ṽ)

v
· ∇z. (D.2)

Thus, by the strong maximum principle, we have u(x, t) < ũ(x, t) for x ∈ Ω , 0 < t < T̃ . Hence
z > 0 in x ∈ D(t), 0 < t < T̃ .

Now fix T1 ∈ (0, T̃ ) arbitrarily. Since ũ − u satisfies

(ũ − u)t = �(ũ − u) + |ũ|p−1ũ − |u|p−1u � �(ũ − u)

along with the Dirichlet boundary condition on ∂Ω , the Hopf boundary lemma implies

ũ(x, t) − u(x, t) � C d(x) for x ∈ Ω ∩ B ′, T1 � t < T̃

for some constant C > 0, where d(x) denotes the distance from x to ∂Ω . This yields an estimate
of the form

z(x, t) � C′u−p(x, t) d(x) for x ∈ D(t), T1 � t < T̃ (D.3)

for some constant C′ > 0.
Let x0 be an arbitrary point on ∂D(t). Then one of the following holds: x0 ∈ Ω , u(x0, t) = 0

or x0 ∈ ∂Ω ∩ ∂D(t) or x0 ∈ Ω ∩ ∂B ′. In the first case, since 0 = u(x0, t) < ũ(x0, t), we have

z(x, t) → ∞ as x → x0, x ∈ D(t). (D.4)

In the second case, we again have (D.4) for each t ∈ [T1, T̃ ), by virtue of (D.3) and the fact that
u(x, t) = O(d(x)). In the third case, since u is uniformly bounded in B ′ \ B , the estimate (D.3)
implies

lim inf
x→x0, x∈D(t)

z(x, t) � δ > 0

for some constant δ > 0 that is independent of t ∈ [T1, T̃ ). Combining these, we obtain

lim inf
x→∂D(t)

z(x, t) � δ for t ∈ [T1, T̃ ). (D.5)

Since z(x,T1) > 0 in D(T1), this and (D.5) imply that z(x,T1) � δ′ in D(T1) for some constant
0 < δ′ � δ. In view of this and (D.5), and recalling that z satisfies (D.2), we see by the maximum
principle that

z(x, t) � δ′ for x ∈ D(t), T1 � t < T̃ .

It follows that up−1 � (δ′)−1 for T1 � t < T̃ , hence u cannot blow up at t = T̃ . Consequently
T > T̃ . The proof of the lemma is complete. �
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