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a b s t r a c t

In this paper, we propose a new iteration, called the SP-iteration, for approximating
a fixed point of continuous functions on an arbitrary interval. Then, a necessary and
sufficient condition for the convergence of the SP-iteration of continuous functions on an
arbitrary interval is given. We also compare the convergence speed of Mann, Ishikawa,
Noor and SP-iterations. It is proved that the SP-iteration is equivalent to and converges
faster than the others. Our results extend and improve the corresponding results of
Borwein and Borwein [D. Borwein, J. Borwein, Fixed point iterations for real functions,
J. Math. Anal. Appl. 157 (1991) 112–126], Qing and Qihou [Y. Qing, L. Qihou, The necessary
and sufficient condition for the convergence of Ishikawa iteration on an arbitrary interval,
J. Math. Anal. Appl. 323 (2006) 1383–1386], Rhoades [B.E. Rhoades, Comments on two
fixed point iteration methods, J. Math. Anal. Appl. 56 (1976) 741–750], and many others.
Moreover, we also present numerical examples for the SP-iteration to compare with the
Mann, Ishikawa and Noor iterations.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Let E be a closed interval on the real line and f : E → E be a continuous function. A point p ∈ E is a fixed point of f if
f (p) = p. We denote by F(f ) the set of fixed points of f . It is known that if E is also bounded, then F(f ) is nonempty. The
Mann iteration (see [1]) is defined by u1 ∈ E and

un+1 = (1 − αn)un + αnf (un) (1.1)

for all n ≥ 1, where {αn}
∞

n=1 is a sequence in [0, 1], and will be denoted by M(u1, αn, f ). The Ishikawa iteration (see [2]) is
defined by s1 ∈ E and

tn = (1 − βn)sn + βnf (sn)
sn+1 = (1 − αn)sn + αnf (tn)

(1.2)

for all n ≥ 1, where {αn}
∞

n=1, {βn}
∞

n=1 are sequences in [0, 1], and will be denoted by I(s1, αn, βn, f ). The Noor iteration
(see [3]) is defined by w1 ∈ E andrn = (1 − γn)wn + γnf (wn)

qn = (1 − βn)wn + βnf (rn)
wn+1 = (1 − αn)wn + αnf (qn)

(1.3)
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for all n ≥ 1, where {αn}
∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 are sequences in [0, 1], and will be denoted by N(w1, αn, βn, γn, f ). Clearly
the Mann and Ishikawa iterations are special cases of the Noor iteration.

In 1976, Rhoades [4] proved the convergence of the Mann and Ishikawa iterations for the class of continuous and
nondecreasing functions on unit closed interval. Further, Borwein and Borwein [5] proved the convergence of the Mann
iteration of continuous functions on a bounded closed interval. Recently, Qing and Qihou [6] extended their results to an
arbitrary interval and to the Ishikawa iteration and gave some control conditions for the convergence of Ishikawa iteration
on an arbitrary interval.

It was shown in [7] that the Mann and Ishikawa iterations are equivalent for the class of Zamfirescu operators. In 2006,
Babu and Prasad [8] showed that the Mann iteration converges faster than the Ishikawa iteration for this class of operators.
Two years later, Qing and Rhoades [9] provided an example to show that the claim in [8] is false.

Motivated by the above results, we propose a new iteration as follows:zn = (1 − γn)xn + γnf (xn)
yn = (1 − βn)zn + βnf (zn)
xn+1 = (1 − αn)yn + αnf (yn)

(1.4)

for all n ≥ 1, where x1 ∈ E, {αn}
∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 are sequences in [0, 1], and it will be denoted by SP(x1, αn, βn, γn, f )
and is called the SP-iteration.

In this paper, we give a necessary and sufficient condition for the convergence of the SP-iteration of continuous functions
on an arbitrary interval. We also prove that the Mann, Ishikawa, Noor and SP-iterations are equivalent and the SP-iteration
converges faster than the others for the class of continuous and nondecreasing functions. Moreover, we present numerical
examples for the SP-iteration to compare with the Mann, Ishikawa and Noor iterations.

2. Convergence theorems

In this section, we prove the convergence theorems of the SP-iteration for continuous functions on an arbitrary interval.

Theorem 2.1. Let E be a closed interval on the real line and f : E → E be a continuous function. For x1 ∈ E, let the SP-iteration
{xn}∞n=1 be defined by (1.4), where {αn}

∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 are sequences in [0, 1] satisfying the following conditions:
(i) limn→∞ αn = 0,(ii)

∑
∞

n=1 αn = ∞,(iii)
∑

∞

n=1 βn < ∞ and (iv)
∑

∞

n=1 γn < ∞.
Then {xn}∞n=1 is bounded if and only if {xn}∞n=1 converges to a fixed point of f .

Proof. It is obvious that if {xn}∞n=1 converges to a fixed point of f , then it is bounded. Now, assume that {xn}∞n=1 is bounded.
We shall show that {xn}∞n=1 is convergent. To show this, suppose not. Then there exist a, b ∈ R, a = lim infn→∞ xn,
b = lim supn→∞ xn and a < b. First, we show that if a < m < b, then f (m) = m. Suppose f (m) ≠ m. Without loss of
generality, we suppose f (m) − m > 0. Because f (x) is a continuous function, there exists δ, 0 < δ < b − a, such that

f (x) − x > 0 for |x − m| ≤ δ. (2.1)

Since {xn}∞n=1 is bounded, {xn}∞n=1 belongs to a bounded closed interval. By continuity of f , we have that {f (xn)}∞n=1 belongs
to another bounded closed interval, so {f (xn)}∞n=1 is bounded, and since zn = (1 − γn)xn + γnf (xn), so {zn}∞n=1 is bounded,
and thus {f (zn)}∞n=1 is bounded. Similarly, since yn = (1 − βn)zn + βnf (zn), we have {yn}∞n=1 and {f (yn)}∞n=1 are bounded.
Using (1.4), we have xn+1 − yn = αn(f (yn) − yn), yn − zn = βn(f (zn) − zn) and zn − xn = γn(f (xn) − xn). By (i), (iii) and (iv),
we get |xn+1 − yn| → 0, |yn − zn| → 0 and |zn − xn| → 0. Since |xn+1 − xn| ≤ |xn+1 − yn| + |yn − zn| + |zn − xn|, we have
|xn+1 − xn| → 0. Thus there exists N such that

|xn+1 − xn| <
δ

3
, |zn − xn| <

δ

3
, |yn − zn| <

δ

3
(2.2)

for all n > N . Since b = lim supn→∞ xn > m, there exists k1 > N such that xnk1 > m. Let k = nk1 , then xk > m. For xk, there
exist only two cases:
(A1) xk ≥ m +

δ
3 , then by (2.2), we have xk+1 − xk > −

δ
3 , then xk+1 > xk −

δ
3 ≥ m, so xk+1 > m.

(A2)m < xk < m+
δ
3 , then by (2.2), we havem−

δ
3 < zk < m+

2δ
3 andm−

2δ
3 < yk < m+ δ. So we have |xk −m| < δ

3 < δ,
|zk − m| < 2δ

3 < δ and |yk − m| < δ. Using (2.1), we get

f (xk) − xk > 0, f (zk) − zk > 0, f (yk) − yk > 0. (2.3)

By (1.4), we have

xk+1 = yk + αk(f (yk) − yk)
= zk + βk(f (zk) − zk) + αk(f (yk) − yk)

= xk + γk(f (xk) − xk) + βk(f (zk) − zk) + αk(f (yk) − yk). (2.4)

By (2.3), we have xk+1 ≥ xk. Thus xk+1 > m.
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By (A1) and (A2), we can conclude that xk+1 > m. By using the above argument, we obtain xk+2 > m, xk+3 > m, xk+4 >
m, . . .. Thus we get xn > m, for all n > k = nk1 . So a = lim infn→∞ xn ≥ m, which is a contradiction with a < m. Thus
f (m) = m.

For {xn}∞n=1, there exist only two cases:
(B1) There exists xM such that a < xM < b.

Then f (xM) = xM . Thus

zM = (1 − γM)xM + γM f (xM) = xM ,

yM = (1 − βM)zM + βM f (zM) = (1 − βM)xM + βM f (xM) = xM ,

xM+1 = (1 − αM)yM + αM f (yM) = (1 − αM)xM + αM f (xM) = xM .

Analogously, we have xM = xM+1 = xM+2 = xM+3 = · · ·, so xn → xM . It follows that xM = a and xn → a, which is a
contradiction with the assumption.
(B2) For all n, xn ≤ a or xn ≥ b.

Because b−a > 0 and |xn+1−xn| → 0, so there existsN0 such that |xn+1−xn| < b−a
3 , for all n > N0. It implies that either

xn ≤ a for all n > N0 or xn ≥ b for all n > N0. If xn ≤ a for n > N0, then b = lim supn→∞ xn ≤ a, which is a contradiction
with a < b. If xn ≥ b for n > N0, so we have a = lim infn→∞ xn ≥ b, which is a contradiction with a < b.

Hence, we have {xn}∞n=1 is convergent.
Next, we prove that {xn}∞n=1 converges to a fixed point of f . Let xn → p and suppose f (p) ≠ p. By continuity of f , we have

{f (xn)}∞n=1 is bounded. From zn = (1−γn)xn+γnf (xn) and γn → 0, we obtain zn → p. Similarly, by yn = (1−βn)zn+βnf (zn)
and βn → 0, it follows that yn → p. Let hk = f (yk) − yk, qk = f (zk) − zk and sk = f (xk) − xk. By continuity of f ,
we have limk→∞ hk = limk→∞(f (yk) − yk) = f (p) − p ≠ 0, limk→∞ qk = limk→∞(f (zk) − zk) = f (p) − p ≠ 0 and
limk→∞ sk = limk→∞(f (xk) − xk) = f (p) − p ≠ 0. Put w = f (p) − p. Then w ≠ 0. By (2.4), we have

n−1−
k=1

(xk+1 − xk) =

n−1−
k=1

(αkhk + βkqk + γksk).

It follows that

xn = x1 +

n−1−
k=1

(αkhk + βkqk + γksk). (2.5)

By (ii)–(iv) and hk → w ≠ 0, we have that
∑

∞

k=1 αkhk is divergent,
∑

∞

k=1 βkqk and
∑

∞

k=1 γksk are convergent. This implies
by (2.5) that {xn}∞n=1 is divergent, which is a contradiction with xn → p. Thus f (p) = p, that is {xn}∞n=1 converges to a fixed
point of f . �

The following result give a convergence theorem for the Noor iteration, for continuous functions on a closed interval of
a real line under some control conditions which are weaker than those in Theorem 2.1.

Theorem 2.2. Let E be a closed interval on the real line and f : E → E be a continuous function. For w1 ∈ E, let the Noor
iteration {wn}

∞

n=1 be defined by (1.3), where {αn}
∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 are sequences in [0, 1] satisfying the following conditions:
(i)

∑
∞

n=1 αn = ∞, (ii) limn→∞ αn = 0, (iii) limn→∞ βn = 0 and (iv) limn→∞ γn = 0.
Then {wn}

∞

n=1 is bounded if and only if {wn}
∞

n=1 converges to a fixed point of f .

Proof. It is clear that if {wn}
∞

n=1 converges to a fixed point of f , so it is bounded. Now, assume that {wn}
∞

n=1 is bounded.
We shall show that {wn}

∞

n=1 is convergent. To show this, suppose not. Then there exist a, b ∈ R, a = lim infn→∞ wn,
b = lim supn→∞ wn and a < b. First, we show that if a < m < b, then f (m) = m. Suppose f (m) ≠ m. Without loss
of generality, we suppose f (m) − m > 0. Because f (x) is a continuous function, there exists δ, 0 < δ < b − a, such that

f (x) − x > 0 for |x − m| ≤ δ. (2.6)

Since {wn}
∞

n=1 is bounded, {wn}
∞

n=1 belongs to a bounded closed interval. By continuity of f , we have that {f (wn)}
∞

n=1 belongs
to another bounded closed interval, so {f (wn)}

∞

n=1 is bounded, and since rn = (1 − γn)wn + γnf (wn), so {rn}∞n=1 is bounded,
and thus {f (rn)}∞n=1 is bounded. Similarly, since qn = (1 − βn)wn + βnf (rn), we have {qn}∞n=1 and {f (qn)}∞n=1 are bounded.
Using (1.3), we have wn+1 − wn = αn(f (qn) − wn), qn − wn = βn(f (rn) − wn) and rn − wn = γn(f (wn) − wn). By (i), (iii)
and (iv), we get |wn+1 − wn| → 0, |qn − wn| → 0 and |rn − wn| → 0. Thus there exists N such that

|wn+1 − wn| <
δ

3
, |qn − wn| <

δ

3
, |rn − wn| <

δ

3
(2.7)

for all n > N . Since b = lim supn→∞ wn > m, there exists k1 > N such that wnk1
> m. Let k = nk1 , then wk > m. For wk,

there exist only two cases:
(A1) wk ≥ m +

δ
3 , then by (2.7), we have wk+1 − wk > −

δ
3 , then wk+1 > wk −

δ
3 ≥ m, so wk+1 > m.
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(A2)m < wk < m+
δ
3 , then by (2.7), we havem−

δ
3 < qk < m+

2δ
3 andm−

δ
3 < rk < m+

2δ
3 . Sowe have |wk−m| < δ

3 < δ,
|qk − m| < 2δ

3 < δ and |rk − m| < 2δ
3 < δ. Using (2.6), we get

f (wk) − wk > 0, f (qk) − qk > 0, f (rk) − rk > 0. (2.8)

By (1.3), we have

wk+1 = wk + αk(f (qk) − wk)

= wk + αk(f (qk) − qk) + αkβk(f (rk) − wk)

= wk + αk(f (qk) − qk) + αkβk(f (rk) − rk) + αkβkγk(f (wk) − wk).

By (2.8), we have wk+1 ≥ wk. Thus wk+1 > m.
By (A1) and (A2),we can conclude thatwk+1 > m. By using the above argument,we obtainwk+2 > m, wk+3 > m, wk+4 >

m, . . .. Thus we get wn > m, for all n > k = nk1 . So a = lim infn→∞ wn ≥ m, which is a contradiction with a < m. Thus
f (m) = m.

For {wn}
∞

n=1, there exist only two cases:
(B1) There exists wM such that a < wM < b.

Then f (wM) = wM . Thus

rM = (1 − γM)wM + γM f (wM) = wM ,

qM = (1 − βM)wM + βM f (rM) = (1 − βM)wM + βM f (wM) = wM ,

wM+1 = (1 − αM)wM + αM f (qM) = (1 − αM)wM + αM f (wM) = wM .

Analogously, we have wM = wM+1 = wM+2 = wM+3 = · · ·, so wn → wM . It follows that wM = a and wn → a, which is a
contradiction with the assumption.
(B2) For all n, wn ≤ a or wn ≥ b.

Because b − a > 0 and |wn+1 − wn| → 0, so there exists N0 such that |wn+1 − wn| < b−a
3 , for all n > N0. It implies

that either wn ≤ a for all n > N0 or wn ≥ b for all n > N0. If wn ≤ a for n > N0, then b = lim supn→∞ wn ≤ a, which is a
contradiction with a < b. If wn ≥ b for n > N0, so we have a = lim infn→∞ wn ≥ b, which is a contradiction with a < b.

Hence, we have {wn}
∞

n=1 is convergent.
Next, we prove that {wn}

∞

n=1 converges to a fixed point of f . Letwn → p and suppose f (p) ≠ p. By continuity of f , we have
{f (wn)}

∞

n=1 is bounded. Since rn = (1−γn)wn+γnf (wn) and γn → 0, it follows that rn → p. From qn = (1−βn)wn+βnf (rn)
and βn → 0, we obtain qn → p. Let hk = f (qk) − wk. By continuity of f , we have limk→∞ hk = limk→∞(f (qk) − wk) =

f (p) − p ≠ 0. Let d = f (p) − p. Then d ≠ 0. Using (1.3), we get wk+1 = wk + αk(f (qk) − wk). It follows that

wn = w1 +

n−1−
k=1

αkhk. (2.9)

By hk → d ≠ 0 and
∑

∞

n=1 αn = ∞, it implies by (2.9) that {wn}
∞

n=1 is divergent, which is a contradiction withwn → p. Thus
f (p) = p, that is {wn}

∞

n=1 converges to a fixed point of f . �

The following three corollaries are obtained directly by Theorem 2.1.

Corollary 2.3. Let E be a closed interval on the real line and f : E → E be a continuous function. For x1 ∈ E, let {xn}∞n=1 be the
sequence defined by

yn = (1 − βn)xn + βnf (xn)
xn+1 = (1 − αn)yn + αnf (yn),

(2.10)

where {αn}
∞

n=1, {βn}
∞

n=1 are sequences in [0, 1] satisfying the following conditions:
(i) limn→∞ αn = 0, (ii)

∑
∞

n=1 αn = ∞ and (iii)
∑

∞

n=1 βn < ∞.
Then {xn}∞n=1 is bounded if and only if {xn}∞n=1 converges to a fixed point of f .

Proof. By putting γn = 0 for all n ≥ 1 in Theorem 2.1, then we obtain the required result directly from Theorem 2.1. �

Corollary 2.4 ([6]). Let E be a closed interval on the real line and f : E → E be a continuous function. For u1 ∈ E, let the Mann
iteration {un}

∞

n=1 be defined by (1.1), where {αn}
∞

n=1 is a sequence in [0, 1] satisfying the following conditions:
(i) limn→∞ αn = 0 and (ii)

∑
∞

n=1 αn = ∞.
Then {un}

∞

n=1 is bounded if and only if {un}
∞

n=1 converges to a fixed point of f .

Proof. By putting γn = 0 and βn = 0 for all n ≥ 1 in Theorem 2.1, we obtain the desired result. �
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Corollary 2.5. Let f : [a, b] → [a, b] be a continuous function. For x1 ∈ [a, b], let the SP-iteration {xn}∞n=1 be defined by (1.4),
where {αn}

∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 are sequences in [0, 1] satisfying the following conditions:
(i) limn→∞ αn = 0, (ii)

∑
∞

n=1 αn = ∞, (iii)
∑

∞

n=1 βn < ∞ and (iv)
∑

∞

n=1 γn < ∞.
Then {xn}∞n=1 converges to a fixed point of f .

The following result is obtained direclty from Theorem 2.2.

Corollary 2.6 ([6]). Let E be a closed interval on the real line and f : E → E be a continuous function. For s1 ∈ E, let the Ishikawa
iteration {sn}∞n=1 be defined by (1.2), where {αn}

∞

n=1, {βn}
∞

n=1 are sequences in [0, 1] satisfying the following conditions:
(i)

∑
∞

n=1 αn = ∞, (ii) limn→∞ αn = 0 and (iii) limn→∞ βn = 0.
Then {sn}∞n=1 is bounded if and only if {sn}∞n=1 converges to a fixed point of f .

3. Rate of Convergence

In this section, we study the rate of convergence of the SP-iteration for continuous and nondecreasing functions; we
also compare the rate of convergence of the SP-iteration with the Mann, Ishikawa and Noor iterations. We show that the
SP-iteration converges faster than the others. For analysis of the rate of convergence, we use the concept introduced by
Rhoades [4] as follows.

Definition 3.1. Let E be a closed interval on the real line and f : E → E be a continuous function. Suppose that {xn}∞n=1 and
{yn}∞n=1 are two iterations which converge to the fixed point p of f . Then {xn}∞n=1 is said to converge faster than {yn}∞n=1 if

|xn − p| ≤ |yn − p| for all n ≥ 1.

The following lemmas are useful and crucial for our main results.

Lemma 3.2. Let E be a closed interval on the real line and f : E → E be a continuous and nondecreasing function. Let {αn}
∞

n=1,
{βn}

∞

n=1, {γn}
∞

n=1 be sequences in [0, 1). Let {un}
∞

n=1, {sn}
∞

n=1, {wn}
∞

n=1, {xn}
∞

n=1 be defined by (1.1)–(1.4), respectively. Then the
following hold:

(i) If f (u1) < u1, then f (un) < un for all n ≥ 1 and {un}
∞

n=1 is nonincreasing.
(ii) If f (u1) > u1, then f (un) > un for all n ≥ 1 and {un}

∞

n=1 is nondecreasing.
(iii) If f (s1) < s1, then f (sn) < sn for all n ≥ 1 and {sn}∞n=1 is nonincreasing.
(iv) If f (s1) > s1, then f (sn) > sn for all n ≥ 1 and {sn}∞n=1 is nondecreasing.
(v) If f (w1) < w1, then f (wn) < wn for all n ≥ 1 and {wn}

∞

n=1 is nonincreasing.
(vi) If f (w1) > w1, then f (wn) > wn for all n ≥ 1 and {wn}

∞

n=1 is nondecreasing.
(vii) If f (x1) < x1, then f (xn) < xn for all n ≥ 1 and {xn}∞n=1 is nonincreasing.
(viii) If f (x1) > x1, then f (xn) > xn for all n ≥ 1 and {xn}∞n=1 is nondecreasing.

Proof. (i) Let f (u1) < u1. Then f (u1) < u2 ≤ u1. Since f is nondecreasing, we have f (u2) ≤ f (u1). Thus f (u2) < u2.
Assume that f (uk) < uk. Then f (uk) < uk+1 ≤ uk. Since f (uk+1) ≤ f (uk), we have f (uk+1) < uk+1. By mathematical
induction, we obtain f (un) < un for all n ≥ 1. It follows that un+1 ≤ un for all n ≥ 1, that is {un}

∞

n=1 is nonincreasing.
(ii) By using the same argument as in (i), we obtain the desired result.
(iii) Let f (s1) < s1. Then f (s1) < t1 ≤ s1. Since f is nondecreasing, we have f (t1) ≤ f (s1) < t1 ≤ s1. This implies

f (t1) < s2 ≤ s1. Thus f (s2) ≤ f (s1) < t1 ≤ s1. If f (t1) < s2 ≤ t1, then f (s2) ≤ f (t1) < s2. Otherwise, if t1 < s2 ≤ s1,
then f (s2) ≤ f (s1) < t1 < s2. Hence, we have f (s2) < s2. By continuing in this way, we can show that f (sn) < sn for
all n ≥ 1. This implies tn ≤ sn for all n ≥ 1. Since f is nondecreasing, we have f (tn) ≤ f (sn) < sn for all n ≥ 1. It
follows that sn+1 ≤ sn for all n ≥ 1, that is {sn}∞n=1 is nonincreasing.

(iv) By using the same argument as in (iii), we obtain the desired result.
(v) Let f (w1) < w1. Then f (w1) < r1 ≤ w1. Since f is nondecreasing, we have f (r1) ≤ f (w1) < r1 ≤ w1. This implies

f (r1) < q1 ≤ w1. Thus f (q1) ≤ f (w1) < r1 ≤ w1. For q1, we consider the following two cases:
Case 1: f (r1) < q1 ≤ r1. Then f (q1) ≤ f (r1) < q1 ≤ r1 ≤ w1. This implies f (q1) < w2 ≤ w1. Thus

f (w2) ≤ f (w1) < r1 ≤ w1. It follows that if f (q1) < w2 ≤ q1, then f (w2) ≤ f (q1) < w2, if q1 < w2 ≤ r1, then
f (w2) ≤ f (r1) < q1 < w2 and if r1 < w2 ≤ w1, then f (w2) ≤ f (w1) < r1 < w2. Thus, we have f (w2) < w2.

Case 2: r1 < q1 ≤ w1. Then f (q1) ≤ f (w1) < r1 ≤ w1. This implies f (q1) < w2 ≤ w1. Thus f (w2) ≤ f (w1) <
r1 < q1 ≤ w1. It follows that if f (q1) < w2 ≤ q1, then f (w2) ≤ f (q1) < w2 and if q1 < w2 ≤ w1, then
f (w2) ≤ f (w1) < q1 < w2. Hence, we have f (w2) < w2.

In conclusion by Cases 1 and 2, we have f (w2) < w2. By continuing in this way, we can show that f (wn) < wn for all
n ≥ 1. This implies rn ≤ wn for all n ≥ 1. Since f is nondecreasing, we have f (rn) ≤ f (wn) < wn for all n ≥ 1. Thus
qn ≤ wn for all n ≥ 1, then f (qn) ≤ f (wn) < wn for all n ≥ 1. Hence, we have wn+1 ≤ wn for all n ≥ 1, that is {wn}

∞

n=1
is nonincreasing.

(vi) By using the same argument as in (v), we obtain the desired result.
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(vii) Let f (x1) < x1. Then f (x1) < z1 ≤ x1. Since f is nondecreasing, we have f (z1) ≤ f (x1) < z1. By (1.4), we have
f (z1) < y1 ≤ z1. This implies f (y1) ≤ f (z1) < y1. Since f (y1) < x2 ≤ y1, we have f (x2) ≤ f (y1). Thus f (x2) < x2.
Assume that f (xk) < xk. Then f (xk) < zk ≤ xk. Since f is nondecreasing, we have f (zk) ≤ f (xk) < zk. By (1.4), we
have f (zk) < yk ≤ zk. This implies f (yk) ≤ f (zk) < yk. Since f (yk) < xk+1 ≤ yk, we have f (xk+1) ≤ f (yk). Thus
f (xk+1) < xk+1. By induction, we can conclude that f (xn) < xn for all n ≥ 1. Thus together with (1.4), we have zn ≤ xn
for all n ≥ 1. It follows that f (zn) ≤ f (xn) < xn for all n ≥ 1. This implies that yn ≤ xn for all n ≥ 1. Hence, we have
f (yn) ≤ f (xn) < xn for all n ≥ 1. It follows that xn+1 = (1 − αn)yn + αnf (yn) ≤ xn for all n ≥ 1. Thus {xn}∞n=1 is
nonincreasing.

(viii) By using the same argument as in (vii), we obtain the desired result. �

Lemma 3.3. Let E be a closed interval on the real line and f : E → E be a continuous and nondecreasing function. Let {xn}∞n=1
be the sequence defined by (1.1)–(1.3) or (1.4), where {αn}

∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 are sequences in [0, 1). Then the following are
satisfied:

(i) If p ∈ F(f ) with x1 > p, then xn ≥ p for all n ≥ 1.
(ii) If p ∈ F(f ) with x1 < p, then xn ≤ p for all n ≥ 1.

Proof. We shall prove only the case that {xn}∞n=1 is defined by (1.4) because other cases can be proved similarly.

(i) Suppose that p ∈ F(f ) and x1 > p. Since f is nondecreasing, we have f (x1) ≥ f (p) = p. By (1.4), we have z1 ≥ p.
Thus f (z1) ≥ p. This implies by (1.4) that y1 ≥ p. Thus f (y1) ≥ p, it follows that x2 ≥ p. Assume that xk ≥ p. Thus
f (xk) ≥ f (p) = p. By (1.4), we have zk ≥ p. Thus f (zk) ≥ p. This implies that yk ≥ p. Thus f (yk) ≥ p, it follows that
xk+1 ≥ p. By induction, we can conclude that xn ≥ p for all n ≥ 1.

(ii) Suppose that p ∈ F(f ) and x1 < p. By using the same argument as in (i), we can show that xn ≤ p for all n ≥ 1. �

Lemma 3.4. Let E be a closed interval on the real line and f : E → E be a continuous and nondecreasing function. Let {αn}
∞

n=1,
{βn}

∞

n=1, {γn}
∞

n=1 be sequences in [0, 1). For u1 = s1 = w1 = x1 ∈ E, let {un}
∞

n=1, {sn}
∞

n=1, {wn}
∞

n=1, {xn}
∞

n=1 be the sequences
defined by (1.1)–(1.4), respectively. Then the following are satisfied:

(i) If f (u1) < u1, then xn ≤ wn ≤ sn ≤ un for all n ≥ 1.
(ii) If f (u1) > u1, then xn ≥ wn ≥ sn ≥ un for all n ≥ 1.

Proof. (i) Let f (u1) < u1. Since u1 = s1 = w1 = x1, we get f (s1) < s1, f (w1) < w1 and f (x1) < x1. First, we show that
xn ≤ wn for all n ≥ 1. By (1.4), we have f (x1) < z1 ≤ x1. Since f is nondecreasing, we obtain f (z1) ≤ f (x1) < z1. This
implies f (z1) < y1 ≤ z1 ≤ x1. Using (1.3) and (1.4), we have z1 − r1 = (1 − γ1)(x1 − w1) + γ1(f (x1) − f (w1)) = 0, that is
z1 = r1, and we get y1 − q1 = (1 − β1)(z1 − w1) + β1(f (z1) − f (r1)) ≤ 0. Since f is nondecreasing, we have f (y1) ≤ f (q1).
This implies

x2 − w2 = (1 − α1)(y1 − w1) + α1(f (y1) − f (q1))
= (1 − α1)(y1 − x1) + α1(f (y1) − f (q1))
≤ 0,

that is x2 ≤ w2. Assume that xk ≤ wk. Thus f (xk) ≤ f (wk). By Lemma 3.2(v) and (vii), we have f (wk) < wk and f (xk) < xk.
This implies f (xk) < zk ≤ xk ≤ wk and f (zk) ≤ f (xk) < zk. Thus yk − wk = (zk − wk) + βk(f (zk) − zk) ≤ 0 and
zk − rk = (1 − γk)(xk − wk) + γk(f (xk) − f (wk)) ≤ 0. That is yk ≤ wk and zk ≤ rk. Since f (zk) ≤ f (rk), we have
yk − qk = (1 − βk)(zk − wk) + βk(f (zk) − f (rk)) ≤ 0, so yk ≤ qk, which implies f (yk) ≤ f (qk). It follows that

xk+1 − wk+1 = (1 − αk)(yk − wk) + αk(f (yk) − f (qk))
≤ 0,

that is xk+1 ≤ wk+1. By mathematical induction, we obtain xn ≤ wn for all n ≥ 1.
Next, we show that wn ≤ sn for all n ≥ 1. Using (1.2) and (1.3), we have r1 − s1 = (w1 − s1) + γ1(f (w1) − w1) ≤ 0, that

is r1 ≤ s1. Since f (r1) ≤ f (s1), we obtain q1 − t1 = (1 − β1)(w1 − s1) + β1(f (r1) − f (s1)) ≤ 0, so q1 ≤ t1, which implies
f (q1) ≤ f (t1). It follows that

w2 − s2 = (1 − α1)(w1 − s1) + α1(f (q1) − f (t1))
≤ 0,

that is w2 ≤ s2. Assume that wk ≤ sk. Thus f (wk) ≤ f (sk). By Lemma 3.2(iii) and (v), we have f (sk) < sk and
f (wk) < wk. This implies rk − sk = (wk − sk) + γk(f (wk) − wk) ≤ 0, thus rk ≤ sk. Since f (rk) ≤ f (sk), we have
qk − tk = (1 − βk)(wk − sk) + βk(f (rk) − f (sk)) ≤ 0, so qk ≤ tk, which implies f (qk) ≤ f (tk). It follows that

wk+1 − sk+1 = (1 − αk)(wk − sk) + αk(f (qk) − f (tk))
≤ 0,

that is wk+1 ≤ sk+1. By mathematical induction, we obtain wn ≤ sn for all n ≥ 1.
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Finally, we show that sn ≤ un for all n ≥ 1. Using (1.1) and (1.2), we have t1 − u1 = (s1 − u1) + β1(f (s1) − s1) ≤ 0, thus
t1 ≤ u1. Since f is nondecreasing, we have f (t1) ≤ f (u1). This implies

s2 − u2 = (1 − α1)(s1 − u1) + α1(f (t1) − f (u1))

≤ 0,

that is s2 ≤ u2. Assume that sk ≤ uk. Thus f (sk) ≤ f (uk). By Lemma 3.2(i) and (iii), we have f (uk) < uk and f (sk) < sk. This
implies tk − uk = (sk − uk) + βk(f (sk) − sk) ≤ 0, so tk ≤ uk, which implies f (tk) ≤ f (uk). It follows that

sk+1 − uk+1 = (1 − αk)(sk − uk) + αk(f (tk) − f (uk))

≤ 0,

that is sk+1 ≤ uk+1. By mathematical induction, we obtain sn ≤ un for all n ≥ 1.
(ii) By using Lemma 3.2(ii, iv, vi, viii) and the same argument as in (i), we can show that xn ≥ wn ≥ sn ≥ un for all n ≥ 1. �

Proposition 3.5. Let E be a closed interval on the real line and f : E → E be a continuous and nondecreasing function such
that F(f ) is nonempty and bounded with x1 > sup{p ∈ E : p = f (p)}. Let {αn}

∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 be sequences in [0, 1). If
f (x1) > x1, then the sequence {xn}∞n=1 defined by one of the following iteration methods: M(x1, αn, f ), I(x1, αn, βn, f ), N(x1, αn,
βn, γn, f ) and SP(x1, αn, βn, γn, f ) does not converge to a fixed point of f .

Proof. By Lemma 3.2(ii, iv, vi, viii), we have that {xn}∞n=1 is nondecreasing. Since the initial point x1 > sup{p ∈ E : p = f (p)},
it follows that {xn}∞n=1 does not converge to a fixed point of f .

Proposition 3.6. Let E be a closed interval on the real line and f : E → E be a continuous and nondecreasing function
such that F(f ) is nonempty and bounded with x1 < inf{p ∈ E : p = f (p)}. Let {αn}

∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 be sequences in
[0, 1). If f (x1) < x1, then the sequence {xn}∞n=1 defined by one of the following iteration method: M(x1, αn, f ), I(x1, αn, βn, f ),
N(x1, αn, βn, γn, f ) and SP(x1, αn, βn, γn, f ) does not converge to a fixed point of f .

Proof. By Lemma 3.2(i, iii, v, vii), we have that {xn}∞n=1 is nonincreasing. Since the initial point x1 < inf{p ∈ E : p = f (p)}, it
follows that {xn}∞n=1 does not converge to a fixed point of f . �

Theorem 3.7. Let E be a closed interval on the real line and f : E → E be a continuous and nondecreasing function such that
F(f ) is nonempty and bounded. For u1 = s1 = w1 = x1 ∈ E, let {un}

∞

n=1, {sn}
∞

n=1, {wn}
∞

n=1, {xn}
∞

n=1 be the sequences defined
by (1.1)–(1.4), respectively. Let {αn}

∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1 be sequences in [0, 1). Then the following are satisfied:

(i) The Ishikawa iteration {sn}∞n=1 converges to p ∈ F(f ) if and only if the Mann iteration {un}
∞

n=1 converges to p. Moreover, the
Ishikawa iteration converges faster than the Mann iteration.

(ii) The Noor iteration {wn}
∞

n=1 converges to p ∈ F(f ) if and only if the Ishikawa iteration {sn}∞n=1 converges to p. Moreover, the
Noor iteration converges faster than the Ishikawa iteration.

(iii) The SP-iteration {xn}∞n=1 converges to p ∈ F(f ) if and only if the Noor iteration {wn}
∞

n=1 converges to p. Moreover, the SP-
iteration converges faster than the Noor iteration.

Proof. Put L = inf{p ∈ E : p = f (p)} and U = sup{p ∈ E : p = f (p)}.
(i) (⇒) If the Ishikawa iteration {sn}∞n=1 converges to p ∈ F(f ), then set βn = 0 for all n ≥ 1 in (1.2), we can get the
convergence of the Mann iteration.
(⇐) Suppose that the Mann iteration {un}

∞

n=1 converges to p ∈ F(f ). We divide our proof into the following three cases:
Case 1: u1 = s1 > U , Case 2: u1 = s1 < L, Case 3: L ≤ u1 = s1 ≤ U .
Case 1: u1 = s1 > U . By Proposition 3.5, we get f (u1) < u1 and f (s1) < s1. This implies by Lemma 3.4(i) that sn ≤ un for all
n ≥ 1. We note that U < s1 and by using (1.2) and mathematical induction, we can show that U ≤ sn for all n ≥ 1. Then,
we have 0 ≤ sn − p ≤ un − p, so

|sn − p| ≤ |un − p| for all n ≥ 1. (3.1)

It follows that sn → p. That is the Ishikawa iteration {sn}∞n=1 converges to the same fixed point p. Moreover, by (3.1), we see
that the Ishikawa iteration {sn}∞n=1 converges faster than the Mann iteration {un}

∞

n=1.
Case 2: u1 = s1 < L. By Proposition 3.6, we get f (u1) > u1 and f (s1) > s1. This implies by Lemma 3.4(ii) that sn ≥ un for
all n ≥ 1. We note that s1 < L and by using (1.2) and mathematical induction, we can show that sn ≤ L for all n ≥ 1. Then,
we have |sn − p| ≤ |un − p| for all n ≥ 1. It follows that sn → p and the Ishikawa iteration {sn}∞n=1 converges faster than the
Mann iteration {un}

∞

n=1.
Case 3: L ≤ u1 = s1 ≤ U . Suppose that f (u1) ≠ u1. If f (u1) < u1, we have by Lemma 3.2(i) that {un}

∞

n=1 is nonincreasing
with limit p. By Lemmas 3.3(i) and 3.4(i), we have p ≤ sn ≤ un for all n ≥ 1. It follows that |sn − p| ≤ |un − p| for all
n ≥ 1. Hence, we have that sn → p and the Ishikawa iteration {sn}∞n=1 converges faster than the Mann iteration {un}

∞

n=1.
If f (u1) > u1, we have by Lemma 3.2(ii) that {un}

∞

n=1 is nondecreasing with limit p. By Lemmas 3.3(ii) and 3.4(ii), we have
p ≥ sn ≥ un for all n ≥ 1. It follows that |sn − p| ≤ |un − p| for all n ≥ 1. Hence, we have that sn → p and the Ishikawa
iteration {sn}∞n=1 converges faster than the Mann iteration {un}

∞

n=1.
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(ii) (⇒) If the Noor iteration {wn}
∞

n=1 converges to p ∈ F(f ), then set γn = 0 for all n ≥ 1 in (1.3), we can get the convergence
of the Ishikawa iteration.
(⇐) Suppose that the Ishikawa iteration {sn}∞n=1 converges to p ∈ F(f ). By using Lemmas 3.2(iii, iv), 3.3 and 3.4,
Propositions 3.5, 3.6 and the same proof as in (i), we obtain the desired result.
(iii) (⇒) If the SP-iteration {xn}∞n=1 converges to p ∈ F(f ), then set βn = 0 and γn = 0 for all n ≥ 1 in (1.4), we can get the
convergence of the Mann iteration. Then, the result is obtained directly by (i) and (ii).
(⇐) Suppose that the Noor iteration {wn}

∞

n=1 converges to p ∈ F(f ). By using Lemma 3.2(v, vi), Lemmas 3.3 and 3.4,
Propositions 3.5 and 3.6 and the same proof as in (i), we obtain the desired result. �

The speed of convergence for the Mann, Ishikawa, Noor and SP-iterations also depends on the choice of {αn}
∞

n=1, {βn}
∞

n=1
and {γn}

∞

n=1 in the interval [0, 1). We present such result only for the SP-iteration. The others are very similar.

Theorem 3.8. Let E be a closed interval on the real line and f : E → E be a continuous and nondecreasing function such that F(f )
is nonempty and bounded. Let {αn}

∞

n=1, {βn}
∞

n=1, {γn}
∞

n=1, {α
∗
n}

∞

n=1, {β
∗
n }

∞

n=1, {γ
∗
n }

∞

n=1 be sequences in [0, 1) such that αn ≤ α∗
n ,

βn ≤ β∗
n and γn ≤ γ ∗

n for all n ≥ 1. Let {xn}∞n=1 and {x∗
n}

∞

n=1 be defined by SP(x1, αn, βn, γn, f ) and SP(x∗

1, α
∗
n , β

∗
n , γ

∗
n , f ),

respectively. If {xn}∞n=1 converges to p ∈ F(f ), then {x∗
n}

∞

n=1 converges to p. Moreover, {x∗
n}

∞

n=1 converges faster than {xn}∞n=1,
provided that x∗

1 = x1 ∈ E.

Proof. Put L = inf{p ∈ E : p = f (p)} and U = sup{p ∈ E : p = f (p)}. Suppose that {xn}∞n=1 converges to p ∈ F(f ). We
divide our proof into the following three cases:
Case 1: x1 = x∗

1 > U . By Proposition 3.5, we have f (x1) < x1. This implies by Lemma 3.2(vii) that f (xn) < xn for all n ≥ 1. It
follows by (1.4), we can show that f (zn) < zn and f (yn) < yn for all n ≥ 1. Using (1.4), we have

z∗

1 − z1 = (x∗

1 − x1) + γ ∗

1 (f (x∗

1) − x∗

1) + γ1(x1 − f (x1))
= (γ ∗

1 − γ1)(f (x1) − x1)
≤ 0,

that is z∗

1 ≤ z1. Since f is nondecreasing, we have f (z∗

1 ) ≤ f (z1). By z1 − f (z1) > 0, it follows that

y∗

1 − y1 = (z∗

1 − z1) + β∗

1 (f (z
∗

1 ) − z∗

1 ) + β1(z1 − f (z1))
≤ (z∗

1 − z1) + β∗

1 (f (z
∗

1 ) − z∗

1 ) + β∗

1 (z1 − f (z1))
= (1 − β∗

1 )(z
∗

1 − z1) + β∗

1 (f (z
∗

1 ) − f (z1))
≤ 0,

that is y∗

1 ≤ y1. Since f (y∗

1) ≤ f (y1) and y1 − f (y1) > 0, we have

x∗

2 − x2 = (y∗

1 − y1) + α∗

1(f (y
∗

1) − y∗

1) + α1(y1 − f (y1))
≤ (y∗

1 − y1) + α∗

1(f (y
∗

1) − y∗

1) + α∗

1(y1 − f (y1))
= (1 − α∗

1)(y
∗

1 − y1) + α∗

1(f (y
∗

1) − f (y1))
≤ 0,

that is x∗

2 ≤ x2. Assume that x∗

k ≤ xk. Since f (x∗

k) ≤ f (xk) < xk, we have z∗

k − zk ≤ (1−γ ∗

k )(x∗

k − xk)+γ ∗

k (f (x∗

k)− f (xk)) ≤ 0,
that is z∗

k ≤ zk. Since f (z∗

k ) ≤ f (zk) < zk, we have y∗

k − yk ≤ (1 − β∗

k )(z
∗

k − zk) + β∗

k (f (z
∗

k ) − f (zk)) ≤ 0, so y∗

k ≤ yk, then
f (y∗

k) ≤ f (yk) < yk. It follows that

x∗

k+1 − xk+1 ≤ (1 − α∗

k )(y
∗

k − yk) + α∗

k (f (y
∗

k) − f (yk))
≤ 0,

that is x∗

k+1 ≤ xk+1. By mathematical induction, we obtain x∗
n ≤ xn for all n ≥ 1. We note that U < x∗

1 and by using (1.4) and
mathematical induction, we can show that U ≤ x∗

n for all n ≥ 1. Hence, we have |x∗
n − p| ≤ |xn − p| for all n ≥ 1. It follows

that x∗
n → p and {x∗

n}
∞

n=1 converges faster than {xn}∞n=1.
Case 2: x1 = x∗

1 < L. By Proposition 3.6, we get f (x1) > x1. In the same way as Case 1, we can show that x∗
n ≥ xn for all

n ≥ 1. We note that x∗

1 < L and by using (1.4) and mathematical induction, we can show that x∗
n ≤ L for all n ≥ 1. This

implies |x∗
n − p| ≤ |xn − p| for all n ≥ 1. It follows that x∗

n → p and {x∗
n}

∞

n=1 converges faster than {xn}∞n=1.
Case 3: L ≤ x1 = x∗

1 ≤ U . Suppose that f (x1) ≠ x1. If f (x1) < x1, we have by Lemma 3.2(vii) that {xn}∞n=1 is nonincreasing
with limit p. By Lemma 3.3(i), we have p ≤ x∗

n for all n ≥ 1. By using the same argument as in Case 1, we can show that
x∗
n ≤ xn for all n ≥ 1, so p ≤ x∗

n ≤ xn for all n ≥ 1. It follows that |x∗
n −p| ≤ |xn −p| for all n ≥ 1. Hence, we have that x∗

n → p
and {x∗

n}
∞

n=1 converges faster than {xn}∞n=1. If f (x1) > x1, we have by Lemma 3.2(viii) that {xn}∞n=1 nondecreasing with limit
p. By Lemma 3.3(ii), we have p ≥ x∗

n for all n ≥ 1. By using the same argument as in Case 1, we can show that x∗
n ≥ xn for

all n ≥ 1, so p ≥ x∗
n ≥ xn for all n ≥ 1. It follows that |x∗

n − p| ≤ |xn − p| for all n ≥ 1. Hence, we obtain that x∗
n → p and

{xn}∞n=1 converges faster than {wn}
∞

n=1.
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Table 1
Comparison of rate of convergence of the Mann, Ishikawa, Noor and SP-iterations for the given function in Example 3.10.

Mann Ishikawa Noor SP-iteration
n un sn wn xn |f (xn) − xn| |

xn−p
xn−1−p |

10 1.13516510 1.10003535 1.09340527 1.02246989 1.7925E−02 6.7448E−01
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

33 1.00006355 1.00004644 1.00004331 1.00000919 7.3542E−06 7.3219E−01
34 1.00004667 1.00003410 1.00003181 1.00000674 5.3932E−06 7.3335E−01
35 1.00003433 1.00002508 1.00002339 1.00000495 3.9611E−06 7.3447E−01

Table 2
Comparison of rate of convergence of the SP-iteration for the given function in Example 3.11.

αn =
1

n0.2+1
α∗
n = 0.7

n xn |f (xn) − xn| |
xn−xn−1

xn
| x∗

n |f (x∗
n) − x∗

n| |
x∗n−x∗n−1

x∗n
|

10 3.01562105 1.3019E−02 2.6712E−03 3.00031983 2.6652E−04 1.5452E−04
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

18 3.00073037 6.0865E−04 1.0716E−04 3.00000027 2.2357E−07 1.2644E−07
19 3.00050902 4.2418E−04 7.3772E−05 3.00000011 9.2676E−08 5.2357E−08
20 3.00035599 2.9666E−04 5.1004E−05 3.00000005 3.8437E−08 2.1695E−08

Remark 3.9. From Theorem 3.8, the control sequences {α∗
n}

∞

n=1, {β∗
n }

∞

n=1 and {γ ∗
n }

∞

n=1 in [0, 1) can be chosen such that
SP(x∗

1, α
∗
n , β

∗
n , γ

∗
n , f ) converges to a fixed point of f but those sequencesmay not satisfy the control condition in Theorem2.1.

Next, we will present two numerical examples. The first example shows that our iteration converges faster than the
Mann, Ishikawa and Noor iterations for continuous and nondecreasing functions on an arbitrary interval and the second
example compares the speed of convergence of the SP-iteration with respect to various control conditions. Throughout this
section, we use αn =

1
n0.2+1

, βn =
1

n2+1
and γn =

1
n2+1

.

Example 3.10. Let f : [0, 8] → [0, 8] be defined by f (x) =
x2+9
10 . Then f is a continuous and nondecreasing function. The

comparison of the convergences of the Mann, Ishikawa, Noor and SP-iterations to the exact fixed point p = 1 are given in
Table 1, with the initial point u1 = s1 = w1 = x1 = 4.

From Table 1, we see that the SP-iteration converges faster than the Mann, Ishikawa and Noor iterations. The value
|

xn−p
xn−1−p | is called the order of convergence. If |

xn−p
xn−1−p | → K with 0 < K < 1, the sequence {xn}∞n=1 is said to be linear

convergent. From Table 1, the sequence {xn}∞n=1 is seem to be linear convergent.

Example 3.11. Let f : [−6, ∞) → [−6, ∞) be defined by f (x) =
√
x + 6. Then f is a continuous and nondecreasing

function. The comparison of the convergence for SP-iterations with new control conditions to the exact fixed point p = 3 is
given in Table 2, with initial point x1 = x∗

1 = 9.

From Table 2, we see that SP(x∗

1, α
∗
n , βn, γn, f ) converges faster than SP(x1, αn, βn, γn, f ). It clear that {α∗

n}
∞

n=1 does not
satisfy the control condition in Theorem 2.1.
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