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Evapotranspiration (ET) is an important component of the water cycle – ET from the land surface returns
approximately 60% of the global precipitation back to the atmosphere. ET also plays an important role in
energy transport among the biosphere, atmosphere, and hydrosphere. Current regional to global and
daily to annual ET estimation relies mainly on surface energy balance (SEB) ET models or statistical
and empirical methods driven by remote sensing data and various climatological databases. These mod-
els have uncertainties due to inevitable input errors, poorly defined parameters, and inadequate model
structures. The eddy covariance measurements on water, energy, and carbon fluxes at the AmeriFlux
tower sites provide an opportunity to assess the ET modeling uncertainties. In this study, we focused
on uncertainty analysis of the Operational Simplified Surface Energy Balance (SSEBop) model for ET esti-
mation at multiple AmeriFlux tower sites with diverse land cover characteristics and climatic conditions.
The 8-day composite 1-km MODerate resolution Imaging Spectroradiometer (MODIS) land surface tem-
perature (LST) was used as input land surface temperature for the SSEBop algorithms. The other input
data were taken from the AmeriFlux database. Results of statistical analysis indicated that the SSEBop
model performed well in estimating ET with an R2 of 0.86 between estimated ET and eddy covariance
measurements at 42 AmeriFlux tower sites during 2001–2007. It was encouraging to see that the best
performance was observed for croplands, where R2 was 0.92 with a root mean square error of 13 mm/
month. The uncertainties or random errors from input variables and parameters of the SSEBop model
led to monthly ET estimates with relative errors less than 20% across multiple flux tower sites distributed
across different biomes. This uncertainty of the SSEBop model lies within the error range of other SEB
models, suggesting systematic error or bias of the SSEBop model is within the normal range. This finding
implies that the simplified parameterization of the SSEBop model did not significantly affect the accuracy
of the ET estimate while increasing the ease of model setup for operational applications. The sensitivity
analysis indicated that the SSEBop model is most sensitive to input variables, land surface temperature
(LST) and reference ET (ETo); and parameters, differential temperature (dT), and maximum ET scalar
(Kmax), particularly during the non-growing season and in dry areas. In summary, the uncertainty assess-
ment verifies that the SSEBop model is a reliable and robust method for large-area ET estimation. The
SSEBop model estimates can be further improved by reducing errors in two input variables (ETo and
LST) and two key parameters (Kmax and dT).

� 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Evapotranspiration (ET) is a key component of water balance
and an important element of surface energy balance. Accurate esti-
mation of ET is vitally important for the study of climate change
and evaluation of water resources, as well as many valuable
applications in crop water management, drought forecasting and
monitoring, and effective water resources development, manage-
ment, and utilization. ET estimation approaches can be principally
grouped into two categories—measuring and modeling. Conven-
tional point-based ET measurements (e.g., weighing lysimeter
method, eddy covariance method, Bowen ratio method) are usually
carried out at a localized or cell scale. ET measurements over a
whole basin or sub-basin are based on the principle of water
balance but at a coarser time scale (usually in years). Hence, ET
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estimates at various temporal and spatial scales relies mainly on
modeling techniques. Remotely sensed observations and globally
available meteorological databases make it feasible to estimate
ET from daily to yearly on a temporal scale and from point to regio-
nal or global on a spatial scale. Various models were developed for
estimating ET using empirical or process-based models (Glenn
et al., 2007; Kalma et al., 2008; Li et al., 2009; Zhao et al., 2013).
However, there is uncertainty associated with the hydrological
modeling of complex interactive physical processes (Beven, 1989,
2006).

The uncertainty stems from three major sources: inadequate
model structure, model input errors, and poorly defined parame-
ters. The ET process is complex because it involves both surface
water balance and surface energy balance principles, and is influ-
enced by meteorological conditions, land cover types, land use pat-
terns, and soil properties. Hence, the mathematical representations
to account for all constrained conditions are also quite complex,
and usually impractical. For practical purposes and operationaliza-
tion, various simplifications have to be made to the ET models. The
simplifications and multiple representation forms lead to errors of
the model estimates, referred to as model structure uncertainty.

The second uncertainty source of ET modeling estimates is
errors of input data because the input errors propagate into ET
model output. The errors of input data usually stem from data
measurement, instrument failure, a data scaling process with dif-
ferent spatial and temporal resolutions, or a data simulation pro-
cess from other discipline models, such as land cover change
models, meteorological models, and experimental models based
on remote sensing observations (Ferguson et al., 2010).

Poor definition of ET model parameters is another important
uncertainty source of the model estimates and has three primary
causes: (1) the limited availability of spatial and temporal mea-
surements of evapotranspiration usually leads to inadequate cali-
bration of the ET model parameters; (2) measurement data for
parameter estimation have errors; and (3) mathematical methods
for parameter optimal estimation can only obtain approximate
solutions of parameters in the case of nonlinear models. Recently
developed databases at various spatial and temporal scales in the
hydrological cycle, such as nearly continuous measurements of
surface-atmosphere H2O and CO2 fluxes via eddy covariance
(Baldocchi, 2003), provide preconditions to calibrate and validate
the ET models.

During the last two decades, many models were developed for
estimating land surface evapotranspiration using remotely sensed
data (Glenn et al., 2007; Kalma et al., 2008; Li et al., 2009; Zhao
et al., 2013). Some of these models include Surface Energy Balance
Index (SEBI) (Menenti and Choudhury, 1993), Two Source Energy
Balance (TSEB) (Norman et al., 1995), Surface Energy Balance Algo-
rithm for Land (SEBAL) (Bastiaanssen, 1995; Bastiaanssen et al.,
1998), Simplified Surface Energy Balance Index (S-SEBI) (Roerink
et al., 2000), Surface Energy Balance System (SEBS) (Su, 2002),
Mapping Evapotranspiration at high Resolution with Internalized
Calibration (METRIC) (Allen et al., 2005, 2007), and Simplified Sur-
face Energy Balance (SSEB) (Senay et al., 2007). Some models have
increased complexity to approximate mechanisms of the real
hydrological processes in order to reflect them more accurately,
while others have simplified model structures. The former usually
requires more input data and more measurements to calibrate
additional parameters. This clearly influences the accuracy of the
hydrologic flux simulations because the data and parameters inevi-
tably have errors. Furthermore, the high data requirement usually
limits extending complex model applications from site to regional
or national scales. The latter, dropping less important processes in
the simplified model process, also sacrifices accuracy of the ET esti-
mate to some extent. However, the primary benefit of simplifying
ET models lies in their practical use and readily applied extensions
from site to regional scales. Recently, Senay et al. (2013) developed
an Operational Simplified Surface Energy Balance (SSEBop) model
that uses remotely sensed thermal data and model-assimilated
weather fields to produce ET for the conterminous United States
(CONUS) from daily to seasonal time scales.

Bastiaanssen et al. (1998) showed that difference between the
radiometric surface temperature and air temperature can be
derived by inversion of sensible heat flux rather than from inde-
pendent measurements of surface temperature and air tempera-
ture. This was done by calculating the minimum differential
temperature between surface and air for the coldest pixels and
the maximum differential temperature for the warmest pixels,
thus anchoring the sensible heat flux at the two extremes. In this
case, user has to choose two extreme/anchoring pixels as done in
SEBAL and METRIC models. The innovative aspect of the SSEBop
model is that it uses a predefined boundary where the differential
temperature (the temperature difference between ‘‘hot” and ‘‘cold”
reference conditions) is unique to each pixel under clear-sky con-
ditions, thus eliminating the need to choose extreme/anchoring
(hot and cold) pixels. The unique property of the predefined
boundary conditions for the hot and cold reference points was jus-
tified based on assumptions that hot condition represents dry bare
soil and cold condition represents fully growing vegetation not
short of water under clear sky conditions.

The primary objective of this study is to evaluate the effect of
the simplified parameterization of the SSEBop algorithm on its
ability to accurately estimate ET and quantify uncertainty associ-
ated with the model estimation. Addressing the uncertainty issue
requires independent ET measurements and advanced statistical
methods. A global network, (i.e., FLUXNET) (Baldocchi et al.,
2001; Baldocchi, 2003), of eddy covariance flux towers measuring
carbon, water, and energy fluxes is possibly the best source of data
to assess the ET model uncertainty because the eddy covariance
measurements are nearly continuous in time, spatially distributed,
and representative in vegetation types, climate conditions, and soil
characteristics. We use statistical methods (the Monte Carlo sam-
pling method and mean value method) to assess the uncertainty
of the SSEBop model from its simplified structure, input errors,
and predefined parameters at multiple AmeriFlux tower sites.
The selection of tower sites is based on land cover type including
forest, grassland, and crops, and different meteorological condi-
tions and various climatic conditions including humid, dry, and
semiarid.
2. Materials and approaches

2.1. Study sites and eddy covariance measurements

We selected 42 AmeriFlux tower sites as study sites (Fig. 1). The
selection of tower sites was based on data availability, representa-
tive of various land cover types according to the International
Geosphere-Biosphere Program (IGBP) classification (e.g., cropland,
forest, and grassland), and different climatic conditions. The char-
acteristics of these flux sites are displayed in Table 1.

Eddy covariance flux data from selected tower sites were aggre-
gated to daily and monthly time scales in the data available years
from 2001 to 2007. Eddy covariance flux data are direct measure-
ments but subject to several sources of error and uncertainty. The
flux measurements are representative of an upwind area within
the flux footprint, and thus may not be representative of the vege-
tation of interest since natural vegetation at tower sites may not be
homogeneous both vertically and horizontally. Eddy covariance
measurements also have uncertainty with reference to surface
energy balance and lead to closure errors (Foken et al., 2010;
Twine et al., 2000; Wilson et al., 2002). Uncertainty in eddy



Fig. 1. Location of AmeriFlux tower stations under five land cover types (cropland, grassland, forest, shrubland and woody savanna) within the United States used in this
study. The background map represents the evapotranspiration for the month of June 2013.

Table 1
Details of the AmeriFlux eddy covariance tower sites selected for this study. The vegetation type at the study sites based on International Geosphere-Biosphere Program (IGBP)
land covers are cropland (CRO), grassland (GRA), deciduous broadleaf forest (DBF), evergreen needleleaf forest (ENF), mixed forest (MF), closed shrubland (CSH), and woody
savannas (WSA).

Site Site_ByID Site name Latitude Longitude IGBP vegetation type

1 US-ARM OK – ARM Southern Great Plains site- Lamont 36.605 �97.4884 CRO
2 US-Bo1 IL – Bondville 40.0061 �88.2919 CRO
3 US-Ne1 NE – Mead – irrigated continuous maize site 41.1651 �96.4766 CRO
4 US-Ne2 NE – Mead – irrigated maize-soybean rotation site 41.1649 �96.4701 CRO
5 US-Ne3 NE – Mead – rainfed maize-soybean rotation site 41.1797 �96.4397 CRO
6 US-ARb OK – ARM Southern Great Plains burn site-Lamont 35.5497 �98.0402 GRA
7 US-ARc OK – ARM Southern Great Plains control site-Lamont 35.54 �98.04 GRA
8 US-Aud AZ – Audubon Research Ranch 31.5907 �110.51 GRA
9 US-Bkg SD – Brookings 44.3453 �96.8362 GRA

10 US-FPe MT – Fort Peck 48.3079 �105.101 GRA
11 US-Fwf AZ – Flagstaff – Wildfire 35.446 �111.772 GRA
12 US-Goo MS – Goodwin Creek 34.25 �89.97 GRA
13 US-Var CA – Vaira Ranch-Ione 38.4133 �120.9507 GRA
14 US-Wkg AZ – Walnut Gulch Kendall Grasslands 31.7365 �109.942 GRA
15 US-Ha1 MA – Harvard Forest EMS Tower (HFR1) 42.5378 �72.1715 DBF
16 US-LPH MA – Little Prospect Hill 42.5419 �72.185 DBF
17 US-MOz MO – Missouri Ozark Site 38.7441 �92.2 DBF
18 US-MMS IN – Morgan Monroe State Forest 39.3231 �86.4131 DBF
19 US-Oho OH – Oak Openings 41.5545 �83.8438 DBF
20 US-UMB MI – Univ. of Mich. Biological Station 45.5598 �84.7138 DBF
21 US-WCr WI – Willow Creek 45.8059 �90.0799 DBF
22 US-SP1 FL – Slashpine-Austin Cary- 65yrs nat regen 29.7381 �82.2188 ENF
23 US-SP3 FL – Slashpine-Donaldson-mid-rot- 12yrs 29.7548 �82.1633 ENF
24 US-Fmf AZ – Flagstaff – Managed Forest 35.143 �111.727 ENF
25 US-Fuf AZ – Flagstaff – Unmanaged Forest 35.089 �111.762 ENF
26 US-Ha2 MA – Harvard Forest Hemlock Site 42.5393 �72.1779 ENF
27 US-Ho1 ME – Howland Forest (main tower) 45.2041 �68.7403 ENF
28 US-Me2 OR – Metolius-intermediate aged ponderosa pine 44.4524 �121.557 ENF
29 US-Me3 OR – Metolius-second young aged pine 44.3157 �121.608 ENF
30 US-SP2 FL – Slashpine-Mize-clearcut-3 yr, regen 29.7648 �82.2448 ENF
31 US-NR1 CO – Niwot Ridge Forest (LTER NWT1) 40.0329 �105.546 ENF
32 US-NC1 NC – NC_Clearcut 35.8115 �76.7115 ENF
33 US-NC2 NC – NC_Loblolly Plantation 35.8031 �76.6679 ENF
34 US-Syv MI – Sylvania Wilderness Area 46.242 �89.3477 MF
35 US-KS2 FL – Kennedy Space Center (scrub oak) 28.6086 �80.6715 CSH
36 US-Los WI – Lost Creek 46.0827 �89.9792 CSH
37 US-SO2 CA – Sky Oaks-Old Stand 33.3739 �116.623 CSH
38 US-SO3 CA – Sky Oaks- Young Stand 33.3772 �116.623 CSH
39 US-SO4 CA – Sky Oaks- New Stand 33.3844 �116.64 CSH
40 US-FR2 TX – Freeman Ranch-Mesquite Juniper 29.9495 �97.9962 WSA
41 US-SRM AZ – Santa Rita Mesquite 31.8214 �110.866 WSA
42 US-Ton CA – Tonzi Ranch 38.4316 �120.966 WSA
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covariance measurements are due to various factors including but
not limited to limitations in sensor design, signal processing meth-
ods, and finite flux-averaging periods (Massman and Clement,
2004).
2.2. The SSEBop model

The SSEBop model (Senay et al., 2013) was developed to
estimate actual evapotranspiration (ETa) in space from pixel to



Table 2
List of variables used in the SSEBop model.

Symbol Variables

ETa Actual evapotranspiration
ETo Grass reference evapotranspiration
Ta Air temperature
Ts Surface temperature
c Temperature correction coefficient
Kmax Maximum evapotranspiration scalar
Tc Cold temperature (i.e., H = 0)
Th Hot temperature (i.e., LE = 0)
dT Temperature difference (i.e., Th � Tc)
Tmax Daily maximum temperature
Tmin Daily minimum temperature
Rns Clear-sky net shortwave radiation
Rnl Clear-sky net longwave radiation
a Albedo
Rs Solar radiation
rah Aerodynamic resistance to heat transfer
qa Air density
Cp Specific heat at constant pressure
z Elevation
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regional scales and in time from daily to annual scales using remo-
tely sensed observations and climatological data. Table 2 shows
the list of variables used in the SSEBop model. The structure of
the SSEBop model is similar to that of the S-SEBI model (Roerink
et al., 2000). Model simplification is done through a scaling of grass
reference evapotranspiration (ETo) with a coefficient (Kmax) to the
level of maximum ET experienced by a crop or other vegetation
and then adjusting with an ET fraction (ETf), defined as the ratio
of the difference between hot temperature (Th) and satellite-
based surface temperature (Ts) to the difference (dT) between hot
temperature (Th) and cold temperature (Tc) (Senay et al., 2013).
But the SSEBop model adopted a new parameterization based on
the predefined boundary condition of dT to define two extreme
surface temperatures: Tc in case of little or no sensible heat flux
and Th in case of little or no latent heat flux. Tc for any given period
and pixel is approximated as being close to the corresponding air
temperature Ta. This is based on the assumption that for a given
clear-sky day or 8-day period, the land surface will experience an
ET rate equal to the potential rate at surfaces with healthy, well-
watered vegetation, or well-watered soil when its Ts is close to
the near-surface air temperature. If the hourly Ta is not readily
available, a daily maximum Ta or climatology maximum Ta (if daily
maximum Ta is unavailable) can be used as a surrogate of the
hourly Ta adjusted by a correction coefficient c. The correction coef-
ficient c is necessary because Ts and Ta are not likely to correspond
in magnitude due to the different methods and principles of Ts and
Ta data acquisition and different acquisition time for Ts and Ta. For
localized applications, the correction coefficient c can be calibrated
as a ratio of the satellite-based Ts at the cold pixel where the nor-
malized difference vegetation index (NDVI) is greater than 0.8 over
the corresponding daily maximum Ta at the same location and per-
iod. For regional applications, the correction coefficient c is deter-
mined as a seasonal average between Ts and Ta for all pixels
where NDVI is greater or equal to 0.8. This is based on the assump-
tion that the spatial differences are too small for operational appli-
cations for seasonal ET. After Tc is determined, Th is determined by
adding the differential temperature dT to Tc (Th = Tc + dT). The
determination of dT is based on the assumption that the difference
between the hot and cold values remains nearly constant from
year-to-year for a given location and period (day or 8-days) under
clear-sky conditions. Thus the predefined temperature difference
dT can be derived from the surface energy balance equation under
condition of bare and dry soil where latent heat flux (LE) and
ground heat flux (G) on a daily time scale are assumed to be zero
and sensible heat (H) is assumed to be maximum (Allen et al.,
2005; Bastiaanssen et al., 1998; Senay et al., 2013). The SSEBop
model can be mathematically expressed as follows:

ETa ¼ 1þ c � Ta � Ts

dT

� �
� Kmax � ETo ð1Þ

dT ¼ fRnsða;RsðRa; zÞÞ � RnlðTmin; TmaxÞg � rah
qaðTa; zÞ � Cp

ð2Þ

ETf ¼ Th � Ts

Th � Tc
ð3Þ

Tc ¼ c � Ta ð4Þ

Th ¼ Tc þ dT ð5Þ
where Rns is clear-sky net shortwave radiation (MJ/m2/d) depending
upon albedo (a) (unitless), incoming solar radiation Rs (MJ/m2/d),
extraterrestrial radiation Ra, and elevation z (m), Rnl is clear-sky
net longwave radiation ((MJ/m2/d) based on minimum temperature
(Tmin) (K) and maximum temperature (Tmax) (K), rah is aerodynamic
resistance for heat (s/m), qa is air density (kg/m3) depending on
daily average temperature Ta (K) and elevation z (m), and Cp is
specific heat of air at constant pressure (�1003 J/kg/K). Our goal
in this study is to investigate the uncertainty of the SSEBop model.
The SSEBop model is summarized in Appendix A and the reader can
refer to Senay et al. (2013) and Singh et al. (2014) for more details
on the SSEBop model.
2.3. Uncertainty sources for the SSEBop model

2.3.1. Uncertainties from errors of input variables Ta, Ts, ETo)
We have used daily averaged Ta data measured at the flux tow-

ers for computing the uncertainty in ET from error in Ta with an
error range of ±1 K (Thompson et al., 2011). The Moderate resolu-
tion Imaging Spectroradiometer (MODIS) land surface temperature
(LST) and emissivity data (MOD11A2.005) products (Wan, 2008)
were acquired from the National Aeronautics and Space Adminis-
tration (NASA) Land Processes Distributed Active Archive Center
website (https://lpdaac.usgs.gov/lpdaac/get_data; accessed on
1/10/2014) for the available periods from 2000 through 2007.
The Ts errors are generally within ±1 K for all sites under stable
atmospheric conditions except in semiarid and arid areas, which
had errors of up to ±5 K (Hulley et al., 2012; Law et al., 2005). In
the desert areas and arid regions, Ts may be affected due to poor
parameterization of the emissivity and albedo values (Senay
et al., 2013).

The daily ETo data were calculated and made available from the
U.S. Geological Survey (USGS) Earth Resources Observation and
Science (EROS) Center. The ETo data (Senay, 2008) were calculated
from 6-hourly weather datasets from the National Oceanic and
Atmospheric Administration (NOAA)’s Global Data Assimilation
System (GDAS) (Kanamitsu, 1989) using the standardized Pen-
man–Monteith equation (Allen et al., 1998).
2.3.2. Uncertainties from errors of predefined parameters (c, Kmax, dT)
The correction coefficient c was defined as a seasonal average

between Ts and Ta on all pixels across CONUS where NDVI is greater
or equal to 0.8 (Senay et al., 2013). The c was calibrated with the
mean value of 0.993 with a relative error of 0.5% (Senay et al.,
2013) in space and time. Kmax is a coefficient that scales the grass
reference ET to the level of a maximum ET experienced by an aero-
dynamically rougher crop or other vegetation. The product of Kmax

and ETf is equivalent to crop coefficient (Kc) in the conventional
crop coefficient approach for ET estimation in irrigated agricultural

https://lpdaac.usgs.gov/lpdaac/get_data;
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fields. In this study, Kmax is taken as the maximum value of Kc if Kc

is available in the look-up table of Kc, which was calibrated using
field data such as lysimeter and soil water balance method (Allen
et al., 1998). Otherwise, a recommended value for Kmax is 1.2
(Senay et al., 2013). Since the calculation of Kmax may already
incorporate an error or applying a Kmax to a pixel with heteroge-
neous vegetation type may lead to error, the error range of Kmax

is from 5% to 15% (Allen et al., 1998).
Calibrated error of dT may be an important uncertainty source

for ET estimates by the SSEBop algorithm. This is because dT
depends on multiple factors with errors or uncertainties, including
net radiation on the surface, aerodynamic resistance, air density,
specific heat at constant pressure, and multiple assumptions (i.e.,
LE = 0, G = 0, H is maximum at dry pixel, clear-sky condition). Net
radiation is the difference between Rns and Rnl emitted from the
surface. The net incoming solar radiation is based on incoming
solar radiation and the reflected radiation depending upon the
albedo. The solar radiation is determined by a combination of solar
constant, solar inclination angle, geographical location and time of
year, atmospheric transmissivity, and ground elevation (Senay
et al., 2008). Current existing Rs data from remote sensing or at flux
tower sites have relative errors of about 10% (Glenn et al., 2007;
Kalma et al., 2008). Albedo varies with land cover type and soil
property (i.e., texture, soil moisture); for example, for bare dry soil
albedo values from MODIS vary from 0.22 to 0.34 (Kalma et al.,
2008). Rnl is based on Stefan–Boltzmann law and calculated based
on maximum and minimum temperatures under assumptions of
actual vapor pressure occurring at daily minimum temperature
and clear-sky condition. Estimated rah values vary with variant
land surfaces because rah is not a static property of land surface
conditions but is affected by the direction and strength of the wind
and the roughness lengths for momentum and heat transfer within
the land surface. For the sake of simplicity and operational pur-
pose, the hot boundary condition of the SSEBop model was cali-
brated under assumption of a hypothetical bare and dry surface.
For a bare dry soil surface, rah values range between 100 and
120 m/s (Qiu et al., 1998).

2.3.3. Uncertainty from simplified model structure
The SSEBop model is based on the simplification of the surface

energy balance equation without explicitly solving for the sensible
heat and ground heat fluxes. Since the sensible heat flux is not
computed explicitly at each pixel, we do not carry out any stability
correction for buoyancy effects using Monin–Obukhov theory as
done in some of the other energy balance models. Therefore, the
simplification of the SSEBop model may cause some uncertainty
in the model output.

2.4. Uncertainty assessment method

To assess uncertainties of the SSEBop model stemming from
input data errors, poorly defined parameters, and simplified model
structure, we first transformed the original deterministic SSEBop
model into stochastic processes:

ETa ¼ FðXÞ;X ¼ ðXiÞn¼6
i¼1 ¼ ðTa; Ts; ETo; c;Kmax;dTÞ ð6Þ

dT ¼ GðYÞ;Y ¼ ðYiÞn¼7
i¼1 ¼ ða;Rs; Tmax; Tmin; rah; Cp; zÞ ð7Þ

where F and G are model functions of Eqs. (1) and (2), respectively,
and input variables and parameters are assumed to be subject to
some probability distributions (e.g., Gaussian distribution) as:

Xi ¼ Xi þ stdðXiÞ � di ð8Þ

Yi ¼ Yi þ stdðYiÞ � ei ð9Þ
where Xi and Yi represent expected values or average of Xi and Yi,
std(Xi) and std(Yi) are standard deviations of Xi and Yi, and di and
ei are random errors of Xi and Yi, respectively.

Table 3 summarizes data sources, purposes, and reference aver-
ages and ranges of input variables and parameters.

Due to the non-linearity of the SSEBop model, it is difficult to
get an analytical distribution of stochastic processes of (6) and
(7). We adopted the Monte Carlo (MC) method (Katzgraber,
2009) to generate an ensemble of samples to mimic the analytical
distribution through perturbation of input variables and parame-
ters. Thus, the average and variance or deviation of the ensemble
can be calculated as the actual ET estimate and the estimate error,
respectively:

ETa ¼ 1
N

XN
j¼1

FðXjÞ ð10Þ

dT ¼ 1
N

XN
j¼1

GðYjÞ ð11Þ

V ½ETa� ¼ 1
N � 1

XN
j¼1

ðFðXjÞ � ETaÞ2 ð12Þ

V ½dT� ¼ 1
N � 1

XN
j¼1

ðGðYjÞ � dTÞ2 ð13Þ

where N is the number of the samples, Xj and Yj are jth samples cor-

responding to X and Y, and ETa, dT , V[ETa] and V[dT] are expected
values of averages and variances corresponding to ETa and dT.

Concerning sensitivity analysis of ETa on errors of input vari-
ables and parameters, we adopt the mean value (MV) method
because MV involves developing the Taylor series expansions of
Eqs. (6) and (7) around mean values of the individual random vari-
ables. Thus, the moments of the resulting approximation functions
are easily found. Especially in a large area and random variables
with independence, MV can significantly reduce computational
work over MC method. Based on physics and some numerical tests,
the random variables in Eqs. (6) and (7) are independent or of
small covariance. The means, variances (V), and coefficients of vari-
ance (CV) of ETa and dT can then be calculated following approxi-
mate statements:

ETa � FðXÞ ð14aÞ

V ½ETa� �
X6
j¼1

V ½Xj� @FðXÞ
@Xj

 !2

ð14bÞ

V ½ETa�Xj
� V ½Xj� @FðXÞ

@Xj

 !2

; j ¼ 1;2; . . . :;6 ð14cÞ

CV ½ETa�Xj
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V ½ETa�Xj

q
ETa

� Xj

ETa

@FðXÞ
@Xj

�����
�����CV ½Xj� ð14dÞ

dT � GðYÞ ð15aÞ

V ½dT� �
X7
j¼1

V ½Yj� @GðYÞ
@Yj

 !2

ð15bÞ

V ½dT�Yj
� V ½Yj� @GðYÞ

@Yj

 !2

; j ¼ 1;2; . . . ;7 ð15cÞ



Table 3
Data sources, error ranges, reference values, and uncertainty sources of input variables and parameters in the SSEBop model.

Input/parameter Data source Reference value Error range Uncertainty source

Ta PRISM/AmeriFlux database – ±1 K Model or measurement
Ts 8-day MODIS imagery – ±1 K Model or measurement
ETo GDAS – 5–19% Model or measurement
c Senay et al. (2013) 0.993 0.1–0.3% Ts_cold/Ta_max at NDVI > 0.8
Kmax Senay et al. (2013) 1.2 5–15% Heterogeneous land covers
dT Derived – – Input errors
a MODIS 0.23 0.5–3.% Heterogeneous soil property
Ra AmeriFlux Database – 1.18–10% Angle, shading, scaling
Tmax PRISM/AmeriFlux database – 5–15% Model or measurement
Tmin PRISM/AmeriFlux database – 5–15% Model or measurement
rah Senay et al. (2013) 110 s/m 0.6–3.6% Wind speed, measure height
Cp Allen et al. (1998) 1003 J/kg/K –
z SRTM/AmeriFlux database – –
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CV ½dT�Yj
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V ½dT�Yj

q
dT

� Yj

dT
@GðYÞ
@Yj

�����
�����CV ½Yj� ð15dÞ

CV ½ETa�Ta ¼
c � Ta

dT þ c � Ta � Ts

����
����� CV ½Ta� ð16aÞ

CV ½ETa�Ts ¼
�Ts

dT þ c � Ta � Ts

����
����� CV ½Ts� ð16bÞ

CV ½ETa�ETo ¼ CV ½ETo� ð16cÞ

CV ½ETa�c ¼
c � Ta

dT þ c � Ta � Ts

����
����� CV ½c� ð16dÞ

CV ½ETa�Kmax
¼ CV ½Kmax� ð16eÞ

CV ½ETa�dT ¼ c � Ta � Ts

dT þ c � Ta � Ts

����
����� CV ½dT� ð16fÞ

CV ½dT�a ¼ a� Rs

Rn

����
����� CV ½a� ð17aÞ

CV ½dT�Ra ¼
Rns

Rn

����
����� CV ½Ra� ð17bÞ

CV ½dT�Tmax
¼ Rnl

Rn
� 4� T4

max

T4
max þ T4

min

� 0:5� Tmax

TmaxþTmin
2 þ 273:15

� �
������

������� CV ½Tmax�

ð17cÞ

CV ½dT�Tmin
¼ Rnl

Rn
� 4� T4

min

T4
max þ T4

min

� 354:21� Tmin

0:34� e�0:5�17:27�Tmin
Tminþ293 � 0:14

� �
��������
� 0:5� Tmin

TmaxþTmin
2 þ 273:15

� �
������� CV ½Tmin� ð17dÞ

CV ½dT�rah ¼ CV ½rah� ð17eÞ

CV ½dT�cp ¼ CV ½cp� ð17fÞ

CV ½dT�z ¼
2� 10�5 � z� ð1� aÞ � Ra

Rn
� 0:03419� z
293� 0:0065� z

�����
������ CV ½z�

ð17gÞ
where @FðXÞ
@Xj

and @GðYÞ
@Yj

are the partial differential of the two functions F

and G. Please see Appendix B for more details.
The variation of coefficients corresponding to Ta, Ts, c, and dT in

Eq. (16) can be represented using b such as b = (Ts � c�Ta)/dT. The b
ranges from 0 to 1 depending upon soil moisture conditions. When
b is close to 0, it indicates wet condition and when b is close to 1, it
indicates dry condition.

3. Results

3.1. Error and distribution analysis

Because the true values of ET at the sites are unknown, the eddy
covariance flux tower measurements, which are nearly continuous
in time and representative of vegetation types, climate conditions,
and soil characteristics, can be considered accurate estimates of ET
at the sites for comparison purpose. We used the eddy covariance
flux tower ET measurements at the AmeriFlux tower sites as surro-
gates of the true ET values to determine the accuracy of the ET esti-
mates by the SSEBop model. Since the SSEBop model is a nonlinear
stochastic process with inputs and parameters that are regarded as
random variables, we adopted the Monte Carlo method
(Katzgraber, 2009) to generate an ensemble of samples to mimic
the actual ET distribution. Based on balance between computa-
tional work and stability of the ensemble variance, we found that
the ensemble variance was stable when adopting 500 sample
members or higher. Since primary input data (e.g., Ts) were taken
from 8-daily MODIS surface temperature database and all inputs
and parameters were assumed to have Gaussian distributions, sta-
tistical results of the ensemble were mainly summarized as mean
and variance of seasonal ET and dT.

Fig. 2 shows that ensemble monthly ET averaged by the SSEBop
model accounted for 86% of the ET measurements by the eddy
covariance method across 42 AmeriFlux tower sites with five dif-
ferent land cover types. The frequency distribution (inset Fig. 2
(a)) indicates that over 80% of the values were within ±20 mm/
month. Overall, the root mean square error (RMSE) is about
15 mm/month with a coefficient of determination (R2) of 0.86.
The RMSE ranged from 11 mm/month (woody savannas) to
17 mm/month (forest), indicating good ability of the SSEBop model
in estimating ET at these flux sites. These results show improve-
ment compared to the previous results of Senay et al. (2013) and
Velpuri et al. (2013). Senay et al. (2013) validated the SSEBop
model results using 2005 flux data from 45 flux sites and found
the overall RMSE was 27 mm with R2 of 0.64 (N = 528). Another
validation by Velpuri et al. (2013) using flux data from 58 flux sites
showed the overall RMSE was 29 mmwith R2 of 0.56. The improve-
ment in comparison statistics can be attributed to two factors.



Fig. 2. Comparison scatterplot between mean monthly ET (mmmonth�1) from the SSEBop model and the ET measurements by eddy covariance method across 42 AmeriFlux
tower sites (Fig. 1) during 2001–2007. The histogram of the frequency distribution is shown in the inset in figure (a).
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First, Ta in this study was taken from the direct measurement at the
flux sites, which improved Tc and Th computation, whereas
monthly PRISM data were used for Ta in Senay et al. (2013) and
Velpuri et al. (2013). Another reason is the use of Level 4 gap-
filled and partitioned flux data in this study. Thus, it is important
to use accurate and representative Ta and flux data for comparison
of measured ET with the modeled ET.

Seasonal variation of ET ensemble averages by Monte Carlo and
SSEBop matches well with the ET measurements by the eddy
covariance at some of the selected sites under cropland, grassland,
forest, shrubland, and woody savanna land cover. The RMSE is less
than 15 mm/month at all the selected sites (Fig. 3). The relative
error (error bar) of the ET estimate is less than 20%. The errors of
ET estimates by the SSEBop model are relatively small. Thus, the
uncertainties of model inputs and parameters have a limited
impact on modeled output ET.

We can see that both cold and hot temperatures exhibit sea-
sonal variation (Fig. 4), but their interannual variations are small
(about 2 K). The small interannual variations of Tc and Th suggest
that the assumption of the SSEBop model for predefined boundary
condition is reasonable. It was hypothesized for the SSEBop model
that the boundary conditions for the hot and cold reference points
do not change much from year to year, or the changes are small in
relation to the accuracy level obtained through varying boundary



Fig. 3. Comparison of ET ensemble means by the Monte Carlo and the SSEBop model to ET measurements by eddy covariance method at six selected AmeriFlux sites during
the period 2001–2007. The error bars indicate standard deviations of the ET estimates by the SSEBop model.
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conditions. The difference between the hot and cold values
remains nearly constant for a given location and period (day or
8-day) under clear-sky conditions (Senay et al., 2013). Hence, when
applying the SSEBop model to a regional ET estimate, both cold and
hot temperatures can be predefined at each pixel instead of remod-
eling and establishing each year.

3.2. Sensitivity analysis of input variables and parameters

First, we show analytical results based on Eqs. (16) and (17)
about sensitivity of ET and dT estimates by the SSEBop model
through the statistical mean value method. As the coefficient of
variation is a standardized measure of dispersion of a probabil-
ity/frequency distribution, we used CV to demonstrate the sensi-
tivity of the SSEBop model for model parameters and input
variables. Our analytical results are based on calculating CV values
of ETa and dT under impact of errors of their input variables and
parameters at 42 AmeriFlux tower sites during 2001 to 2007.

Fig. 5 shows variation of a common factor C_T = 1/(1 � b) (red
line) in the coefficients of CV[ETa] corresponding to Ta, Ts, and c.
It increases from 1 to infinity with b changing from 0 to 1 (i.e., from
wet to dry). Similarly, another function C_dT = b/(1 � b) (blue line)
varies with coefficient of CV[ETa] corresponding to dT increases
from 0 to infinity with b increment from 0 to 1. The other factors
Ts/dT in CV[ETa] corresponding to Ts, and c�Ta/dT in the CV[ETa] cor-
responding to Ta and c are larger than 10 during the growing sea-
son. This is due to the range of Ts and Ta usually falling between
273 K and 315 K in a year and dT usually falling between 15 and
25 K at most of the sites during the growing season (Senay et al.,
2013). However, during winter and early spring seasons, both Ts/
dT and Ta/dT are likely up to tens or hundreds because dT is usually
small but rarely below 2 K. For the stability of the SSEBop model,
dT is limited to a minimum value of 1 K during winter and early
spring seasons (Senay et al., 2013). The sensitivity of the SSEBop
model to error of dT varies with wet or dry soil moisture condition
at a given location. If the soil at a location is wet (i.e., b from 0 to
0.5), then the ETa estimate by the SSEBop model is not very sensi-
tive to error of dT because C_dT = b/(1 � b) is less than or equal to 1.
However, if the soil at a location is dry (i.e., b from 0.5 to 1), then
the sensitivity of the ETa estimate by the SSEBop model to error of



Fig. 4. Seasonal changes and interannual comparison of calibrated cold and hot temperature boundaries at six selected AmeriFlux sites for 2001 to 2007. The error bars
indicate standard deviation of the cold and hot temperatures.

Fig. 5. Variation of coefficients of two functions C_T = 1/(1 � b) (red line) and
C_dT = b/(1 � b) (blue line) with changes in b where b = (Ts � c�Ta)/dT. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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dT gradually becomes stronger because C_dT = b/(1 � b) increases
from 1 to infinity for this b range. Since ET estimates by the SSEBop
model vary linearly with changes in ETo and Kmax, sensitivities of
the SSEBop model to errors of ETo and Kmax vary with magnitudes
of error of ETo and Kmax at a given location. Based on input analysis
for C_T = 1/(1 � b) and C_dT = b/(1 � b) (Fig. 5), ETa estimates by the
SSEBop model at a location are most sensitive to Ts, second most
sensitive to Ta and c, and third most sensitive to dT for dry condi-
tion (i.e., b from 0.5 to 1). If the location is wet (i.e. b from 0 to 0.5),
then ETa estimates by the SSEBop model are most sensitive to Ts,
second most sensitive to Ta and c, and third most sensitive to
ETo and Kmax.

Similarly, analyzing coefficients in Eqs. (17), we found that the
coefficient Rns/Rn in CV[dT]Ra is always larger than 1 if net longwave
radiation at a location is not ignored (i.e., Rnl > 0) or equal to 1 if net
longwave radiation at a location is ignored (i.e., Rnl � 0). The coef-
ficient a�Rs/Rn in CV[dT]|a is always larger than a/(1 � a) in case of
Rnl > 0 or equal to a/(1 � a) in case of Rnl � 0; coefficients in CV[dT]|
rah and CV[dT]|Cp are always 1, and the other coefficients corre-
sponding to Tmax, Tmin, and z are much less than 1. These results
infer calculation of dT is most sensitive to error of Ra, second most



Table 4
Uncertainty assessments caused by errors of input variables and parameters in the SSEBop model.

Symbol of inputs Error ranges of inputs
(non-growing/growing season)

Error ranges of dT (%)
(non-growing/growing season)

Error ranges of ETa (%)
(non-growing/growing season)

Ts 0.1%/0.35% (±0.3 K/±1 K) – 15.4/14.7
Ta 0.1%/0.35% (±0.3 K/±1 K) – 15.2/14.5
ETo 5–19%/5–19% – 5–19/5–19
c 0.1%0.3% – 15.2/13.6
Kmax 1–15%/1–15 % – 1–15/1–15

b 0 < b 6 0.5 (wet or semi-wet)
a 4%/20% 8.8/9.3 6.9/4.9
Ra 3%/10% 12.3/13.9 9.5/7.4
rah 1–6%/1–6% 1–6/1–6 0.8–4.8/0.5–3.1
Tmin 15%/15% 0.7/1.4 0.5/0.6
Tmax 15%/15% 2.1/3.4 1.4/1.5
Cp 0.1–1%/0.1–1% 0.1–1/0.1–1 0.08–0.8/0.05–0.5
z 0.5–30%/0.5–30% 0.18–1.09/0.13–0.82 0.13–0.79/0.06–0.35
All inputs of dT Each maximum error 16.4/18.2 12.7/9.5
All inputs of ETa Each average to maximum error – 18.7–37.3/15.3–30.6

b 0.5 < b < 1 (dry or semi-arid)
a 2%/6% 2.7/2.2 5.8/5.2
Ra 1.1%/4.1% 3.5/4.8 10/8.9
rah 1–2.4%/1–2.4% 1–2.4/1–2.4 2.9–6.8/1.8–4.3
Tmin 15%/15% 1.2/0.5 3.4/1.2
Tmax 15%/15% 1.2/2.3 3.2/4.3
Cp 0.1–1%/0.1–1% 0.1–1/0.1–1 0.3–2.8/0.1–1.3
z 0.5–30%/0.5–30% 0.1–2.5/0.2–3 0.1–1.4/0.1–1.2
All inputs of dT Each maximum error 5.2/6.5 14.6/12.1
All inputs of ETa Each average to maximum error – 17.4–34.8/16.3–32.6
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sensitive to errors of a, rah, and Cp, and least sensitive to errors of
Tmax, Tmin, and z. Combining the above sensitivity analyses, esti-
mates of dT and ETa by the SSEBop model rank sensitivity in this
order: Ra, a, rah, Cp, Tmax, Tmin, and z. Furthermore, ETa estimates
by the SSEBop model exhibit strong sensitivity to errors of Ra, a,
rah, Cp, Tmax, Tmin, and z at arid or semiarid locations and weak sen-
sitivity to errors of Ra, a, rah, Cp, Tmax, Tmin, and z at wet or semi-wet
locations. Table 4 summarizes the sensitivity assessment results
based on analytical calculation of CV values of ETa and dT under
impact of errors of their input variables (Ta, Ts, ETo) and three
parameters (c, Kmax, dT) and CV values of dT from independent
inputs (a, Rs, rah, Tmax, Tmin, Cp, z) at 42 AmeriFlux tower sites during
2001 to 2007. We present sensitivity assessment at three selected
sites, namely, Audubon research ranch (US-Aud) in Arizona with
land cover grassland (Fig. 6), Slashpine-Austin Cary (US-SP1) in
Florida with evergreen needleleaf forest (Fig. 7), and Lost Creek
(US-Los) in Wisconsin under closed shrublands (Fig. 8).

Fig. 6(a) shows that land surface temperature was close to the
hot temperature boundary at the Audubon research ranch site dur-
ing 2002, suggesting dry condition at this site in 2002. Fig. 6(b) dis-
plays variation of coefficients in Eq. 16 for Ts, Ta, and dT. The
coefficients for Ts, Ta, and dT average 56, 54, and 1.9, respectively,
during the growing season (March to October) and 140, 136, and
2.7, respectively, during the non-growing season (January to
February, November to December). Thus, to limit relative error of
ETa to less than 20%, the relative errors of Ts and Ta have to be less
than 0.35% (±1 K), and the error of dT less than 10% (±2 K) during
the growing season. However, during the non-growing season rel-
ative errors of Ts and Ta are required to be less than 0.14% (±0.4 K),
and the error of dT less than 5% (±1 K). Fig. 6(c) shows monthly sen-
sitivity of dT stemming from the errors of independent variables
albedo (a), extraterrestrial solar radiation (Ra), aerodynamic resis-
tance to heat transfer (rah), minimum temperature (Tmin), maxi-
mum temperature (Tmax), specific heat at constant pressure (Cp),
and elevation (z). Our results show that the CV value of dT from
error of each input variable is less than 6% and the strongest sensi-
tivity of dT is to changes in Ra followed by a, rah, Tmax, Tmin, Cp, and z,
in that order. When all input variables of dT have perturbations in
their error ranges at the same time, the total CV value of dT falls
below 8% (red line in Fig. 6(c)). Fig. 6(d) displays the sensitivity
of ET to each individual input variable with perturbation of random
errors among Ra, a, rah, Cp, Tmax, Tmin, and z and all input variables
having perturbation in their error ranges at the same time. Fig. 6
(e) shows sensitivity of monthly ET estimates stemming from
errors of three input variables (Ta, Ts, ETo) and three parameters
(c, Kmax, dT), including each individual variable or parameter with
random perturbation in its maximum error range and all input
variables and parameters in two cases of random perturbations
at the same time. One case is when each variable and parameter
has an average error range and the other case is corresponding to
maximum error range of variables and parameters. The sensitivity
assessment results show that the CV values of ET estimates are less
than 20% when the error perturbation of each individual variable
and parameter are within average error range. However, the
monthly mean CV value of the ET estimate is about 33% at the max-
imum error perturbation of all input variables and parameters.
Fig. 6(f) shows the error contribution of model inputs and param-
eters to ETa estimates. We found that Ts, Ta, c, ETo, Kmax, and dT
accounted for 19.9%, 19.6%, 18.2%, 18%, 9.2%, and 15.1%, respec-
tively, toward the total variance of monthly ET estimates using
the SSEBop model.

Fig. 7(a) shows surface temperature was close to the cold tem-
perature boundary at the Lost Creek site in 2001, suggesting soil
moisture was not a limiting factor at this site in 2001. Fig. 7(b) dis-
plays variation of coefficients in Equation 16 for Ts, Ta, and dT. On
average, the coefficients for Ts, Ta, and dT are 31.6, 31.1 and 0.49,
respectively, during the growing season (April to September) and
126, 125 and 0.96, respectively, during the non-growing season
(January to March, October to December). Thus, to limit the relative
error of ETa to less than 20%, the relative errors of Ts and Ta must be
less than 0.35% (±1 K), and the error of dT less than 25% (±5 K) dur-
ing the growing season. However, during the non-growing season
relative errors of Ts and Ta must be less than 0.14% (±0.4 K), and
the error of dT less than 12.5% (±2.5 K). Fig. 7(c) shows monthly
sensitivity of dT stemming from the errors of independent vari-
ables a, Ra, rah, Tmin, Tmax, Cp, and z. Our results show that the CV



Fig. 6. (a) Seasonal changes of surface temperature and calibrated cold and hot temperature boundaries at the AmeriFlux Audubon grassland site in 2002; (b) Seasonal
variation of three coefficient functions C_Ts = Ts/(dT + c�Ta � Ts), C_Ta = c�Ta/(dT + c�Ta � Ts), and C_dT = (Ts � c�Ta)/(dT + c�Ta � Ts); (c) Sensitivity of dT for each individual
independent variables (a, Ra, rah, Tmax, Tmin, Cp, z) and for all variables having perturbation at the same time under the SSEBop model approach; (d) Sensitivity of ETa for each
individual independent variables (a, Ra, rah, Tmax, Tmin, Cp, z) and for all variables having perturbation at the same time under the SSEBop model approach; (e) Sensitivity of
monthly ET estimates stemming from errors of three input variables (Ta, Ts, ETo) and three parameters (c, Kmax, dT), including each individual variable or parameter with
random perturbation in its maximum error range and all input variables and parameters in two cases of random perturbations at the same time, the one case in each
corresponding average error range and the other in each corresponding maximum error range; (f) Accounting for percentages in total monthly variance of ETa estimate from
errors of input variables (Ts, Ta, ETo,) and parameters (c, Kmax, dT).
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value of dT from the error of each input variable is less than 15%
and the strongest sensitivity of dT is to changes in Ra followed by
a, rah, Tmax, Tmin, Cp, and z, in that order. When all input variables
of dT have perturbations in their error ranges at the same time,
the total CV value of dT falls below 20% (red1 line in Fig. 7(c)).
Fig. 7(d) displays sensitivity of ET to each individual input variable
with perturbation of random errors among Ra, a, rah, Cp, Tmax, Tmin,
and z and all input variables having perturbation in their error
ranges at the same time. Fig. 7(e) shows sensitivity of monthly ET
estimates stemming from errors of three input variables (Ta, Ts,
ETo) and three parameters (c, Kmax, dT), including each individual
variable or parameter with random perturbation in its maximum
error range and all input variables and parameters in two cases of
random perturbations at the same time. One case is when each vari-
able and parameter have average error range and the other case cor-
responds to the maximum error range of variables and parameters.
The sensitivity assessment results show that the CV values of ET
1 For interpretation of color in Figs. 7 and 8, the reader is referred to the web
version of this article.
estimates are less than 20% when the error perturbation of each indi-
vidual variable and parameter are within the average error range.
However, the monthly mean CV value of ET estimate is about
33.7% at the maximum error perturbation of all input variables
and parameters. Fig. 7(f) shows the error contribution of model
inputs and parameters to ETa estimates. We found that Ts, Ta, c,
ETo, Kmax, and dT, accounted for 14.1%, 13.9%, 10.9%, 31.7%, 19.8%,
and 9.5%, respectively, toward the total variance of monthly ET esti-
mates using the SSEBop model.

Fig. 8(a) shows surface temperature at the Austin Cary site was
close to the hot temperature boundary (i.e., dry soil) in the winter
and spring seasons of 2005 and to the cold temperature boundary
(wet soil) during the rest of 2005. Fig. 8(b) displays variation of
coefficients in Equation 16 for Ts, Ta, and dT. On average, the coef-
ficients for Ts, Ta, and dT were 49, 48.5, and 0.5, respectively, during
the growing season (March to October) and 103.2, 102.2, and 0.94,
respectively, during the non-growing season (January to February,
November to December). Thus, to limit the relative error of ETa to
be less than 20%, the relative errors of Ts and Ta had to be less than
0.35% (±1 K), and the error of dT less than 25% (±5 K) during the



Fig. 7. (a) Seasonal changes of surface temperature and calibrated cold and hot temperature boundaries at AmeriFlux Lost Creek closed shrubland site in 2001; (b) Seasonal
variation of three coefficient functions C_Ts = Ts/(dT + c�Ta � Ts), C_Ta = c�Ta/(dT + c�Ta � Ts), and C_dT = (Ts � c�Ta)/(dT + c�Ta � Ts); (c) Sensitivity of dT for each individual
independent variables (a, Ra, rah, Tmax, Tmin, Cp, z) and for all variables having perturbation at the same time under the SSEBop model approach; (d) Sensitivity of ETa for each
individual independent variables (a, Ra, rah, Tmax, Tmin, Cp, z) and for all variables having perturbation at the same time under the SSEBop model approach; (e) Sensitivity of
monthly ET estimates stemming from errors of three input variables (Ta, Ts, ETo) and three parameters (c, Kmax, dT), including each individual variable or parameter with
random perturbation in its maximum error range and all input variables and parameters in two cases of random perturbations at the same time, the one case in each
corresponding average error range and the other in each corresponding maximum error range; (f) Accounting for percentages in total monthly variance of ETa estimate from
errors of input variables (Ts, Ta, ETo) and parameters (c, Kmax, dT).
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growing season. However, during the non-growing season the rel-
ative errors of Ts and Ta had to be less than 0.14% (±0.4 K), and the
error of dT less than 12.5% (±2.5 K). Fig. 8(c) shows monthly sensi-
tivity of dT stemming from the errors of independent variables a,
Ra, rah, Tmin, Tmax, Cp, and z. Our results show that the CV value of
dT from the error of each input variable is less than 15% and the
strongest sensitivity of dT is to changes in Ra followed by a, rah,
Tmax, Tmin, Cp, and z, in that order. When all input variables of dT
have perturbations in their error ranges at the same time, the total
CV value of dT falls below 20% (red line in Fig. 8(c)). Fig. 8(d) dis-
plays sensitivity of ET to each individual input variable with per-
turbation of random errors among Ra, a, rah, Cp, Tmax, Tmin, and z
and all input variables having perturbation in their error ranges
at the same time. Fig. 8(e) shows sensitivity of monthly ET esti-
mates stemming from errors of three input variables (Ta, Ts, ETo)
and three parameters (c, Kmax, dT), including each individual vari-
able or parameter with random perturbation in its maximum error
range and all input variables and parameters in two cases of ran-
dom perturbations at the same time. One case is when each vari-
able and parameter has an average error range and the other
case corresponds to a maximum error range of variables and
parameters. The sensitivity assessment results show that the CV
values of ET estimates are less than 20% when the error perturba-
tion of each individual variable and parameter is within an average
error range. However, the monthly mean CV value of the ET esti-
mate is about 30.8% at the maximum error perturbation of all input
variables and parameters. Fig. 8(f) shows the error contribution of
model inputs and parameters to ETa estimates. We found that Ts, Ta,
c, ETo, Kmax, and dT, accounted for 19.7%, 19.4%, 16.4%, 20.6%, 10.5%,
and 13.4%, respectively, toward the total variance of monthly ET
estimates using the SSEBop model.

In summary, the sensitivity assessment results in Figs. 6–8 and
Table 4 show the following results: (1) monthly ETa estimates by
the SSEBop model are quite sensitive to errors of Ts, Ta, and c in
an area with any soil moisture condition (dry, wet or partially
dry, and wet) and are more sensitive in non-growing seasons than
in growing seasons because CV values of ETa are about 30 times
greater than CV values of Ts, Ta, and c during the growing season
and over 100 times more during the non-growing season (winter
and early spring); (2) sensitivity of ETa to error of dT is not only
stronger during the non-growing season than during the growing
season but also stronger in dry areas than in wet areas; (3) error



Fig. 8. (a) Seasonal changes of surface temperature and calibrated cold and hot temperature boundaries at AmeriFlux Austin Cary forest site in 2005; (b) Seasonal variation of
three coefficient functions C_Ts = Ts/(dT + c�Ta � Ts), C_Ta = c�Ta/(dT + c�Ta � Ts), and C_dT = (Ts � c�Ta)/(dT + c�Ta � Ts); (c) Sensitivity of dT for each individual independent
variables (a, Ra, rah, Tmax, Tmin, Cp, z) and for all variables having perturbation at the same time under the SSEBop model approach; (d) Sensitivity of ETa for each individual
independent variables (a, Ra, rah, Tmax, Tmin, Cp, z) and for all variables having perturbation at the same time under the SSEBop model approach; (e) Sensitivity of monthly ET
estimates stemming from errors of three input variables (Ta, Ts, ETo) and three parameters (c, Kmax, dT), including each individual variable or parameter with random
perturbation in its maximum error range and all input variables and parameters in two cases of random perturbations at the same time, the one case in each corresponding
average error range and the other in each corresponding maximum error range; (f) Accounting for percentages in total monthly variance of ETa estimate from errors of input
variables (Ts, Ta, ETo) and parameters (c, Kmax, dT).
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of dT primarily results from errors of Ra and a; Maxwell (1998)
showed that Ra can be modeled with an error of about 1%. Thus,
there is good opportunity to improve the estimation of dT and
ETa by reducing uncertainty in Ra and a; (4) errors of ETa from
errors of ETo and Kmax have the same magnitude as errors of ETo
and Kmax, usually with values below 20% and 15%, respectively;
(5) error of each individual input variable or parameter among
Ts, Ta, ETo, c, Kmax, and dT might cause error of ETa below 20% but
in the case of all input variables and parameters with perturbations
in their maximum errors that might lead to error of ETa of
about 30%.
4. Discussion

Based on the above statistical analyses on error of ET estimates
by the SSEBop model compared with ET measurements at 42
AmeriFlux tower sites, we see that the simplified model structure
of the SSEBop model has not significantly sacrificed its prediction
accuracy of ET because its monthly ET estimates accounted for
86% of ET measurements by the eddy covariance method at those
sites. This finding implies that uncertainty from structure error of
the SSEBop model is acceptable in its application to ET prediction
from site to regional scale.

The SSEBop model’s innovative parameterization procedure for
hot and cold boundary conditions eliminated the subjective errors
that could be introduced during the hot and cold reference selec-
tion in the earlier version of the SSEB model and other similarly
parameterized models. Selection of hot and cold pixels is further
compounded due to nonexistence of boundary pixels within the
scene, variation in spatial extent, sensor resolution, cloud contam-
ination, model operator experience and expertise (Long and Singh,
2013). Furthermore, since hot and cold pixel selection is done
within each analyzed image (or scene), ET estimates may be non-
continuous in the interface between two neighboring scenes.
Since calibration of the SSEBop model is done pixel-by-pixel, its
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parameters are unique at each pixel, so its ET estimates are seam-
less over large areas. However, the advantages of the SSEBop model
are at the expense of requiring more auxiliary data, such as the cor-
rected maximum air temperature as a surrogate for the idealized
cold land surface temperature and a correction factor that slightly
varies with the source of the air temperature dataset and satellite
sensor for LST. Furthermore, the maximum and minimum values of
climatological air temperature are still used for both longwave
radiation and for vapor pressure calculation in the current proce-
dure of dT calibration.

Based on our sensitivity analyses of ET and dT for errors of their
input variables and parameters, there is some room to further
improve the accuracy and reliability of ET estimates and dT calibra-
tion in applications of the SSEBop model for regional ET estimation.
The error of Ts within a range of 0.35% (i.e., ±1 K) can lead to an
error of ETa in a range of 20% (Table 4). Current globally available
Ts data at 1-km resolution from MODIS contain errors within
±1 K in most areas. Areas that have complicated biophysical condi-
tions or arid or semiarid climatic conditions contain errors up to
±5 K (Hulley et al., 2012). Hence Ts data from MODIS as input for
the SSEBop model for regional ET estimation, except at those arid
or other special areas, will not lead to larger uncertainty of ET esti-
mates. However, it is necessary to develop some innovative algo-
rithms to reduce uncertainty of LST data at arid or semiarid
areas. Sensitivity analysis shows that the errors of Ta within a range
of ±1 K and c within a range of 0.3% can result in an error of ETa of
about 10% (Fig. 6(d), 7(d), and 8(d)). Current globally available
daily air temperature data from GDAS contain errors within a
range of ±1.3 K (Ji et al., 2015). Though the correction coefficient
slightly varies depending upon air temperature databases, it was
found to be close to 0.993 with an error of less than 0.6% (Senay
et al., 2013). Hence, errors of Ta and c as auxiliary input variables
of the SSEBop model will not result in larger uncertainty of ET esti-
mates with an error range of less than 20%. From Table 4 we also
see that use of ETo and Kmax can result in significant differences
(up to 19% and 15% for ETo and Kmax, respectively). Thus, to improve
the accuracy of ET estimates by the SSEBop model, it is important
to reduce error ranges of ETo through improving the ETo algorithm
or identifying more reliable data sources. The error of Kmax can be
reduced through appropriate selection from the look-up table of
crop coefficient obtained by agricultural experiments (Allen et al.,
1998). In general, the maximum values of most of Kc range from
0.95 to 1.25. Hence, in actual hydrological applications over large
areas of unknown land cover, it is acceptable to take Kmax as 1.1
since its error of at most 15% leads to uncertainty of ET in a range
of 15%.

In certain areas with high albedo, Ts need to be corrected for
better parameterization for ET estimates. For example, in desert
areas with high albedo and dark-colored mountains with high
emissivity, Ts tends to be lower, thus, these areas appear to be
cooler in the LST map. The estimated ET using uncorrected Ts is
higher than actual ET as the SSEBop model is mainly driven by
the Ts values. Since the SSEBop model does not fully solve the indi-
vidual energy balance components for each pixel explicitly, sur-
faces that have a different energy balance characteristic than a
typical soil-vegetation surface found in agricultural areas may
not be represented well in the generic SSEBop approach (Senay
et al., 2013).

The sensitivity analysis has also shown that there is no signifi-
cant effect of elevation changes (up to 30%) on dT and ET estima-
tions. This finding implies that in the case of mountainous
regions it is not enough to only take into account the effect of ele-
vation on incoming solar radiation and air density qa in the current
dT calculation. It may be necessary to develop new mathematical
representations to account for slope and aspect in the net radiation
and dT calculations.
Sensitivity analysis reveals ETa to be very sensitive particularly
during the non-growing seasons and in arid areas to errors of Ts, Ta,
c, and dT, and dT to be sensitive to Ra and a. Limiting accuracy of
ETa with an error range below 20% requires Ts and Ta error to be less
than ±0.3 K, c with an error range of 0.1%, and dT with an error
range of less than ±1.6 K (Figs. 6–8). However, the errors of current
regionally or globally available data (e.g., Ts data from MODIS with
±1 K or more) are usually over the required error ranges. Since
magnitudes of ETa and dT usually are small during non-growing
seasons or in arid areas, we may modify the ET fraction of the SSE-
Bop model in the SSEBop applications, such as taking new ET frac-
tion as the minimum value of the original ETf and a fixed value
specified in an applied region.

Furthermore, it should be noted that uncertainty also depends
upon the spatial resolution of the remotely sensed data. Long
et al. (2014) compared uncertainties in ET from land surface mod-
els and remote sensing-based ET products and found a trade-off
between spatial resolution and uncertainty. They found lower
uncertainty (�5 mm/month) in the coarser resolution land surface
models (�14 km) as compared to higher uncertainty (10–15 mm/
month) in the finer resolution (�1–8 km) remotely sensed ET esti-
mates. The range of uncertainty of ET reported by Long et al. (2014)
for the finer resolution ET estimates is similar to our results in this
study. Thus the simplification of the SSEBop model for operational
purposes has not affected the accuracy and uncertainty of the SSE-
Bop model.
5. Conclusions

We investigated the uncertainty and sensitivity of the SSEBop
model from its input errors and parameters. The SSEBop model is
a robust daily and seasonal ET model for large area applications.
Overall, ET estimates using the SSEBop model accounted for about
86% of the monthly ET measurements by the eddy covariance
method at 42 flux tower sites from 2001 to 2007. This finding
implies that uncertainty from structure error of the SSEBop model
is acceptable in its application to ET prediction from site to regional
scale. Model uncertainties from errors of inputs and parameters
were in normal ranges (about 20%). The SSEBop model performed
best for cropland, where it accounted for 92% variability with an
RMSE of 13 mm/month. The use of predefined boundary conditions
of dT for the hot and cold condition worked well in a wide range of
land cover and climatic conditions. Another advantage of defining
hot and cold boundary conditions is that we can use the predefined
dT for multiple years for regional applications without separately
computing dT for each year. The sensitivity analysis has shown that
reduction of errors from input variables (i.e., ETo and Ts) and key
parameters (i.e., dT and Kmax) can significantly improve the ET cal-
culation of the SSEBop model. The sensitivity analysis also revealed
that the key parameter dT is less sensitive to errors of its inputs in
relatively wet areas than in dry areas, which is particularly more
significant in topographically complex areas having high albedo
and high emissivity. Among all the independent variables,
extraterrestrial solar radiation is the highest contributing error
source. Fortunately, this variable can be estimated with good accu-
racy, thus limiting the error in the SSEBop model. The uncertainty
and sensitivity analysis of the SSEBop model has shown that sim-
plification of the model for the operationalization for regional esti-
mation of ET has a limited effect on ET accuracy. Further
investigation will be carried out for limiting the error in the grass
reference ETo for minimizing the error in actual ET. We have iden-
tified model inputs and parameters that have a significant effect on
accuracy and reliability of ET estimates of the SSEBop model. This
study will help us in further improving the SSEBop model for
advancing the science of ET modeling.



398 M. Chen et al. / Journal of Hydrology 536 (2016) 384–399
Acknowledgments

This work was performed under USGS contract G13PC00028 in
support of the WaterSMART and FEWSNET projects. The authors
thank the AmeriFlux Principal Investigators and their funding orga-
nizations for allowing their data to be used in our research. We also
appreciate the helpful suggestions from the anonymous reviewers.
Any use of trade, firm, or product names is for descriptive purposes
only and does not imply endorsement by the U.S. Government.
Appendix A

The SSEBop model can be represented as follows:

ETa ¼ ETf � kmax � ETo ðA:1Þ

ETf ¼ Th � Ts

Th � Tc
ðA:2Þ

Tc ¼ c � Ta ðA:3Þ

Th ¼ Tc þ dT ðA:4Þ

dT ¼ Rn � rah
qa � cp

ðA:5Þ

Rn ¼ Rns � Rnl ðA:6Þ

Rns ¼ ð1� aÞ � Rs ðA:7Þ

Rs ¼ ð0:75þ 2� 10�5 � zÞ � Ra ðA:8Þ

Rnl ¼ r� T4
max þ T4

min

2

 !
� 0:34� 0:14� e0:5�

17:27�Tmin
Tminþ293

� �
ðA:9Þ

qa ¼
1000� P
Tkv � R

¼ 3:486� P
Tkv

ðA:10Þ

P ¼ 101:3� 293� 0:0065� z
293

� �5:26

ðA:11Þ

Tkv ¼ 1:01� Tmax þ Tmin

2
þ 273:15

� �
ðA:12Þ

where
ETa: actual ET
ETo: grass reference ET
ETf: ET fraction
Kmax: maximum ET scalar
Th: hot pixel temperature
Tc: cold pixel temperature
Ta: air temperature
dT: difference between hot and cold temperatures
c: temperature correction coefficient
Rn: net radiation
Rns: net shortwave radiation
Rnl: net longwave radiation
Rs: incoming solar radiation
Ra: extraterrestrial solar radiation
a: albedo
rah: aerodynamic resistance to heat transfer
qa: air density
P: atmospheric pressure
Tkv: virtual temperature
Cp: specific heat at constant pressure
z: elevation

Appendix B

@FðXÞ
@X1

)
X1¼Ta

¼ c � Kmax � ETo

dT
ðB:1Þ

@FðXÞ
@X2

)
X2¼Ts

¼ �Kmax � ETo

dT
ðB:2Þ

@FðXÞ
@X3

)
X3¼ETo

¼ 1þ c � Ta � Ts

dT

� �
� Kmax ðB:3Þ

@FðXÞ
@X4

)
X4¼c

¼ Ta � Kmax � ETo

dT
ðB:4Þ

@FðXÞ
@X5

)
X5¼Kmax

¼ 1þ c � Ta � Ts

dT

� �
� ETo ðB:5Þ

@FðXÞ
@X6

)
X6¼dT

¼ �ðc � Ta � TsÞ � Kmax � ETo

dT2 ðB:6Þ

@GðYÞ
@Y1

)
Y1¼a

¼ �Rs � rah
qa�Cp

ðB:7Þ

@GðYÞ
@Y2

)
Y2¼Rs

¼ ð1� aÞ � rah
qa�Cp

ðB:8Þ

@GðYÞ
@Y3

)
Y3¼Tmax

¼ � rah
q2

a � Cp
� qa �

@Rnl

@Tmax
þ Rn � @qa

@Tmax

� �
ðB:9Þ

@GðYÞ
@Y4

)
Y4¼Tmin

¼ � rah
q2

a � Cp
� qa �

@Rnl

@Tmin
þ Rn � @qa

@Tmin

� �
ðB:10Þ

@GðYÞ
@Y5

)
Y5¼rah

¼ Rn

qa�Cp

ðB:11Þ

@GðYÞ
@Y6

)
Y6¼cp

¼ �Rn � rah
qa � C2

p

ðB:12Þ

@GðYÞ
@Y7

)
Y7¼z

¼ rah
qa � Cp

� @Rn

@z
� Rn � rah
q2

a � Cp
� @qa

@z
ðB:13Þ

@Rns

@a
¼ �ð0:75þ 2� 10�5 � zÞ � Ra ðB:14Þ

@Rns

@Ra
¼ ð1� aÞ � ð0:75þ 2� 10�5 � zÞ ðB:15Þ

@Rns

@z
¼ 2� 10�5 � ð1� aÞ � Ra ðB:16Þ

@Rnl

@Tmax
¼ 2� r� T3

max � 0:34� 0:14� e0:5�
17:27�Tmin
Tminþ293

� �
ðB:17Þ
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@Rnl

@Tmin
¼ r� 2� T3

min � 0:34� 0:14� e0:5�
17:27�Tmin
Tminþ293

� ��

�177:2� ðT4
max þ T4

minÞ
ðTmin þ 293Þ2

� e0:5�
17:27�Tmin
Tminþ293

!
ðB:18Þ

@qa

@Tmax
¼ �1:743� 101:3� 293�0:0065�z

293

� 	5:26
1:01� TmaxþTmin
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� �2 ðB:19Þ

@qa

@Tmin
¼ r� 2� T3

min � 0:34� 0:14� e0:5�
17:27�Tmin
Tminþ293

� ��
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!
ðB:20Þ

@qa

@z
¼ 0:000407� 101:3� 293�0:0065�z
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� 	4:26
1:01� TmaxþTmin
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