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 Upper Bounds on the Covering Radius of a Code with a Given Dual
 Distance

 S .  L ITSYN AND  A .  T IETA ̈  VA ̈  INEN

 We derive new upper bounds on the covering radius of a binary linear code as a function of
 its dual distance and dual-distance width .  These bounds improve on the Delorme – Sole ́  – Stokes
 bounds ,  and in a certain interval for binary linear codes they are also better than Tieta ̈  va ̈  inen’s
 bound .

 ÷   1996 Academic Press Limited

 1 .  I NTRODUCTION

 Let  C  be a code of length  n ,  covering radius  R  5  R ( C ) and dual distance  d 9 .  In 1973
 Delsarte [2] proved that  R ( C ) is at most the number of non-zero weights in the dual
 code  C ' .  Later a number of bounds have been obtained for the covering radius of a
 code with a given dual distance .  In 1978 Helleseth ,  Kløve and Mykkeltveit [4] proved
 the so-called Norse bounds which say that ,  if  C  is a binary self-complementary code ,
 then

 R  < H  1 – 2 n
 1 – 2 ( n  2  4 n )

 if  d 9  >  2 ,
 if  d 9  >  4 .

 Recently ,  some remarkable generalizations were found in [6] ,  [11] ,  [7] and [12] .  In
 particular ,  the following asymptotic results were proved in [12] :
 (a)  Let  #  5  ( C n ) ̀

 n 5 1  be a sequence of codes  C n   of length  n ,  dual distance  d 9  5  d 9 ( n )
 and covering radius  R  5  R ( n ) ,  where  R  / n  5  r   and  d 9 / n  5  d  9  when  n  5  ̀  .  Then

 r  <
 q  2  1

 q
 2

 ( q  2  2) d  9

 2 q
 2

 1
 q

 4 ( q  2  1) d  9 (2  2  d 9 )

 and therefore in the binary case

 r  <  1 – 2 (1  2  4 d 9 (2  2  d 9 )) .  (1)

 (b)  There are sequences  #   such that ,  for 0  ,  d  9  ,  ( q  2  1) / q ,

 r  >  H 2 1
 q  (1  2  H q ( d  9 ))

 where  H q   is the  q -ary entropy function .  Thus in the binary case there are sequences  #
 for which

 r  >  H  2 1
 2  (1  2  H 2 ( d 9 ))  (2)

 where  H 2 ( x )  5  2 x  log 2  x  2  (1  2  x )  log 2 (1  2  x ) .
 If  C  is a binary linear code of dimension  k ,  the trivial redundancy bound  R  <  n  2  k

 together with the weak form of the McEliece – Rodemich – Rumsey – Welch bound [5]
 implies

 r  <  H 2 (
 1 – 2  2  4 d 9 (1  2  d 9 )) .  (3)

 Furthermore ,  in the case of even binary linear codes the Delsarte bound mentioned
 above gives the result

 r  <  1  2  2 d  9 .  (4)
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 F IGURE  1 .  The bound (1) and bounds for general linear codes .

 In this case also ,  Delorme and Sole ́   [1] improved earlier bounds in certain intervals by
 showing that

 r  <  H 2 (
 1 – 2  2  4 d 9 (1  2  d  9 )) Y log 2 S  1

 1  2  2 d  9
 D  .  (5)

 In the paper [8] ,  Sole ́   and Stokes were able to partially generalize the results in [1] for
 unrestricted codes .  They also considered the problem to find bounds of this type when
 not only the dual distance but also the dual-distance width is known .

 In this paper we introduce a new approach which generalizes a method presented in
 [3] and [10] .  Using this approach and Chebyshev polynomials ,  we show in Theorem 2
 that ,  for binary linear codes ,

 r  <  H 2 (
 1 – 2  2  4 d 9 (1  2  d  9 )) Y log 2 S (1  1  4 d  9 ) 2

 1  2  d 9
 D  .  (6)
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 F IGURE  2 .  The bound (1) and bounds for even-weight linear codes .
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 Further ,  we prove in Theorem 3 that ,  for even binary linear codes ,

 r  <  H 2 (
 1 – 2  2  4 d  (1  2  d  9 )) Y log 2 S 1  1  2 4 d  9 (1  2  d 9 )

 1  2  2 d  9
 D  .  (7)

 Finally ,  we find a corresponding bound (Theorem 4) for  r   as a function of the relative
 dual-distance width .  The bound (7) improves on the Delorme – Sole ́  – Stokes bound (5) .
 The bound (6) is better than the redundancy bound (3) for  d  9  .  1 – 9  and ,  in the case of
 linear codes ,  better than (1) if  d  9  .  0 ? 298 .

 Generalizations for non-linear and non-binary codes will appear in a forthcoming
 paper by Litsyn and Sole ́  .

 2 .  A N EW  A PPROACH

 Assume that  C  is a binary linear code of length  n ,  dimension  k ,  minimum distance  d
 ( > 3) ,  covering radius  R  and dual distance  d 9 .  Let the ( n  2  k )  3  n  matrix  H  5
 ( h 1 ,  .  .  .  ,  h n )   be a parity check matrix for  C ,  and denote  h h 1 ,  .  .  .  ,  h n j   by  L .  Let
 N ( L ,  s ,  b ) be the number of solutions ( x 1 ,  .  .  .  ,  x s )  P  L s   of the equation

 x 1  1  ?  ?  ?  1  x s  5  b .  (8)

 The covering radius  R  is the smallest integer  r  such that every syndrome of  C  is the
 sum of at most  r  columns of  H .  Hence  R  <  r  if for every  b  P  F n 2 k

 2   there is a polynomial
 g ( x )  5  o r

 s 5 0  g s x
 s   such that  o r

 s 5 0  g s ( N ( L ,  s ,  b )  .  0 .
 Write  e ( a )  5  ( 2 1) a   for  a  P  F 2 .  Then ,  for all  k  P  F n 2 k

 2  ,  the mapping  c  k   defined by

 c  k ( a )  5  e ( k  ?  a )  for all  a  P  F n 2 k
 2

 is an additive character of  F n 2 k
 2  ,  and the characters  c k   form the dual group of  F n 2 k

 2  .
 Thus

 O
 k P F  2

 n 2 k
 e ( k  ?  a )  5 H 2 n 2 k

 0
 if  a  5  0 ,
 otherwise ,

 and

 2 n 2 k ( L ,  s ,  b )  5  O
 x 1 P L

 ?  ?  ?  O
 x s P L

 O
 k P F  2

 n 2 k
 e ( k  ?  ( x 1  1  ?  ?  ?  1  x s  1  b ))

 5  O
 k P F  2

 n 2 k
 e ( k  ?  b )  O

 x 1 P L
 e ( k  ?  x 1 )  ?  ?  ?  O

 x s P L
 e ( k  ?  x s )

 5  O
 k P F  2

 n 2 k
 e ( k  ?  b )  S  O

 x P L
 e ( k  ?  x ) D s

 .  (9)

 Furthermore ,

 O
 x P L

 e ( k  ?  x )  5  n  2  2 wt ( k H ) ,  (10)

 where  wt  means the Hamming weight .  When  k  runs through the elements of  F n 2 k
 2  ,  then

 k H  runs through all elements of the dual  C '   of  C .  Therefore ,  by (9) and (10) ,

 2 n 2 k N ( L ,  s ,  b )  5  O n
 i 5 0

 b i ( b )( n  2  2 i ) s ,

 where

 b i ( b )  5  O
 k :  wt ( k H ) 5 i

 e ( k  ?  b ) .  (11)
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 This implies that

 2 n 2 k  O r

 s 5 0
 g s N ( L ,  s ,  b )  5  O r

 s 5 0
 g s  O n

 i 5 0
 b i ( b )( n  2  2 i ) s

 5  O n
 i 5 0

 b i ( b )  O r

 s 5 0
 g s ( n  2  2 i ) s

 5  O n
 i 5 0

 b i ( b ) f  ( i ) ,

 where  f  ( i )  5  g ( n  2  2 i ) .  Since  b  0 ( b )  5  1 ,  we have proved the following result .

 T HEOREM  1 .  Assume that there is a polynomial f of degree r such that , for each
 b  P  F n 2 k

 2  ,

 f  (0)  1  O n
 i 5 1

 b i ( b ) f  ( i )  .  0 ,

 where  b i ( b )  is defined by  (11) . Then R  <  r .

 3 .  C HEBYSHEV  P OLYNOMIALS

 In order to use Theorem 1 ef ficiently we should find a polynomial  f  of a low degree
 such that  u  f  ( i ) u   is small compared to  f  (0) whenever  i  ?  0 and  b i ( b )  ?  0 .  The Chebyshev
 polynomial of the first kind and of degree  r  is defined by

 T r ( x )  5  1 – 2 (( x  1  4 x 2  2  1) r  1  ( x  2  4 x 2  2  1) r ) ,

 and for  x  >  1 equivalently by

 T r ( x )  5  cosh( r  cosh 2 1 ( x )) .  (12)

 It has the following optimality property (see [9 ,  p .  42]) .  Let 0  <  a  ,  b .  Let  P r   be the set
 of all polynomials  p r ( x ) of degree  r  or less such that  p r (0)  5  1 .  Then ,

 t r ( x )  5  T r S b  1  a  2  2 x

 b  2  a
 D Y T r S b  1  a

 b  2  a
 D

 provides the minimum over the polynomials in  P r   of

 max
 x P [ a ,b ]

 u  p r ( x ) u .

 Moreover ,

 max
 x P [ a ,b ]

 u t r ( x ) u  5  1 Y T r S b  1  a

 b  2  a
 D  .

 Furthermore ,  for  x  >  1 ,

 cosh 2 1 ( x )  5  ln( x  1  4 x 2  2  1) .  (13)

 Thus ,  fox  x    1 ,

 cosh 2 1 ( x )  <  ln(2 x ) .  (14)
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 4 .  A SYMPTOTIC RESULTS

 Choose  f  ( x )  5  t r ( x ) , a  5  d 9  and  b  5  n .  Then

 max
 x P [ d 9 ,n ]

 u  f  ( x ) u  5  1 Y T r S n  1  d 9

 n  2  d 9
 D

 Therefore ,  by (11) ,

 f  (0)  1  O n
 i 5 1

 b i ( b ) f  ( i )  >  1  2  (2 n 2 k  2  1)  max
 i P [ d 9 ,n ]

 u  f  ( i ) u

 .  1  2  2 n 2 k Y T r S n  1  d 9

 n  2  d 9
 D  ,

 and so Theorem 1 and the equation (12) yield the result

 R  <  r  if  2 n 2 k  <  T r S n  1  d 9

 n  2  d 9
 D  5  cosh S r  cosh 2 1 S n  1  d 9

 n  2  d 9
 D D  .  (15)

 by the McEliece – Rodemich – Rumsey – Welch bound (5) ,

 ( n  2  k ) / n  &  H 2 (
 1 – 2  2  4 d 9 (1  2  d  9 )) ,  when  n  5  ̀  and  d 9 / n  5  d  9 .  (16)

 Combining the result (15) with the formulae (16) ,  (13) and (14) gives the following
 theorem .

 T HEOREM  2 .  Let  ( C n ) ̀
 i 5 1   be a sequence of binary linear codes C n  of length n , dual

 distance d 9   and co y  ering radius R , where R  / n  5  r   and d 9 / n  5  d  9 , when n  5  ̀  . Then

 r  <  H 2 (
 1 – 2  2  4 d 9 (1  2  d  9 )) Y log 2 S (1  1  4 d  9 ) 2

 1  2  d 9
 )  .

 Assume then that the weights of the codewords of  C  are all even .  Then  1  P  C '   and
 hence there is a unique  k 1  P  F n 2 k

 2   such that  k 1 H  5  1 .  Thus ,  for each  b  P  F n 2 k
 2  ,

 b n ( b )  5  e ( k 1  ?  b ) and  b i ( b )  5  0 when  i  P  (0 ,  d 9 )  <  ( n  2  d 9 ,  n ) .  Now we take  a  5  d 9 ,b  5
 n  2  d 9   and  f  ( x )  5  t r ( x ) ,  and choose the parity of  r  in such a way that  b n ( b ) f  ( n ) is
 positive (and so equal to 1) .  Therefore

 f  (0)  1  O n
 i 5 1

 b i ( b ) f  ( i )  >  2  2  (2 n 2 k  2  2)  max
 i P [ d 9 ,n 2 d 9 ]

 u  f  ( i ) u

 .  2  2  2 n 2 k Y T r S  n
 n  2  2 d 9

 D  ,

 and the same argument as before Theorem 2 gives the following result .

 T HEOREM  3 .  Let  ( C n ) ̀
 n 5 1   be a sequence of binary linear e y  en - weight codes satisfying

 the conditions of Theorem  2 . Then

 r  <  H 2 (
 1 – 2  2  4 d 9 (1  2  d  9 )) Y log 2 S 1  1  2 4 d  9 (1  2  d 9 )

 1  2  2 d  9
 D  .

 The restriction that all the weights in  C  are even is not very essential because ,  in
 any case ,  this is true for the even-weight subcode  C 0  .  Let us define (see [1])  w  5  w ( C ) ,
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 dual-distance width of  C ,  as the smallest integer  w  such that all the weights in  C '

 belong to the set

 h 0 j  < F n
 2

 2
 w
 2

 ,
 n
 2

 1
 w
 2
 G  <  h n j .

 Assume that in the sequence ( C n ) ̀
 n 5 1 , w  / n  5  v   when  n  5  ̀  .  Since  R ( C )  <  R ( C 0 ) ,

 w ( C )  5  w ( C 0 )   and  d 9 ( C 0 )  5  1 – 2 ( n  2  w ( C 0 )) ,  we then see that Theorem 3 implies the
 following corollary .

 T HEOREM  4 .  If the sequence  ( C n ) ̀
 n 5 1   satisfies the assumptions of Theorem  2 , we ha y  e

 r  <  H 2 (
 1 – 2  (1  2  4 1  2  v  2 )) Y log 2 S 1  1  4 1  2  v  2

 v
 D  .
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