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We study the computational power of systems where information is stored in independent strings and each computational step consists of exchanging information between randomly chosen pairs. To this end we introduce a population genetics model in which the operators of selection and inheritance are effectively computable (in polynomial time on probabilistic Turing machines). We show that such systems are as powerful as the usual models of parallel computations, namely they can simulate polynomial space computations in polynomially many steps. We also show that the model has the same power if the recombination rules for strings are very simple (context sensitive crossing over).

1. INTRODUCTION

There is growing interest in genetics among researchers working in theoretical computer science. Quite a lot of research has been done on the analysis of known efficient algorithms in molecular and population genetics and on designing new ones. More recently researchers have become interested in the computational aspects of population genetics. The main source of this interest is perhaps the widespread use of the heuristic method called genetic algorithms. Genetic algorithms have been successfully applied in various branches, but a solid theoretical foundation is missing, though some special cases have been analyzed [9, 11]. The standard mathematical model of genetic-like systems is based on quadratic dynamical systems. Such systems have applications not only in genetics, but also in other fields such as the theory of gases in physics and the study of random formulas in the theory of boolean functions. It has been shown that under certain technical conditions such systems converge to a stationary distribution [10]. Then, from the computational point of view, the basic question is the rate of convergence. Some results in this direction have also been obtained in [10]. For more specific operators, based on special forms of crossing over (uniform crossover, one-point crossover, Poisson model), concrete estimates on the convergence rate have been obtained in [8].

Arora, Rabani, and Vasireu [1] studied computational complexity of genetic systems. They showed that even if the quadratic operator is efficiently computable, the evolution of the system (most likely) cannot be efficiently simulated. More precisely, they called a quadratic dynamical system succinctly defined if the operator is determined by a polynomial time probabilistic Turing machine. Then they constructed such an operator for which the sampling problem is \textsc{PSPACE}-complete. This is equivalent to our Theorem 5.1, which was proven independently about the same time [6]. They proved moreover that sampling from a general quadratic dynamical system can be reduced to a symmetric one (see Section 2 for the definition).

Clote and Backofen [2] showed that it is algorithmically undecidable whether some genome can ever evolve from a given one provided that certain sequences code “killing” genes and thus must be avoided in the evolution. They use some simulation techniques similar to those of the present paper.

Quite recently, Jansen and Wegener [3] proved that crossing over is more powerful than mere mutations. This is for a model of genetic algorithms where a function \( f : \{0, 1\}^n \rightarrow \mathbb{R} \) to be optimized is given as a black box.

This paper is organized as follows. First we introduce the usual formalism of population genetics where we add conditions that the operators are effectively computable. We naturally identify effective computability with computations which can be performed in polynomial time by probabilistic Turing machines. To motivate the rest of the paper we show in Section 3 that in this setting individual genomes can reflect some global features of the current population. For instance the frequency of some gene
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can be encoded in almost all genomes with high precision, provided that the frequency of the gene is constant for polynomially many generations. In the rest of the paper we study the complexity of the evolution of a system without influence from the environment. We are not interested in classical dynamical properties, such as convergence to an equilibrium, but rather in the computational complexity of this process. In Section 4 we study some general properties of this model. This computational model naturally generalizes the probabilistic Turing machines by replacing a linear operator by a quadratic one. Therefore we propose the name genetic Turing machine (GTM) for it. Roughly speaking a genetic Turing machine is a population of tapes with an evolutionary operator which is computable by a probabilistic Turing machine in polynomial time. The population develops in discrete generations (computation steps) according to the evolutionary operator. The mating is completely random and the population is considered to be infinite. In Section 5 we shall show that the power of genetic Turing machines running in polynomial time (i.e., using polynomially many generations) is equal to the power of Turing machines using polynomial space (as mentioned above, this was independently proven in [1]). In Section 6 we show that general genetic Turing machines can be simulated by genetic Turing machines where the inheritance operator is based on a very simple manipulation on the strings, namely on context sensitive crossing over. Context sensitive crossing over means that recombination occurs on a particular locus depending on the base pairs in the neighborhood of this locus. The consequence of the simulation is that systems already using only context sensitive crossing over can have a very strong computational power.

A short preliminary version of this paper has appeared in [6].

2. BASIC CONCEPTS AND NOTATION

We will assume some basic knowledge of computational complexity theory (all concepts needed can be found e.g. in [5]).

We will use the standard population genetics formalism (as presented e.g. in [4]). Let $G$ denote the possible genomes. A population is a mapping $z : G \rightarrow [0, 1]$. For a $g \in G$, $z(g)$ denotes the frequency of $g$ in the population; thus we require

$$\sum_g z(g) = 1. \quad (1)$$

(This means that we ignore the size of the population; in fact, allowing real numbers as frequencies means that we assume that it is infinite.) Evolution is determined by inheritance coefficients $p(g, h; k)$, the probability that $g$ and $h$ produce $k$, and survival coefficients $\lambda(g)$, the probability that $g$ survives. In order to preserve (1), we assume

$$p(g, h; k) \geq 0, \quad \sum_k p(g, h; k) = 1. \quad (2)$$

For $\lambda(g)$ we require only $0 \leq \lambda(g) \leq 1$. The inheritance coefficients determine a quadratic operator on $[0, 1]^G$ given by the following equation:

$$z'(k) = \sum_{g, h} p(g, h; k)z(g)z(h). \quad (3)$$

We shall call it the inheritance operator. The survival coefficients determine the following survival operator:

$$z'(g) = \frac{\lambda(g)z(g)}{\sum_h \lambda(h)z(h)} \quad (4)$$

(additional conditions must be ensured so that $\sum_h \lambda(h)z(h)$ is never 0). The binary operator $V$ obtained as the composition of these two is called the evolutionary operator. The population evolves in discrete steps by applying the evolutionary operator $V$ to an initial vector $z$. 
In this paper we study computability aspects of the evolution\(^2\) of a population. Therefore we represent \(G\) by a set of strings \(A^m\) of length \(m\) in a finite alphabet \(A\). It is natural to require that the offsprings of \(g\) and \(h\) are computed by a probabilistic Turing machine \(P\) in polynomial (in \(m\)) time. Thus the inheritance coefficients are given by

\[
p(g, h; k) = \text{Prob}[P(g, h) = k].
\]  

Formally, \(P(g, h)\) denotes the random variable obtained by running \(P\) on the input \(gh\), where we denote by \(gh\) the concatenation of the words \(g\) and \(h\). Similarly, the survival coefficients are determined by a random variable \(\Lambda : A^m \rightarrow \{0, 1\}\) computed by a probabilistic Turing machine:

\[
\lambda(g) = \text{Prob}[\Lambda(g) = 1].
\]

We shall use the following notation. We shall think of \(m\) as the set \(\{0, \ldots, m - 1\}\). For a subset \(T \subseteq \{0, \ldots, m - 1\}\), we denote by \(p|_T\) the restriction of \(p\) to \(A^T\),

\[
p|_T(h) = \sum_{g|_T = h} p(g).
\]

We shall say that \(g\) and \(h\) do not interact if

\[
p(g, h; g) = 1/2 \quad \text{and} \quad p(g, h; h) = 1/2.
\]

Inheritance coefficients \(p(g, h; k)\) and the corresponding operator will be called symmetric, if

\[
p(g, h; k) = p(h, g; k),
\]

for every \(g, h, k\). Let us note that in [1, 9, 10] the term symmetric operator has a different meaning. First, they use a mating operator, instead of our inheritance operator, which is given by \(\beta : G^4 \rightarrow \{0, 1\}\), where \(\sum_{i,l} \beta(i, j; k, l) = 1\) (two individuals interact to produce two new individuals). Second, they require \(\beta(i, j; k, l) = \beta(j, i; k, l) = \beta(k, l; i, j)\); thus the system is locally reversible.

It is convenient to use nonsymmetric \(p\), but note that almost all results remain true for the symmetric case, since we can symmetrize it very easily by taking \((p(g, h; k) + p(h, g; k))/2\). Note, however, that this requires an additional random bit (to choose the order of \(g\) and \(h\)).

When blank strings are needed, we assume that there is a special symbol \# in the alphabet \(A\) and we denote by \# the string consisting of \#'s. In complicated expressions we use \(\exp(x)\) instead of \(e^x\). To simplify some estimates we shall use the usual \(O\) and \(\Omega\) notation: \(f(n) = O(g(n))\) means \(\limsup f(n)/g(n) < \infty\), and \(f(n) = \Omega(g(n))\) means \(\liminf f(n)/g(n) > 0\).

3. ENVIRONMENT AS THE INPUT

Viewing a genetic system as a machine, the input for the machine is environment. Environment is represented by the survival operator (the operator that selects the fittest). We shall simplify the study of this system by assuming that first information is input to the system by evolving under the pressure of the survival operator and then the system evolves autonomously. To this end one should show that a large amount of information can be efficiently transferred to the genome. As this is an easy task, we leave it to the reader (or you can see [7]). Instead we give a more interesting example. It shows that information on the frequency of some gene can be quickly and with high precision transmitted to almost all genomes in the population.

**Proposition 3.1.** Suppose we have a population \(z\) where \(1\#\) occurs with frequency \(\alpha\) and \(0\#\) with frequency \(1 - \alpha\). Then there exists an inheritance operator computed by a probabilistic polynomial time bounded Turing machine \(P\) with the following properties:

\(^2\) The word evolution is used here in a very restricted sense: it means changes in the frequencies of particular genomes.
1. the frequencies of the first bit are preserved;

2. after \( n \) generations, for almost all \( g \in A^m \) the \( n \) bits after the first one encode the frequency \( \alpha \) with exponential precision; more precisely, the frequency of \( g' \)'s for which the next \( n \) bits do not encode the number \( \alpha \) with precision \( \lambda \) is at most \( 2e^{-\lambda^22^n} \).

Thus, for instance, the precision \( 2^{-n/3} \) is achieved for the \( 1 - 2e^{-2^{n/3}} \) fraction of the population.

**Proof.** We shall think of each \( g \) as a pair \((b, y)\), where \( b \) is 0 or 1 and \( y \) is a number with binary representation of length \( n \), or \( y \) is \#. The machine \( P \) will give the following probabilities:

\[
P((b, \#)(b', \#)) = \begin{cases} 
(b, b) & \text{with probability } 1/2 \\
(b', b') & \text{with probability } 1/2 
\end{cases}
\]

\[
P((b, y)(b', y')) = \begin{cases} 
(b, y + y') & \text{with probability } 1/2 \\
(b', y + y') & \text{with probability } 1/2.
\end{cases}
\]

Consider the distribution of \( y' \)'s in the \( i + 1 \)st generation. It can be easily computed that it has binomial distribution of order \( 2^{-i} \). Thus, by Chernoff's bound, we get that for \( i + 1 = n \) the frequency of \((b, y)\)'s for which \(|y - \alpha| \geq \lambda\) is

\[
\leq 2e^{-2\lambda^22^{n-1}} = 2e^{-\lambda^22^n}.
\]

\[
\]

4. GENETIC TURING MACHINES

Suppose some information has been encoded into the population. Now we want to study how this information can be processed further. Thus we concentrate on the inheritance operator from now on. Because of a close relation to other extensions of the concept of the Turing machine, we shall call the model with an efficiently computable inheritance operator the genetic Turing machine. Here is a precise definition.

**Definition 1.** A genetic Turing machine \( P \) is specified by a finite alphabet \( A \) and a probabilistic Turing machine \( P \) which has the property that for each \( m \), it produces output strings of length \( m \) from input strings of length \( 2m \) (more precisely, it produces a probability distribution on strings of length \( m \)). It defines an inheritance operator whose coefficients are given by the formula (5). The strings \( g \in A^m \) will be called *tapes*.

Let us compare genetic Turing machines with probabilistic Turing machines. Consider a probabilistic Turing machine \( M \) computing on inputs of size \( n \). Suppose the machine always uses some restricted space and hence the computations can be coded by strings in \( A^m \), for some \( m \). Then we can think of the computation of \( M \) as an evolution of \( z : A^m \to [0, 1] \) given by the random variable \( P : A^m \to A^m \) defined by

\[
P(g) = \begin{cases} 
h_0 & \text{with probability } 1/2 \\
h_1 & \text{with probability } 1/2.
\end{cases}
\]

where \( h_0, h_1 \) are the next possible configurations after \( g \). Thus, taking

\[
p(g; h) = \text{Prob}[P(g) = h],
\]

the evolution of \( z \) is defined by

\[
z'(h) = \sum_g p(g; h)z(g).  \tag{6}
\]
Hence the essential difference is that this operator is linear, while in genetic Turing machines it is quadratic. (For probabilistic Turing machines the random variable $P$ is, moreover, given by simple rewriting rules; it is not clear if genetic Turing machines can use such rules. However, in Section 6 we shall show that one can base genetic Turing machines on crossing over.) Let us observe that the conditions (2) correspond to the following ones for probabilistic Turing machines.

$$p(g; k) \geq 0, \quad \sum_k p(g; k) = 1. \tag{7}$$

In particular, computations of probabilistic Turing machines are Markov’s processes with operators computable by probabilistic Turing machines in polynomial time and, vice versa, such processes can be simulated by computations of probabilistic Turing machines. Let us note that quantum Turing machines also determine linear operators.

We shall show that it is possible to simulate general genetic Turing machines by machines of a very special form with only a polynomial increase of time. A further reduction will be considered in Section 6. Though the concept of simulation is intuitively clear, a precise definition is rather long.

**Definition 2.** We say that a GTM $P'$ polynomially simulates a GTM $P$ for $K$ generations if there are polynomials $t(n)$ and $s(n)$, a number $0 < \varepsilon \leq 1$, a probabilistic Turing machine $M_1$ running in polynomial time, and a deterministic Turing machine $M_2$ running in polynomial time such that the following holds for every $n$.

Let $n$ be fixed. Let $z^{(0)} : A^n \to [0, 1]$ be an initial population for $P$; let us denote by $z^{(i)}$ the population in the $i$th generation produced by $P$. The tapes of the simulating machine $P'$ will have length $m = s(n)$; the alphabet of $P'$ will be denoted by $A'$. We take as the initial population of $P'$ the population obtained by applying $M_1$ to $z^{(0)}$, i.e.,

$$z^{(0)}(g) = \sum_h z^{(0)}(h) \text{Prob}(M_1(g) = h),$$

and denote by $z^{(i)}$ the population in the $i$th generation produced by $P'$.

The machine $M_2$ will determine if a tape $g \in A^m$ simulates some $h \in A^m$, such tapes will be called simulating, and if so it will construct such an $h$. The populations $z^{(i)}$ will simulate the original populations only for the multiples of $i$, $i = t(n)$. Namely, we require that the frequency of the simulating tapes be at least $\varepsilon$, i.e.,

$$\sum_{g \text{ simulating}} z^{(0)}(g) \geq \varepsilon,$$

and the relative frequency of tapes $g$ which simulate a tape $h$ among all simulating tapes in generation it be $z^i(h)$; i.e.,

$$\frac{\sum_{g \text{ simulating}} z^{(0)}(g) }{\sum_{g \text{ simulating}} z^{(i)}(g) } = z^i(h),$$

for $i = 0, \ldots, K$.

We say that a GTM $P'$ polynomially simulates a GTM $P$ if this holds for all $K$.

This definition is a bit more general than we need. In all simulations the machine $M_1$ will use only a constant number of random bits, thus each simulated tape will be represented by a fixed number of simulating tapes in the initial population. In this section, moreover, the relation of the simulating populations to the simulated populations will be much more direct; in particular, all tapes will be simulating ($\varepsilon = 1$).

Let $F : A^m \times A^m \to A^m \times A^m$ be a function. Then we can interpret $F$ as a random variable $F : A^m \times A^m \to A^m$ as follows. Suppose $F(g, h) = (g', h')$. Then we think of $F$ as

$$F(g, h) = \begin{cases} g' & \text{with probability } 1/2 \\ h' & \text{with probability } 1/2. \end{cases}$$
An inheritance operator thus given by \( F \) represents the situation where parents have always two children uniquely determined by the parents. We shall call such operators and genetic Turing machines conservative. Let us note that it is consistent to think of such a system as a population of infinitely many strings where the evolution is done by randomly pairing them and replacing \( g, h \) by \( g', h' \), where \( F(g, h) = (g', h') \). Clearly, a conservative operator given by an \( F \) is symmetric iff \( F(g, h) = (g', h') \) and \( F(h, g) = (g'', h'') \) implies \( (g', h') = (g'', h'') \) for every \( g, h \).

**Proposition 4.1.** Any genetic Turing machine \( P \) can be polynomially simulated by a symmetric conservative genetic Turing machine given by some \( F : A^m \times A^m \rightarrow A^m \times A^m \) computable by a deterministic Turing machine in polynomial time.

**Proof.** Let the genetic Turing machine be given by an alphabet \( A \) and a probabilistic Turing machine \( P \); let the input size \( n \) be given. The idea of the proof is to simulate a pair of the original tapes as a new longer tape. We simulate one application of the original inheritance operator by \( T \) steps of the new one, where \( T - 1 \) is the running time of the machine \( P \). We start with tapes which have two occurrences of the simulated tape. In the first step, called the crossing over step, we shall cross over the tapes so that the two occurrences are uniformly mixed. Then the frequency of the pairs occurring on the simulated tape will be the same as if we have drawn them randomly from the simulated population. In the next \( T - 1 \) steps, let us call them rewriting steps, each step of the probabilistic Turing machine \( P \) working on a pair of tapes is simulated by one application of the new inheritance operator. So after \( T \) steps the frequency of the halves of the tapes will be the same as the frequency of the original tapes after one application of the original inheritance operator.

Let \( m \) be the space needed by \( P \) working on inputs of length \( 2n \), more precisely the length of strings needed to encode such configurations of \( P \). W.l.o.g. we can assume that

- the string \( kk\# \) is different from the strings that code configurations of \( P \) working on such inputs,
- on each input of size \( 2n \) it always stops after exactly \( T - 1 \) steps, \( T \) bounded by a polynomial in \( n \).

The simulating tapes will have length \( m \). The simulation of an initial population will be given by the transformation (the machine \( M_1 \) in the definition)

\[
g \mapsto 0gg\# \text{ with probability } 1/2, \\
g \mapsto 1gg\# \text{ with probability } 1/2.
\]

Define \( F \) as follows. For \( g, h \in A^n, a, b \in \{0, 1\} \),

\[ F(agg\#, bhh\#) = (aghw, bhgw'), \]

where \( ghw \) resp. \( hgw' \) encode the initial configuration of \( P \) on \( gh \) resp. \( hg \);

\[ F(aw_1, bw_2) = (aw'_1, bw'_2), \]

where \( w_1 \) is a configuration (not final) and \( w'_1 \) is the next configuration corresponding to the random bit \( b \) and where \( w_2 \) is a configuration (not final) and \( w'_2 \) is the next configuration corresponding to the random bit \( a \);

\[ F(agg, bhw') = (agg\#, bhh\#), \]

where \( gw \) and \( hw' \) encode final configurations of \( P \). For all other inputs \( F \) can be defined arbitrarily.

The simulation proceeds as follows. First the tapes \( agg\# \) and \( bhh\# \) are randomly mixed into \( agh\# \) and \( bhg\# \) by crossing over and the computation of \( P \) on them starts. Then for \( T - 1 \) generations \( F \) works as the linear operator of the probabilistic machine, except that it is always performed on pairs. Note that each configuration \( aw_1 \) mates in half of the cases with a configuration \( bw_2 \) where \( b = 0 \) and in the other half with a configuration where \( b = 1 \). Thus the two next configurations corresponding to the two values of the random bit will be produced with weight \( 1/2 \) each. In the \( T \)th generation \( F \) transforms the final configuration \( gw \) of \( P \) into \( gg\# \). (The “final configuration” means that \( P \) has completed the
computation of \(P(g, h)\), not that the genetic computation stops.) Then the process is repeated with the new population of \(gg\)'s etc. Thus the \(i\)th generation of the GTM determined by \(F\) simulates the \(i\)th generation of the GTM determined by \(P\).

Essentially the same idea can be used to show that no additional power is gained by considering operators of degree larger than 2 (which might explain why there are no species with more than two sexes).

5. THE POWER OF GENETIC COMPUTATIONS

In this section we show that the power of genetic Turing machines can be characterized using Turing machines with bounded space.

A genetic Turing machine determines evolution of a distribution (population) \(z : A^n \rightarrow [0, 1]\) in the sense discussed in the previous section. We want, however, to compute on input strings, rather than distributions. Let us assume that \(A = \{0, 1, \#\}. For an input string \(x \in \{0, 1\}^n\) we shall take the initial population \(z\) consisting solely of strings of the form \(x\# \in A^m\) (i.e., \(z(x\#) = 1\)) and assume that \(m\) is sufficiently large. To simplify the matter, we shall assume that after computing for some time the machine will stop on all pairs with nonzero frequency. This is an inessential restriction in the most cases, since the machine can use a part of the additional space on tapes to keep track of time and stop after sufficiently long time has passed. The output is a probability distribution on strings \(y \in \{0, 1\}^n\), which are initial segments of the tapes delimited by \#.

The result of a computation of a genetic Turing machine is the same as in the case of a probabilistic Turing machine, namely, a probability distribution. Thus we can use the same criteria for defining classes accepted by genetic Turing machines. In particular we define that \(P\) is a bounded error machine, if in the final population the frequency of 1's on the first position is either at least 3/4 or at most 1/4 (i.e., \(z|_{0}(1) \geq 3/4\) or \(z|_{0}(1) \leq 1/4\)). We define that a bounded error genetic Turing machine accepts the set of the strings for which in the final population \(z|_{0}(1) \geq 3/4\).

**Theorem 5.1.** A language \(L\) is accepted by some bounded error genetic Turing machine with polynomially long tape in polynomially many steps iff \(L\) is in \(PSPACE\).

**Proof.** 1. First we show that every such GTM can be simulated, with a polynomial precision, by a Turing machine with polynomially bounded tape. I am indebted to Russell Impagliazzo for the idea of this proof ([1] uses the same idea).

The idea is to count approximately the frequencies of the tapes \(z(g)\) gradually in all generations. To compute the frequency \(z(g)\) in generation \(t\) we need to compute the frequencies of all possible ancestors. The number of the ancestors is exponential in \(t\), but we can do it so that we always keep the frequencies of at most \(t\) of them.

Let \(m\) be the length of the tapes of a GTM, \(m\) polynomial in the input size \(n\), let \(a\) be the size of the alphabet used on the tape. Suppose we want to simulate the GTM for \(K\) generations, \(K\) polynomial in \(n\).

First we estimate the precision needed to compute the frequencies. Let \(\varepsilon_t \geq 0\) be the precision in generation \(t\). We need that \(\varepsilon_t a^m < 1/4\). Then we can accept, if the approximation of the frequency \(z|_{0}(1)\) (the frequency of the tapes with 1 on the first position) is \(>1/2\). Suppose we count all frequencies using binary numbers between 0 and 1 with \(b > -\log_2 \frac{1}{4} 3^{-K} a^{-m(K+1)}\) bits. Then the rounding error will be some \(\varepsilon < \frac{1}{4} 3^{-K} a^{-m(K+1)}\).

Let us denote by \(\tilde{z}^{(t)}(g)\) the frequency of \(g\) in the \(t\)th generation and \(\tilde{z}^{(t)}(g)\) its approximation. Suppose \(\tilde{z}^{(t+1)}(g)\) is counted using the approximations in generation \(t\) without rounding. Then

\[
\tilde{z}^{(t+1)}(k) - \tilde{z}^{(t+1)}(h) = \sum_{g,h} p(g, h; k) \left( z^{(t)}(g) z^{(t)}(h) - \tilde{z}^{(t)}(g) \tilde{z}^{(t)}(h) \right) - \left( z^{(t)}(g) - \tilde{z}^{(t)}(g) \right) \left( z^{(t)}(h) - \tilde{z}^{(t)}(h) \right).
\]

This gives

\[
\varepsilon_{t+1} \leq \sum_{g,h} \left( z^{(t)}(g) \varepsilon_t + z^{(t)}(h) \varepsilon_t + \varepsilon_t^2 \right) = 2 a^m \varepsilon_t + a^{2m} \varepsilon_t^2.
\]
Thus if we round to $b$ bits, we get
\[ \epsilon_{t+1} \leq 2a^m \epsilon_t + a^{2m} \epsilon_t^2 + \epsilon. \]  
(8)

We shall prove by induction that
\[ \epsilon_t \leq (3a^m)^t \epsilon, \]  
(9)

for $t \leq K$. Observe that for $t \leq K$, (9) implies
\[ \epsilon_t \leq \frac{1}{4} 3^{(K-K)} (a^m)^{K-1} \leq \frac{1}{4} a^{-m}, \]  
(10)

which gives the required precision for $t = K$. We have $\epsilon_0 = 0$ as the initial frequencies are all 0’s and

2. Now suppose that (9) holds for $t < K$. Then we get from (8) and (10)
\[ \epsilon_{t+1} \leq 3a^m \epsilon_t \leq (3a^m)^{t+1} \epsilon. \]

Thus it is sufficient to compute with only polynomial precision, namely $b = O(mK^2)$.

Now we can estimate the space $s_t$ needed for computing $\tilde{z}^i(g)$ from the formula
\[ \tilde{z}^i(k) = \sum_{g,h} p(g,h;k)\tilde{z}^i(g)\tilde{z}^i(h). \]

We compute the sum by adding the summands one by one in some order. Thus we need to store
(1) the partial sum, i.e., $b$ bits,
(2) the last considered pair $(g,h)$, i.e., $O(2m \log a)$ bits, and
(3) the current $\tilde{z}^i(g)$ and $\tilde{z}^i(h)$, i.e., $2b$ bits. Furthermore we need $s_t$ bits for computing the coefficients $p(g,h;k)$, $q = m^{O(1)}$, and $O(\log b)$ bits for multiplication. Hence
\[ s_{t+1} = O(b + 2m \log a) + s_t + q = s_0 + t \cdot O(b + 2m \log a + q). \]

($s_0$ is polynomial, since the encoding of the input in the initial population is trivial.) To add the frequencies of those tapes which have 1 on the first position we need space $s_K + O(b)$. Hence polynomial space is sufficient to compute the frequencies with a sufficient precision. Thus we have proved the first part of the theorem.

3. Now we show that every language in $\mathcal{PSPACE}$ can be simulated by a GTM using polynomially long tape and polynomially many steps.

Let $L \in \mathcal{PSPACE}$. Let $M$ be a Turing machine accepting $L$ running in polynomial space. Thus for a given input length $n$ the configurations of $M$ can be coded as strings of 0’s and 1’s of length $N$, where $N$ is bounded by a polynomial depending on $n$. In particular the machine can run only for $2^N$ steps. We shall assume that it remains in the final configuration when it reaches such; thus we only need to determine if its configuration after $2^N$ steps is an accepting configuration. We shall say that a configuration $w_2$ is $k$ steps after configuration $w_1$, if it is the $k$th next configuration after $w_1$.

Let a sufficiently large $n$, and hence $N$, be fixed. We shall describe the action of a bounded error genetic Turing machine $P$ for the set $L$. The tape of $P$ will encode $(x, b, i, w_1, w_2)$ where

- $x$ is the input,
- $b$ will be the output bit,
- $i$ is a number, and
- $w_1, w_2$ are 0-1 strings of length $N$, which will encode configurations.

The initial population will be $(x, 0, 0, \hat{\#}, \hat{\#})$. The machine $P$ will work as follows:
1. On an input pair \((x, 0, 0, \# , \#)\), \((x, 0, 0, \# , \#)\) it generates a random string \(w_1\) of length \(N\), each string with probability \(2^{-N}\). Then it checks if \(w_1\) is a configuration of \(M\). If so, then it computes the configuration \(w_2\) which is next after \(w_1\) and produces \((x, 0, 1, w_1, w_2)\) as the output. Otherwise it produces \((x, 0, 0, 0, 0)\).

2. On an input pair \((x, 0, i, w_1, w_2)\), \((x, 0, i, w_2, w_3)\), where \(i < N\), it produces \((x, b, i + 1, w_1, w_3)\) where \(b = 1\), if \(w_1\) is the initial configuration of \(M\) working on \(x\) and \(w_3\) is an accepting configuration, and \(b = 0\) otherwise.

3. On an input pair \((x, 0, i, w_1, w_2)\), \((x, 0, j, w'_1, w'_2)\) it outputs \((x, 0, i, w_1, w_2)\), if \(i > j\), and \((x, 0, j, w'_1, w'_2)\), if \(i < j\). If \(i = j\) and \(w_2 \neq w'_2\), then the strings do not interact.

4. On an input pair \((x, 1, i, w_1, w_2)\), \((x, b', i', w'_1, w'_2)\) it produces \((x, 1, i, w_1, w_2)\).

In all other cases the pairs do not interact.

It is clear how the evolution of the population will look. First, tapes of the form \((x, 0, i, w_1, w_2)\) with \(w_2\) one step after \(w_1\) are created and the rest becomes \((x, 0, 0, 0, 0)\). Tapes of the form \((x, 0, i, w_1, w_2)\) will gradually appear where \(w_2\) is the configuration \(2^i\) steps after the configuration \(w_1\). Those with larger \(i\) will win over those with smaller \(i\), so the average \(i\) will increase. The tapes \((x, 0, 0, 0, 0)\) which do not code anything, do not produce new tapes and quickly disappear. Eventually a large part will have \(i = N\), which, in particular, means that the final configuration of \(M\) has been reached. If \(M\) accepts \(x\), then \(b = 1\) on these tapes. Then the tapes with \(b = 1\) will increase their frequency, eventually over \(3/4\). If \(M\) does not accept \(x\), then tapes with \(b = 1\) never appear. We have to prove that in the positive case the frequency \(3/4\) is reached in polynomial time.

**Claim 1.** Consider a particular generation in the evolution and let \(1 \leq i \leq N\) be fixed. Then the frequencies of all \((x, 0, i, w_1, w_2)\), where \(w_2\) is the configuration \(2^i\) steps after a configuration \(w_1\), have the same value.

We shall prove it by induction on the generations. In the first generation all \((x, 0, i, w_1, w_2)\) with \(i = 1\) have frequency \(2^{-N}\) and for \(i > 1\) their frequency is 0. The property is preserved to the next generation, because each such \((x, 0, i, w_1, w_2)\) can be produced in a unique way from tapes of the form \((x, 0, i - 1, w'_1, w'_2)\). This is because \(M\) is deterministic and thus if \(w_2\) is \(2^i\) steps after \(w_1\), \(i > 1\), there exists exactly one \(w\) such that \(w^{2^i - 1}\) is steps after \(w_1\), and \(w_2\) is \(2^i - 1\) steps after \(w\). Hence there exists exactly one pair of tapes which can produce \((x, 0, i, w_1, w_2)\). Consequently the new frequency of \((x, 0, i, w_1, w_2)\) is a function of the old frequency of \((x, 0, i, w_1, w_2)\) and the old frequencies of the corresponding pairs. These are the same for all such tapes by the induction assumption.

Let

\[ K = 2(N + \lfloor \log_2 N \rfloor + 2) + 1. \]

We shall estimate the frequencies of tapes \((x, 0, i, w_1, w_2)\) in particular generations.

**Claim 2.** Consider the \(aK\)th generation, for some \(a, 1 \leq a \leq N\). Then either the sum of the frequencies of tapes \((x, 0, i, w_1, w_2)\), with \(i \geq a\), is at least \(1/4\) or the sum of the frequencies of tapes \((x, 1, i, w_1, w_2)\), with \(i\) arbitrary, is at least \(1/4\).

Again we proceed by induction.

Let \(a = 1\). Since there exists a computation even of length \(2^N\), there is at least one pair \(w_1, w_2\), where \(w_2\) is one step after \(w_1\). Hence in the first generation the frequency of tapes with \(i = 0\) is at most \(1 - 2^{-N}\). Due to rules 3 and 4, this decreases after \(N\) steps to \((1 - 2^{-N})^{2^{i+1}}\), which is less than \(1/4\) for \(N\) sufficiently large.

Suppose the claim holds for some \(a < N\). If the sum of the frequencies of tapes \((x, 1, i, w_1, w_2)\) is at least \(1/4\) in the \(aK\)th generation, then it is at least so in the \((a + 1)K\)th generation. Thus suppose that the frequency of tapes \((x, 0, i, w_1, w_2)\) with \(i \geq a\) is at least \(1/4\) in the \(aK\)th generation. Hence for some \(i_0 \geq a\) the frequency of tapes with \(i = i_0\) is at least \(1/4N\).

First suppose that \(i_0 < N\). Again, there exists at least one pair \(w_1, w_2\), where \(w_2\) is \(2^{i_0+1}\) steps after \(w_1\). Let \(w\) be between \(w_2\) and \(w_1\); i.e., \(w\) is \(2^{i_0}\) steps after \(w_1\) and \(w_2\) is \(2^{i_0}\) steps after \(w\). Then, by Claim 1, the frequencies of \((x, 0, i_0, w_1, w)\) and \((x, 0, i_0, w, w_2)\) are at least \(1/4N2^N\); hence \((x, 0, i_0 + 1, w_1, w_2)\)
or \((x, 1, i_0 + 1, w_1, w_2)\) has the frequency at least
\[
\left( \frac{1}{4N2^N} \right)^2 \geq 2^{-(K-1)}
\]
in the \(aK + 1\)st generation. Thus the sum of the frequencies of tapes \((x, 0, i, w_1, w_2)\) with \(i \leq a\) is at most \(1 - 2^{-(K-1)}\). Due to rules 3 and 4 it decreases to
\[
(1 - 2^{-(K-1)})^s \leq \frac{1}{2}
\]
after the next \(K - 1\) generations.

If \(i_0 = N\), then, since \(a < N\), the frequency of tapes \((x, 0, i, w_1, w_2)\) with \(i \leq a\) is at most \(1 - 1/4N\) and this decreases to a value less than 1/2 even sooner.

Thus the claim is proved.

Applying Claim 2 to \(a = N\) we get that in the \(NK\)th generation the sum of the frequencies of tapes with \(i = N\) or \(b = 1\) is at least 1/4. If the frequency of tapes with \(b = 1\) is less than 1/4, then, by Claim 1, the frequency of the tape \((x, b, i, w_1, w_2)\), where \(w_1\) encode the initial configuration of \(M\) on \(x\) and \(w_2\) encode the end configuration of \(M\) on \(x\), is at least \(1/2^{N+2}\). If \(M\) accepts \(x\), then this \(b = 1\); hence this frequency is amplified to at least 3/4 after \(N + 3\) generations. Thus if \(M\) accepts \(x\), then in any case the frequency of this tape \((x, 1, i, w_1, w_2)\) will be at least 3/4 after \(N + 3\) generations. If \(M\) does not accept \(x\), then \(b = 1\) never appears.

Thus we can conclude that the initial population evolves so that after \(O(N^2) = n^{O(1)}\) generations the sum of the frequencies of tapes with \(b = 1\) is at least 3/4, if \(M\) accepts \(x\), and it is 0 otherwise. 

6. REDUCTION TO CROSSING OVER

In this section we show that a general genetic Turing machine can be simulated by a genetic Turing machine which uses only crossing over where positions at which the crossing over is done is determined only by a small neighborhood of it. We shall explain reasons for choosing this model and its relation to alternative models in the last section. As the proof of the main result of this section is very long, we omit proofs of several lemmas. These proofs are mostly straightforward calculations, thus it should not be hard for the reader to reconstruct them; the proofs are available at [7].

Let \(C\) be a set of quadruples of finite strings \((u_1, v_1, u_2, v_2), |u_1| = |v_1|, |u_2| = |v_2|\), in alphabet \(A\). We shall call \(C\) a set of contexts and always assume that it is a finite set. Context sensitive crossing over determined by a set of contexts \(C\) is a transformation of pairs of strings into pairs of strings, which works as follows. Let \(g, h \in A^m\). Starting from the left side, consider the homologous positions in the strings \(g\) and \(h\). If the part before the position ends with \(u_1\) in \(g\) and with \(v_1\) in \(h\), and the part after the position starts with \(u_2\) in \(g\) and with \(v_2\) in \(h\) for some \((u_1, v_1, u_2, v_2) \in C\), then we switch the whole parts after the position and we move to the next position right. Otherwise we just move to the next position to the right. Thus if
\[
\begin{align*}
g_1 &\ g_2 &\ \cdots &\ \cdots &\ g_r &\ \cdots &\ g_i &\ g_{i+1} &\ g_{i+2} &\ \cdots &\ g_s &\ \cdots &\ \cdots &\ g_m \\
h_1 &\ h_2 &\ \cdots &\ \cdots &\ h_r &\ \cdots &\ h_i &\ h_{i+1} &\ h_{i+2} &\ \cdots &\ h_s &\ \cdots &\ \cdots &\ h_m
\end{align*}
\]
and
\[(g_r \ldots g_i, h_r \ldots h_i, g_{i+1} \ldots g_s, h_{i+1} \ldots h_s) \in C,
\]
then we get
\[
\begin{align*}
g_1 &\ g_2 &\ \cdots &\ \cdots &\ g_r &\ \cdots &\ g_i &\ h_{i+1} &\ h_{i+2} &\ \cdots &\ h_s &\ \cdots &\ \cdots &\ h_m \\
h_1 &\ h_2 &\ \cdots &\ \cdots &\ h_r &\ \cdots &\ h_i &\ g_{i+1} &\ g_{i+2} &\ \cdots &\ g_s &\ \cdots &\ \cdots &\ g_m
\end{align*}
\]
Otherwise we just advance
We shall furthermore assume that we can use information about the beginning and the end of the string. E.g., when applying crossing over we can assume that the words always start and end with a special symbol.

One can define another type of context sensitive crossing over as follows. First find all loci that match the quadruples and then we cross over on all these loci. The two types may give different results for the same set of quadruples. However, our simulation uses only cross-overs of a very special type and thus works equally well with both definitions.

Context sensitive crossing over is a special kind of a conservative operator. If \((u_1, v_1, u_2, v_2) \in C\) and \((v_1, u_1, v_2, u_2) \in C\), then we say that the contexts are symmetric. The operator corresponding to symmetric contexts is symmetric.

The rest of the paper will be devoted to the proof of the following theorem.

**Theorem 6.1.** Every genetic Turing machine can be polynomially simulated, for a polynomial number of generations, by a genetic Turing machine using context sensitive crossing over.

Before starting the proof, we give a brief overview. The proof will be an extension of the proof of Proposition 4.1. In that proof we simulated one generation by a round consisting of several steps in which the system developed as a linear system determined by a probabilistic Turing machine and then there was a single step consisting of crossing over in the middle (without any restrictions). Thus it remains to simulate a probabilistic Turing machine. This is done by thinking of a Turing machine as a rewriting system and using some auxiliary tapes as a stock of symbols. To rewrite a tape we replace its part by a homologous part of a suitable auxiliary tape. This can be done by crossing over and we clearly need only a finite set of contexts to ensure that we rewrite according to given rewriting rules.

There are, however, several obstacles to be overcome. First, we cannot force the simulating tapes to mate only with appropriate auxiliary tapes. Thus such a rewriting will be a random process in which only a fraction of tapes will be rewritten. Then some tapes will advance fast, while the others will be slow or do not move at all. To get a correct simulation, we have to prohibit interactions between tapes that simulate different generations. Therefore the information on the number of the simulated generation will be encoded on the tapes. Then we shall use the fact that the age of the simulating tapes is very much concentrated around some value, due to the law of large numbers.

The presence of auxiliary tapes and tapes of different age complicates also the simulation of the crossing over step. Again we cannot force tapes to mate only with simulating tapes of the same age; hence only a part of the tapes will cross over in one generation. Therefore we add some marks to control, if the tapes already crossed over, and run this process for several steps, in order to reduce to minimum the number of those that did not cross over.

In order to control the crossing over phase, we equip the tapes with clocks. The clocks will be simulated in the same way as the Turing machine and we shall again refer to the law of large numbers when arguing that most of them show approximately the same time.

As the proof is long, we split it into several parts. In the first two sections we develop a simulation of Turing machines by crossing over. Then we estimate the rate of mixing in the presence of noninteracting, or weakly interacting, tapes. In the last two sections we describe the simulation and compute estimates on the frequencies of simulating tapes.

### 6.1. Simulation of Turing Machines by Rewriting

Our first goal is to simulate Turing machines by rewriting tapes locally. We shall work with deterministic Turing machines first and then in the next section we observe that the argument can be easily extended to probabilistic Turing machines.

**Rewriting rules** are defined as a finite set of pairs of strings. A pair \((u, v)\) from the set will be called a rule and are written as \(u \rightarrow v\). A **rewriting step** is any transition of the form

\[ wuw' \rightarrow wvw', \]
where \( u \rightarrow v \) is a rule. In our simulation rewriting will be deterministic which means that exactly one rule will be always possible to apply (except, possibly, for the final string). Furthermore we need a very special form of rewriting, namely, that always only one letter is rewritten. This means that the rules have the form

\[
uau' \rightarrow ubu', \tag{11}\]

where \( a \) and \( b \) are just letters from the alphabet in question.

We shall start with the obvious simulation of Turing machine computations where an instantaneous configuration of the machine is encoded by a string which is the content of the tape except that at the position of the head we have a letter that encodes the original symbol and the state of the machine. In this representation one step of the machine is simulated by one rewriting in which two consecutive letters are changed. We can get a more special way of rewriting in a two-element alphabet by representing each letter by a string and simulating one step of computation by a fixed constant number of rewritings.

**Lemma 6.2.** Computations of Turing machines can be simulated by one-letter rewriting in a two-element alphabet with at most constant slowdown.

**Proof.** Suppose we consider strings in an alphabet \( A \). Let rewriting rules be given such that they always rewrite at most two consecutive letters. We take a larger alphabet \( B \) which is the disjoint union of \( A \) and \( A \times A \). We replace each rule \( uxw \rightarrow uyw \) where \( x \neq x', y \neq y' \), are letters, by five rules (which we will write as they will be successively applied)

\[
uxyw \rightarrow u(x, x')yw \rightarrow u(x, x')(y', y')w \rightarrow ux'(y', y')w \rightarrow ux'y'w.
\]

Let us note that the new rewriting system has the following property. If (11) is a rule, then the reverse rewriting \( ubu' \rightarrow uau' \) is not a rule. Now replace \( B \) by \([0, 1]\) and represent each \( a \in B \) as \( 11101110^k a \), \( k \in B \) assigning different numbers to different letters. Then replace each rule (11) by two rules

\[
11101110^k 10^e \rightarrow 11101110^e 10^f \rightarrow 11101110^f 10^k,
\]

where \( c = \min(k, k_b), c + 1 + d = \max(k, k_b), c + 1 + d + 1 + e = |B| \). Due to the property of the intermediate system, for each \( 11101110^e 10^f \) there is at most one rule with this antecedent. □

6.2. Simulation of Turing Machines by Crossing Over

An essential part of the simulation of a general GTM by a GTM with context sensitive crossing over is a simulation of probabilistic Turing machines. Due to the above simulation by one-letter rewriting, the task is easy. First we shall consider deterministic Turing machines.

We start with a set of one-letter rewriting rules in the two-element alphabet \([0, 1]\). Each word \( g \) will be represented twice, once as \( g \) and once as its negative image where we switch 0 with 1. These two versions will have equal frequency. Furthermore we insert some fixed distinguishing words, \( w_{\text{pro}} \) for positive versions and \( w_{\text{pro}} \), for negative versions, of constant length between each two consecutive letters of \( g \) or its negative image. Thus \( g \) will become

\[
g_1 w_{\text{pro}}^+ g_2 w_{\text{pro}}^+ \cdots w_{\text{pro}}^+ g_m, \quad \text{or} \quad g_1 w_{\text{pro}}^- g_2 w_{\text{pro}}^- \cdots w_{\text{pro}}^- g_m.
\]

Such words will be called proper tapes. We need also auxiliary tapes which will have the form

\[
h_1 w_{\text{aux}} h_2 w_{\text{aux}} \cdots w_{\text{aux}} h_m.
\]
Here the word \( w_{\text{aux}} \) has the same length as \( w_{\text{pro}}^+ \) and \( w_{\text{pro}}^- \), but it is different: \( h_1, \ldots, h_m \) are letters. We will call occurrences of bits which do not belong to the distinguishing words information bits. We need not only that \( w_{\text{aux}}, w_{\text{pro}}^+, \text{and } w_{\text{pro}}^- \) are different, but also that there exists a constant \( c_d \) such that for every segment of length \( c_d \) of homologous parts,

1. we can distinguish proper tapes from auxiliary ones and a proper tape corresponding to some positive word \( g \) from a proper tape corresponding to a negative word \( g' \),
2. we can determine which part of such a segment of a proper tape is the information bits \( g_i \) and which is the bits of the distinguishing words \( w_{\text{pro}}^+ \) or \( w_{\text{pro}}^- \).

It is clear that such words can easily be chosen. For instance take \( w_{\text{aux}} = 01111000, w_{\text{pro}}^+ = 01111001, w_{\text{pro}}^- = 01111011, \text{and } c_d = 16. \)

The crossing over rules will correspond to the rewriting rules. Rewriting one symbol will correspond to an exchange of an information bit between a proper tape and an auxiliary tape, provided the bits are different. (This requires two contexts.) A pair of proper tapes or a pair of auxiliary tapes will never interact. Taking a sufficiently large context, any ambiguity can be eliminated. In particular, if we start with a population of some proper and some auxiliary tapes, all subsequent populations will contain only such tapes.

We shall start with \( 1/4 \) of tapes corresponding to the positive representation of the initial configuration of the Turing machine, \( 1/4 \) corresponding to the negative representation of the initial configuration, \( 1/4 \) of auxiliary tapes with all information bits \( 0 \), and \( 1/4 \) of auxiliary tapes with all information bits \( 1 \). The particular choice of auxiliary tapes is not important, we only need that the frequency of information bits at any locus is the same for \( 0 \) and \( 1 \). This arrangement allows us to estimate exactly how the population develops. The point is that the following two properties will be preserved in all generations:

- the subpopulation of proper tapes is symmetric with respect to switching information bits \( 0 \) with \( 1 \);
- the frequency of the information bit \( 0 \) at a particular locus of auxiliary bits will be equal to the frequency of the information bit \( 1 \) at this locus (actually, for the particular choice above, the auxiliary tapes will enjoy the stronger symmetry property of the proper tapes).

This is a direct consequence of the symmetry of the contexts.

The reason for one-letter rewriting is that the speed of simulation will be independent of the content of proper tapes which will be very important later. Namely, in each generation exactly \( 1/4 \) of proper tapes will be changed, as if rewritten in the simulated rewriting system, and the rest will remain the same. This corresponds to Markov’s process where we rewrite a tape with probability \( 1/4 \) and leave it as it is with probability \( 3/4 \).

A probabilistic Turing machine can be described by two sets of rewriting rules, where we apply a rule from the first, resp. second set if the random bit is \( 0 \), resp. \( 1 \). If we start with an initial configuration and follow the rules, there will always be exactly one possibility for rewriting for each of the random bits. To simulate probabilistic machines we use two types of each auxiliary tape distinguished by two different words \( w_{\text{aux}}^0 \) and \( w_{\text{aux}}^1 \), the two types having the same frequency. When rewriting by an auxiliary tape we determine the random bit by the type of the auxiliary tape. As in the case of the simulation of deterministic Turing machines, in each generation exactly \( 1/4 \) proper tapes will be rewritten. Thus we get:

**Lemma 6.3.** After \( t \) generations the relative frequency of proper tapes corresponding to the \( s \)-times rewritten initial tape will be \( \text{B}(t, 1/4) \) (the binomial distribution of dimension \( t \) and mean \( 1/4 \)).

Due to Chernoff-type bounds, the “age” of proper tapes will be very much concentrated around \( 1/4 t \); thus we get a very good simulation of probabilistic Turing machine computations.

### 6.3. Simulation of Uniform Mixing

We would like to mix the rewritten tapes in the same way as in the proof of Theorem 4.1; however, there is an essential obstacle now. The problem is that there are also the auxiliary tapes which always mate with proper tapes; thus we can never achieve uniform mixing of proper tapes. The idea of how to overcome this problem is to label the halves of the proper tapes by several different marks. If we start
with equal marks for both halves, we can distinguish those which already crossed over by observing two different marks at the halves.

We shall make these consideration precise and solve the problem first on an abstract level. Then we shall combine it with the rewriting simulation.

Suppose we have a population \( u : A^2 \rightarrow [0, 1] \) which we want to mix uniformly. Here we use one letter to encode a half-tape, since we do not care about the structure of the half-tapes. Furthermore suppose that we have another element \( \Omega \) which does not interact with the elements of \( A^2 \). This will correspond to the auxiliary tapes and those proper tapes which are not in the crossing over stage. Again we are not interested in the structure of auxiliary and inactive proper tapes at this moment, so we can represent them all by a single element.

We want to define a crossing over like operator so that after a few steps we have a large uniformly mixed subpopulation that can easily be distinguished from the rest. We shall extend the original tapes by adding one of the three labels to each half; i.e., we take \( A' = A \times \{ 0, 1, 2 \} \). (We can take three or more; \( A \) two are not enough as will be clear from the computation.) We shall simulate the original initial population \( u \) by \( x \) defined by

\[
x((a_1, i), (a_2, i)) = \frac{1}{3} u(a_1, a_2),
\]

for \( a_1, a_2 \in A, 0 \leq i \leq 2 \), i.e., for other tapes \( x \) is 0.

Now we define a conservative operator \( \Phi \) on \( G = A' \times A' \cup \{ \Omega \} \) by switching the two parts in \( ((a_1, i), (a_2, i)) \) and \( ((b_1, j), (b_2, k)) \) if \( i \neq j \) and \( i \neq k \) and requiring that in all other cases the tapes do not interact. To avoid confusion, let us write it explicitly. The conservative operator \( \Phi \) will be given by a function \( F : G^2 \rightarrow G^2 \) defined as follows. For \( i \neq j \) and \( i \neq k \)

\[
F(((a_1, i), (a_2, i)), ((b_1, j), (b_2, k))) = (((a_1, i), (b_2, k)), ((b_1, j), (a_2, i)))
\]

and all other pairs do not interact (i.e., \( F(g, h) = (g, h) \)).

When dealing with strings instead of just letters, we shall represent the pairs \( ((g, i), (h, j)) \) as the string \( g_i w_i h_j \), where \( w \) is some fixed constant length word marking the middle of the string. Then the above operator will really be given by a context sensitive crossing over.

Let us denote by

\[
\begin{align*}
E &=_{df} \{ ((a_1, i), (a_2, i)); a_1, a_2 \in A, i \in \{ 0, 1, 2 \} \}, \\
U &=_{df} \{ ((a_1, j), (a_2, k)); a_1, a_2 \in A, j, k \in \{ 0, 1, 2 \}, j \neq k \}.
\end{align*}
\]

We can think of \( x \) as a population on \( G \) where \( x(g) = 0 \) for \( g \in G \setminus E \). In order to describe the evolution given by \( \Phi \) we define two more populations \( y, z \) on \( G \). For \( i \neq j \)

\[
y((a, i), (b, j)) = \frac{1}{6} \left( \sum_{a' \in A} u(a, a') \right) \left( \sum_{b' \in A} u(a', b) \right)
\]

and \( y(g) = 0 \) for all other \( g \)'s.

\[
z(\Omega) = 1
\]

and \( z(g) = 0 \) for \( g \neq \Omega \). The projection of \( y \) onto \( A \times A \) is just the population obtained from \( u \) by uniform mixing. Hence we want to get as large as possible portion of the whole population to be equal to \( y \).

Our initial population will consist of elements of \( E \) and \( \Omega \); more precisely it will be of the form

\[
\nu_0 = \alpha_0 x + \gamma_0 z
\]
with $\alpha_0, \gamma_0 > 0$, $\alpha_0 + \gamma_0 = 1$. In the following lemma we shall show that in all the following generations we will have populations of the form

$$v = \alpha x + \beta y + \gamma_0 z$$

with $\alpha, \beta \geq 0$, $\alpha + \beta + \gamma_0 = 1$ and the coefficient $\alpha$ will decrease exponentially. Since the share of $z$ does not change, it means that gradually $y$ will replace almost all $x$.

**Lemma 6.4.** Applying the operator $\Phi$ to a population of the form $v = \alpha x + \beta y + \gamma z$ with $\alpha, \beta, \gamma \geq 0$, $\alpha + \beta + \gamma = 1$ produces a population of the form $v = \alpha' x + \beta' y + \gamma z$ with

$$0 \leq \alpha' < \alpha \frac{2 + \gamma}{3}.$$  

**Proof.** Omitted. 

Starting with a population where $E$ have frequency $\alpha$ and $U$ have frequency 0, after $t$ generations we obtain a population where the frequency of $U$ will be

$$\geq 1 - \gamma - \alpha \left( \frac{2 + \gamma}{3} \right)^t.$$  

In this way we obtain all except of an exponentially small fraction of proper tapes uniformly mixed (we are disregarding the indices $\{0, 1, 2\}$).

Unfortunately, this is only a rough description of what will happen in the simulation of GTM’s by crossing over. In our simulation not all proper tapes will always be ready for the crossing over stage. They will gradually enter and leave this process. Therefore we need to prove a more complicated statement, whose proof is, however, an easy extension of the above one.

We consider evolution which will be close to the above model, but, strictly speaking, it will not be given by a conservative operator. In fact, the operator will change in time too. We shall describe it by symmetric inheritance coefficients $p_t : G^3 \rightarrow [0, 1]$, where $t$ runs over the generations. We shall think of them as modified inheritance coefficients of $\Phi$ determined by some nonnegative constants $c_i$, $d_i$, and $e_i$. As above, we shall use the distributions $x, y, z$ determined by a fixed given distribution $u$ (see (12), (14), (15)).

We define

$$p_t(\Omega; \Omega; \Omega) = 1 - c_t;$$

$$p_t(\Omega, \Omega; g) = c_t x(g);$$

for $g \in E$ we put

$$p_t(g, \Omega; \Omega) = p_t(\Omega, g; \Omega) = \frac{1}{2} + \frac{\gamma}{2} - \frac{\alpha}{2};$$

$$p_t(g, \Omega; g) = p_t(\Omega, g; g) = \frac{1}{2} - \frac{\gamma}{2} - \frac{\alpha}{2};$$

for $g, h \in E$, $g \neq h$ we put

$$p_t(g, \Omega; h) = p_t(\Omega, g; h) = 0;$$

for $g \in E$, $h \in U$, if $g = ((a_1, i), (a_2, i)), h = ((a_1, i), (b, j)), j \neq i$, we put

$$p_t(g, \Omega; h) = p_t(\Omega, g; h) = \frac{3}{4} e_i \sum_{a \in A} x((a, j), (b, j)) = \frac{3}{4} e_i \sum_{a \in A} u(a, b);$$

symmetrically, if $g = ((a_1, i), (a_2, i)), h = ((a, j), (a_2, i)), j \neq i$, we put

$$p_t(g, \Omega; h) = p_t(\Omega, g; h) = \frac{3}{4} e_i \sum_{b \in A} x((a, j), (b, j)) = \frac{3}{4} e_i \sum_{b \in A} u(a, b);$$

for $g \in E$, $h \in U$ but not of the above form, we put

$$p_t(g, \Omega; h) = p_t(\Omega, g; h) = 0;$$

also for $g, h \in A'$

$$p_t(g, h; \Omega) = 0;$$

$g \in U$ and $\Omega$ do not interact; finally, for $g, g', h \in A'$ we define the coefficients $p_t$ in the same way as in (13), i.e.,

$$p_t(((a_1, i), (a_2, i)), ((b_1, j), (b_2, k)));((a_1, i), (b_2, k))) = 1/2,$$

if $i \neq j, k$ etc.
The meaning of these equations is that a fraction $c_t$ of $\Omega$ is moved to $E$ (with the distribution $x$) and $g \in E$ mating with $\Omega$ partly do not interact, partly $g$ becomes $\Omega$ (fraction $d_t$), and partly an element of $U$ is produced as if $g$ interacted with elements $h \in U$ with the distribution $y$ (fraction $e_t$).

The operators corresponding to $p_t$ will be denoted by $\Psi_t$. We shall show that as long as $c_t$ is kept very small and the frequency of $\Omega$ is bounded away from 1, the part of the distribution given by $x$ will still decrease exponentially.

**Lemma 6.5.** Applying the operators $\Psi_0, \ldots, \Psi_{t-1}$ to a population of the form $v_0 = a_0 x + b_0 y + g_0 z$ with $a_0, b_0, g_0 \geq 0$, $a_0 + b_0 + g_0 = 1$ produces a population of the form $v_s = a_s x + b_s y + g_s z$, $a_s, b_s, g_s \geq 0$, $a_s + b_s + g_s = 1$. If $g_t \leq y \leq 1$ for $0 \leq t < s$, then

$$a_s \leq a_0 \left(\frac{2 + y}{3}\right)^s + \sum_{i=0}^{s-1} c_i.$$

**Proof.** Omitted. ■

### 6.4. Simulation of General Genetic Turing Machines by Crossing Over—Description

Now we are ready to start the proof of Theorem 6.1. We shall use the proof of Proposition 4.1, namely, instead of simulating the original GTM we shall simulate the GTM $M$ constructed in that proof, slightly modified. Namely we shall omit the first bits that were used in order to avoid randomness in the computation. Instead, we shall use probabilistic Turing machines. Furthermore we shall assume that the tape of $M$ has length $2m$ and whenever it encodes $gg\#$, then one occurrence of $g$ is on one half and the other is on the other half. Then the mixing is obtained by crossing over the tapes in the middle. We assume that the alphabet of $M$ is $A = \{0, 1\}$. Thus the GTM $M$ is determined by a probabilistic Turing machine $M_0$ which works on tapes from $A^{2m}$, uses only alphabet $A = \{0, 1\}$, and for some $T$, which is bounded by a polynomial in $m$ and depends only on the input size $m$, it stops on each tape $g$ after exactly $T - 1$ steps producing another tape in $A^{2m}$. $M$ works in rounds of length $T$. The 0th round is a single crossing over operation (with no restrictions, so the halves are uniformly mixed). Then, in each next round, it works as the linear operator given by $M_0$ for $T - 1$ generations; then it applies the quadratic operator of crossing over in the middle. For sake of symmetry, we shall assume that the tapes in crossing over steps are of the form $ggh\#$, $|g\#| = |h\#| = m$, instead of $gh\#$ as in Proposition 4.1.

Moreover we shall think of $M_0$ as a rewriting system, rather than a Turing machine, which rewrites always only one symbol. It is clear from Lemma 6.2 and the proof of Proposition 4.1 that it suffices to simulate only such operators.

We shall denote the simulating machine by $N$. First we shall describe the structure of the tapes which will appear in the simulation (with nonzero frequency). The tapes will be in alphabet $A = \{0, 1\}$ and will have length $n$, an even integer bounded by a polynomial in length of the simulated tape $m$. We shall simulate a polynomial number of rounds $K$.

There will be two main types of tapes—proper and auxiliary—as described in Section 6.2. We shall further split each auxiliary tape into two (thus we have four types altogether): tapes of the first kind will be used to rewrite the left halves of the proper tapes and the tapes of the second kind will be used for the right halves. According to this we shall use four distinguishing words for auxiliary tapes. This will ensure that only one of the halves of a proper tape is rewritten, even if there are places on both halves which can be rewritten. We shall use the simulation of Turing machines described above; thus, always at most one letter of the proper tape is rewritten and at each information bit the frequency of 0’s and 1’s is 1/2 and the frequency of auxiliary tapes is 1/2, equally split between the two types.

The proper tapes will be divided into two segments called *left half-tape* and *right half-tape* which will have the same length and similar structure. The border between them will be called the *crossing over locus*. This will be determined by special subwords *the middle markers*. The two half-tapes will have structure symmetric with respect to the crossing over locus; the actual content may be different. Each half-tape will have two versions where one is obtained from the other one by replacing 0 by 1. The versions of the left half-tapes can mix with the versions of the right half-tapes arbitrarily; thus, we have four versions of each proper tape, each of the four with the same frequency. The contexts will be symmetric with respect to the four versions; therefore, we need only to count the total frequency of all four or just concentrate on one of them.
Now we describe the structure of a half-tape. It contains parts called the simulated tape, the clock, the number of a round, the garbage flag, the crossing over flag, the type flag, and the middle marker. The part for storing the number of a round will be big enough so that it can store numbers up to \(8K\) (this requires only \(O(\log m)\) bits).

We require that the flags and, of course, the middle markers, be in a constant distance from the crossing over locus. In the simulation information must be passed from one simulated tape segment to the other one and from clocks to flags. Since a finite set of contexts cannot be used to jump over more than constant length segments we arrange the clock bits and simulated tape bits so that they interleave regularly. In order to distinguish these two kinds of bits we use two different versions of each of the distinguishing words \(w_{i+1}^{\text{pro}}, \text{and } w_{i+1}^{\text{aux}}\). Otherwise the particular layout of proper tapes does not matter.

Simulated tapes will be encoded in the two parts reserved on the half tapes. Namely the left part encodes the left half-tape of the simulated tape and the right part encodes the right half-tape of the simulated tape. Let \(g \in \mathbb{A}^m\) be a proper tape with \(g_1\) the left half-tape and \(g_2\) the right half-tape; then we denote by \(H(g)\) the tape \(h \in \mathbb{A}^m\) coded by \(g\) and by \(H_1(g_1)\), respectively \(H_2(g_2)\), the left, respectively right, half-tape of \(g_1\), respectively \(g_2\). We assume that the bits of \(H_i(g_i)\) are just certain bits of the part called the simulated tape \(i\) of \(g\).

The garbage and cross-over flags will have two values each, 0 meaning off and 1 meaning on. The type flags will have three values 0, 1, 2, which will be encoded by the \([0, 1]\) alphabet. Initially on each proper tape the two types are equal and all three possibilities occur with the same frequency.

The main complication is that we cannot enforce that all the tapes will simulate the same generation of the original tapes. So we have to encode the information about the generation into each simulating tape. This information will be used to avoid interactions between simulating tapes which simulate different rounds of \(M\). This is the reason for using the flags and the numbers of rounds.

Another complication of a similar nature is that the crossing over is not so efficient if some tapes are not allowed to cross-over. Thus we shall simulate each single crossing over step by several generations and use estimates derived in Section 6.3.

According to this plan we shall distinguish tapes as being in two possible phases: rewriting phase and crossing over phase. As auxiliary tapes do not interact, we only need to describe interactions of proper tapes with proper tapes and interactions of proper tapes with auxiliary tapes. The interaction will depend mainly on the phase. In the rewriting phase a proper tape interacts only with auxiliary tapes and it does it in such a way that it simulates a Turing machine. Thus we shall describe it as a work of a Turing machine on the tape. In the crossing over phase a proper tape interacts both with proper tapes and auxiliary tapes. Again the interaction with auxiliary tapes is a simulation of a Turing machine. Let us recall that we shall use a conservative GTM; hence, we can think of the system as if the tapes evolved.

In both phases we shall use clocks. The clocks are simply Turing machines which make a certain number of steps and then they switch flags. The number of steps is a constant depending only on \(m\) whose value will be determined below in the computation. Note that each clock is entirely on one half-tape and it advances only using some auxiliary tapes; hence, the running time of the clock is not influenced by crossing over in the crossing over locus. Due to the use of two separate classes of auxiliary tapes the two clocks on a proper tape in a rewriting phase run independently. The precise meaning of these intuitive statements will be explained in the next section.

Here is a description in more details. Fix positive integer parameters \(\Delta\) and \(C\) whose value will be determined later. In the initial population all proper tapes simulate the initial simulated population. Namely the relative frequency of proper tapes \(g\) such that \(H(g) = h\) is equal to the frequency of \(h\) in the initial simulated population. The numbers of rounds and the clocks are set to 0. The garbage flags are off, the crossing over flags are on. The two type flags are equal on each proper tape and the three possibilities occur with the same frequency independent of the remaining content of the tapes. The simulation starts with a crossing over phase and then the crossing over and rewriting phases alternate.

**Rewriting phase.** Let \(g\) be a proper tape with half-tapes \(g_1\) and \(g_2\). The phase will start when both crossing over flags are turned off. Switching the second crossing over flag off will initiate rewriting which will simulate a Turing machine \(N_0\) which does the following:
it runs left clock for 16Δ time units (=number of bit rewritings); this will be called the 1st synchronization phase;

2. it checks if the two round numbers are the same;

3. it checks if the types of the half-tapes are different;

4. if both are true, then it continues, otherwise it puts the garbage flags on and stops;

5. it simulates one step of the computation of the machine $M_0$ on the tape $(H_1(g_1), H_2(g_2)) \in A^{2m}$;

6. it increments the number of a round by one in both halves;

7. it sets the clocks to zero;

8. it rewrites both type flags to $k$, where $k$ is the unique element of $\{0, 1, 2\}$ different from the types of the two half-tapes;

9. it runs the left clock for 2Δ time units; this will be called the 2nd synchronization phase;

10. it sets the crossing over flags on.

Note that the machine $N_0$ must be designed so that it starts its computation in a constant distance from the crossing over locus and the last action of it is to set the second crossing over flag on. In this way it is ensured that there is always exactly one bit on a tape in a rewriting phase which can be rewritten. We shall run the simulation only for a limited number of steps, so we can take size of the number of rounds registers so big that the machine never reaches the maximal value.

**Crossing over phase.** The phase will start when both crossing over flags are turned on. The half-tapes contain images of simulated half-tapes. Switching the crossing over flag off will initiate rewriting which will simulate a Turing machine $N_{1,l}$ on the left half-tape and a Turing machine $N_{1,r}$ on the right half-tape. Each of the machines does the following:

1. it advances its clock,

2. when the time $C$ (the time reserved for crossing over) is reached on the clock, then it switches the crossing over flags off.

Again we assume that rewriting of the clocks starts and ends near the crossing over locus, so that there are always exactly one bit on the left half-tape and exactly one bit on the right half-tape which can be rewritten.

Furthermore proper tapes will cross over if certain conditions are satisfied. The conditions for crossing over are given by appropriate flag settings of the flags of the two tapes:

1. the garbage flags of both tapes are off,

2. the crossing over flags of both tapes are on,

3. the type flags are as described in Section 6.3; i.e., on one tape they are $i, i$ and on the other $j, k$ with $i \neq j, k$.

As the flags are in constant distance from the crossing over locus which is determined by the crossing over marker, these conditions can be defined as a finite set of contexts.

**Garbage tapes.** Once some garbage flag is set on, the proper tape will not interact with other tapes. We require that switching the garbage and crossing over flags is done always in one step. This is easy to accomplish by one rewriting (i.e., crossing over with an auxiliary tape), since these flags can be coded by single bits. When switching from a rewriting phase to a crossing over phase we need to switch both crossing over flags, so this is done in two steps.

Note that we use two crossing over flags and two garbage flags only in order to have some symmetry between the half-tapes. We could also do with only a single crossing over flag and a single garbage flag.

We denote by $R$ the number of rewritings needed to complete a rewriting phase for the machine $N_0$, $C$ is the number of rewritings needed to complete a crossing over phase for the machines $N_{1,l}$ and $N_{1,r}$; we assume that both machines need the same time. These numbers depend only on the input size; they do not depend on the round of the computation.

Let us observe that always $1/8$ of the proper tapes in a rewriting phase and $1/8$ of the half-tapes in a crossing over phase will be rewritten (the factor is $1/8$ instead of $1/4$ as we have different auxiliary tapes for different halves).
6.5. Simulation of General Genetic Turing Machines by Crossing Over—Computation

First we shall prove that the simulation is correct in the sense that the relative frequencies of tapes with fixed additional information are the same as the frequencies of simulated tapes at some stage. Then we shall show that in each generation of the simulation almost all proper tapes simulate original tapes of some particular generation. However, to prove that we have to show that also half-tapes simulate the corresponding halves in crossing over generations. Recall that given a population of tapes, the frequency of a right (resp. left) half-tape \( g \) is the sum of the frequencies of tapes of the form \( (g, h) \) (resp. \( (h, g) \)).

We call a proper tape synchronized if both numbers of rounds are the same. A proper tape is simulating if it is synchronized and not garbage. A half-tape is simulating if it is a part of a nongarbage proper tape in a crossing over phase; we do not require that it is synchronized. In fact, nonsynchronized tapes may cross-over to produce synchronized tapes again. Note that once a nonsynchronized tape enters a rewriting phase its garbage flag will be switched on before it can enter another crossing over phase. A nonsynchronized tape has necessarily different types; therefore, according to the rules, it can cross-over only with a tape with both types equal, hence synchronized.

We will define a parameter of a proper tape, resp. half-tape, which determines the simulated generation and which also enables us to separate the information about the simulated from the rest. The age of a simulating tape \( g \) in a rewriting phase is the triple \((0, r, j)\) where \( r \) is the number of the round and \( j \). \( 0 \leq j < R \), is the number of steps that \( N_0 \) needs to produce \( g \) from a tape obtained in a crossing over phase. The age of a left (resp. right) half-tape in a rewriting phase (means rewriting flag on) is a triple \((1, r, j)\) where \( r \) is the number of the round and \( j \). \( 0 \leq j < C \) is the number of steps that \( N_{1,t} \) (resp. \( N_{1,v} \)) needs to produce \( g \) from a tape obtained in a rewriting phase, (i.e., \( j \) is essentially the time on the clock). Let us note that this is a correct definition, since \( N_0 \), \( N_{1,t} \), and \( N_{1,v} \) always use the same time on any initial configuration before they stop. Hence they cannot reach an intermediate configuration using computations of different lengths.

Recall that we have two versions for each half-tape—the positive one and the negative one; thus we have four versions of proper tapes. All four versions occur with the same frequency, so we can ignore the distinction between them. Furthermore, we have three types for each half-tape. So each half-tape \( g \) has six possible types storing the same information. The crossing over rules ensure that the symmetry between positive and negative tapes is preserved in each generation. In the same way the symmetry is preserved for types in the sense that we can permute the types \( 0, 1, 2 \) without affecting the frequency. Note, however, that the ratio of those tapes with both types equal to those with different types on half-tapes will vary. By the definition of the simulating operator the proper tapes which will appear in the simulation with nonzero frequency will be only tapes which can be produced from initial tapes using computations of the machines \( N_0 \), \( N_{1,t} \), and \( N_{1,v} \) and the crossing over described above.

We describe explicitly how the types are changed during the rewriting phase. To change a pair \((i, j)\) to \((k, k)\) (where \( \{0, 1, 2\} = \{i, j, k\} \)) we first mark \( k \) to a separate place, then erase successively \( i \) and \( j \), then write \((k, k)\) to the appropriate position, and finally erase the extra stored \( k \). Until both \( i \) and \( j \) are erased, the information about them is present, so we shall think of the tape as being of type \((i, j)\). After that we shall say that it is of type \((k, k)\).

Observe that each rewriting either simulates rewriting of the simulated tape, advances a clock, or switches a flag. Thus we get:

**Fact.** A simulating tape \( g \) in a rewriting phase is uniquely determined by the simulated tape \( H(g) \), the age, the types of the half-tapes \( (0/1/2) \), and the versions of the half-tapes (positive–negative). Left (resp. right) half-tape \( g_1 \) (resp. \( g_2 \)) in a crossing over phase is uniquely determined by the simulated half-tape \( H_1(g_1) \) (resp. \( H_2(g_2) \)), the age, the type, and the version.

In order to have simpler correspondence between the age of a simulating tape and the number of the simulated generation, we assign the age to the simulated generation of \( M \) in a similar way. Thus the round \( r \) will have ages \((0, r, 0)\), \((0, r, 1)\), \((0, r, 2)\), \ldots, \((0, r, T−2)\) in the rewriting phase, which correspond to the computation steps of \( M_0 \); then there will be just one crossing over age \((1, r, 0)\). After crossing over follows age \((0, r + 1, 0)\) and so on. Since the simulating machine \( N_0 \) does more than \( M_0 \) (it checks the flags and the numbers of rounds), it will need more steps to simulate \( M_0 \), however only polynomially more. Let \( s \) be the function such that \( s(j) \) is the number of steps of \( N_0 \) which have been
simulated after $j$ steps of $N_0$. E.g., during the checking and synchronization periods the function will be constant.

We shall show that if we fix all parameters (age, types, versions) of a simulating tape in a rewriting phase, then its frequency is equal to the frequency of the simulated tape in the corresponding simulated generation. For half-tapes, we need a slightly stronger statement, namely that this is true even if we fix the other half-tape.

**Lemma 6.6.** Fix integers $1 \leq r \leq K$, $0 \leq t \leq 8K$. Consider only positive half-tapes and proper tapes with both half-tapes positive (the same holds true for the other versions of half-tapes and proper tapes).

1. Let furthermore an age $(0, r, k), 0 \leq k < R$, and a pair of types $(i, j)$ be fixed. Suppose that in the $t$th generation of the frequency of such simulating tapes is nonzero. Then the relative frequency of such a tape $g \in A^n$ among all tapes of this age and type in generation $t$ is equal to the frequency of the simulated tape $H(g) \in A^{2m}$ in generation $(0, r, s(k))$.

2. The same holds for an age $(1, r, k), 0 \leq k < C$ and tapes of type $(i, i)$.

3. Fix a right half-tape $g_2$ in a crossing over phase, a type $i$ different from the type of $g_2$, and an age $(1, r, k), 0 \leq k < C$. Suppose that in the $t$th generation the tapes which are in crossing over phase and whose left half-tape has age $(1, r, k)$ and whose right half-tape is $g_2$ occur with a nonzero frequency. Then the relative frequency of a half-tape $g_1$ from such proper tapes among all such half-tapes is equal to the frequency of the left half-tape $H_2(g_1)$ in the simulated population in the generation of age $(1, r, 0)$.

4. The same holds for right half-tapes.

5. Let furthermore an age $(1, r, k), 0 \leq k < C$, and a pair of types $(i, j)$ be fixed, where $i \neq j$. Suppose that in the $t$th generation the frequency of such simulating tapes is nonzero. Then the relative frequency of such a tape $g \in A^n$ among all tapes of this age and type in generation $t$ is equal to the frequency of the simulated tape $H(g) \in A^{2m}$ in generation $(0, r + 1, 0)$.

(We remark that the distribution of left half-tapes is the same as the distribution of right half-tapes in the simulated system, so the same will be true about the simulating system. However we shall not use this property in proving the correctness of the simulation.)

**Proof.** We shall prove the lemma by induction on $t$.

For $t = 0$ all proper tapes of $N$ code the tapes of the machine $M$ in the initial configuration. Then the relative frequency of a $g$ among proper tapes is equal to the frequency of $H(g)$ by definition.

Let $t > 1$. Let an age $(0, r, k)$ and a pair of types $(i, j)$ be fixed. If $r = 1, k = 0$; then tapes of age $(0, r, k)$ are the initial tapes. As they cannot be produced from others, they are the remainder of those which there were at the 0th generation. Since rewriting does not depend on the content of the tape their frequencies will decrease at the same speed.

Now consider an age $(0, r, k)$ with $k > 0$. Using the fact that rewriting does not depend on the content of the tapes we infer that the frequency of such proper tapes is $7/8$ of their frequencies in generation $t - 1$ and $1/8$ of the frequencies of the proper tapes of age $(0, r, k - 1)$ in generation $t - 1$. Thus the statement (1) follows from the induction assumption for the ages $(0, r, k)$ and $(0, r, k - 1)$. If $k = 0$ and $r > 1$ we use the induction assumption for $(0, r, k)$ and $(1, r - 1, C - 1)$.

The same argument proves the induction step for an age $(1, r, k), 0 \leq k < C$ and tapes of type $(i, i)$, i.e., statement (2).

A similar argument can be applied to half-tapes in crossing over phase. Fix an age $(1, r, k)$ and a right half-tape $g_2$. Let $g_1$ be a left half-tape of age $(1, r, k)$. Then the tape $g_1 g_2$ was produced from tapes of generation $t - 1$ in one of the following four ways:

1. by crossing over $g_1 h$ with $g_2$, for some $g, h$;
2. by rewriting the left clock in some $g_1 g_2$;
3. by rewriting the right clock in some $g_1 g_2$;
4. from the same tape $g_1 g_2$ which did not interact.

In all four cases the operation does not depend on the simulated half-tape $H_1(g_1)$. Thus we only need to check that the frequency of the half-tape is correct in generation $t - 1$. In the first case, if the type of
g_2 h is (i, i), it follows from the induction assumption (2). If the type is (i, j), for some j \neq i, and in all other cases we use the statement (3).

(4) follows by symmetry.

As shown above (Section 6.3), the type flags ensure uniform mixing of half-tapes. This means that in the subpopulation of tapes in crossing over phase with different types on the half-tapes, the frequency of a tape is the product of the relative frequencies of the half-tapes. Clearly this ensures that the subpopulation of synchronized tapes will also be uniformly mixed. This and the induction assumption give the statement (5) exactly in the same way as above.

Now we have to set parameters of the construction and prove that simulating tapes have frequency bounded from below by a positive constant.

First we observe that the ratio of the number of the simulated rounds \(K\) to the length of the rewriting phase \(R\) can be an arbitrary polynomial. This is because, on the one hand, we can artificially increase \(R\) by letting the machine \(N_0\) just count to a given number, or, on the other hand, we can simulate more rounds and thus increase \(K\).

We set

\[ \Delta = K^4, \quad R = 64K^4, \quad C = 4K^4. \]

A proper tape will need eight \(R\) generation for rewriting in the average; a half-tape will need eight \(C\) generation to switch the crossing over flag off. Thus a typical number of generations for a round will be \(8(R + C)\). However we need to know that most of the proper tapes are in some definite state. Therefore we shall split the time scale differently. Let

\[ t_r =_{df} 8(R + C)(r - 1), \]
\[ t_r^{(0)} =_{df} t_r + 8\Delta, \]
\[ t_r^{(1)} =_{df} t_r + 8R - 8\Delta, \]
\[ t_r^{(2)} =_{df} t_r + 8R + 8\Delta, \]
\[ t_r^{(3)} =_{df} t_{r+1} - 8\Delta. \]

Furthermore we define error parameters:

\[ \Delta_r^{(i)} =_{df} \frac{4(r - 1) + i + 1}{4} K^3, \quad r = 1, \ldots, K, \quad i = 0, 1, 2, 3. \]

Note that \(\Delta_r^{(i)} \leq \Delta\) for all \(r, i\) in the given range. We shall say that a tape has an age \((i, r, t \pm d)\) if it has age \((i, r, s)\) for some \(s\) such that \(t - d \leq s \leq t + d\).

**Lemma 6.7.** There exists an \(\varepsilon > 0\) such that for every sufficiently large \(n\) and

\[ \varepsilon_r^{(i)} =_{df} \exp(-\varepsilon K^2 + 2(4r + i)) \]

the following holds for \(r = 1, \ldots, K\).

1. In generation \(t_r^{(0)}\) at least \(1 - \varepsilon_r^{(0)}\) proper tapes simulate generation \((0, r, 0)\) and have age \((0, r, \Delta \pm \Delta_r^{(0)})\).
2. In generation \(t_r^{(1)}\) at least \(1 - \varepsilon_r^{(2)}\) proper tapes simulate generation \((1, r, 0)\) and have age \((0, r, R - \Delta \pm \Delta_r^{(1)})\).
3. In generation \(t_r^{(2)}\) at least \(1 - \varepsilon_r^{(2)}\) proper tapes have both half-tapes of age \((1, r, \Delta \pm \Delta_r^{(2)})\) and simulate half-tapes of generation \((0, r + 1, 0)\).
4. In generation \(t_r^{(3)}\) at least \(1 - \varepsilon_r^{(3)}\) proper tapes simulate generation \((0, r + 1, 0)\) and both their half-tapes have age \((1, r, C - \Delta \pm \Delta_r^{(3)})\).

We shall use the following trivial corollary of Chernoff’s bound.
LEMMA 6.8. Let $X, Y_1, \ldots, Y_t$ be independent random variables and let $Y_1, \ldots, Y_t$ be Bernoulli variables with mean $\alpha$. Let $a_1 \leq a_2$ and $\Delta > 0$ be given. Then

$$
\text{Prob}\left( a_1 + \alpha t - \Delta < X + \sum_{i=1}^{t} Y_i < a_2 + \alpha t + \Delta \right) \geq \text{Prob}(a_1 < X < a_2) - 2 \exp\left(-c_\alpha \frac{\Delta^2}{t}\right),
$$

where the constant $c_\alpha$ depends only on $\alpha$.

Proof of Lemma 6.7. Let $\varepsilon > 0$ be sufficiently small and $n$ sufficiently large. The actual bounds can easily be computed from the bounds below. We shall use induction. As in the statement of the lemma, we shall count the relative frequencies among the proper tapes.

1. Consider the generation $t_0^{(0)} = 8\Delta$. Then all proper tapes are still in the first rewriting phase, so they have ages of the form $(0, 1, t)$. As shown above, $t$ has binomial distribution $B(8\Delta, 1/8)$. Hence the frequency of those which are in the interval $\Delta \pm \Delta_0^{(0)}$ is at least

$$1 - 2 \exp\left(-c_{1/8} \frac{(\Delta_0^{(0)})^2}{\Delta}\right) = 1 - \exp\left(-\frac{c_{1/8} K^2 + \ln 2}{16}\right) \geq 1 - \exp\left(-\frac{c_{1/8} K^2 + 2}{16}\right),$$

which is at least $1 - \varepsilon_0^{(0)}$, if $\varepsilon$ is sufficiently small. All these tapes are still in the first synchronization phase (i.e., only the clock is running), hence, by Lemma 6.6, they simulate the initial population.

2. Consider the generation $t_0^{(1)}$. Suppose the statement (1) holds true for $t_0^{(0)}$. As above, we can think of tapes in a rewriting phase as being randomly independently rewritten with probability $1/8$. One rewriting means advancing the age by one unit. Thus it suffices to estimate the contribution of the proper tapes whose age was $(0, r, \Delta \pm \Delta_r^{(0)})$ in the generation $t_0^{(0)}$ to the frequency of tapes of age $(0, r, R - \Delta \pm \Delta_r^{(1)})$ in the generation $t_0^{(1)}$. Using Lemma 6.8 we get that this frequency is:

$$1 - \varepsilon_0^{(0)} - 2 \exp\left(-c_{1/8} \frac{(\Delta_r^{(1)} - \Delta_r^{(0)})^2}{t_r^{(1)} - t_r^{(0)}}\right) \geq 1 - \varepsilon_r^{(0)} - 2 \exp\left(-\frac{c_{1/8} K^2}{1984}\right). \quad (16)$$

If $\varepsilon$ is sufficiently small, it is

$$1 - 3\varepsilon_r^{(0)} = 1 - 3 \exp(-\varepsilon K^2 + 2 \cdot 4r) = 1 - \exp(-\varepsilon K^2 + 2 \cdot 4r + \ln 3)$$

$$\geq 1 - \exp(-\varepsilon K^2 + 2 \cdot 4r + 2)) \geq 1 - \varepsilon_r^{(1)}.$$

This gives us the statement (2).

3. We would like to use the same argument as above for $t_r^{(2)}$, but the age of a half-tape is not defined during the rewriting phase. We are interested only in tapes which are descendants of the proper tapes which had age $(0, r, R - \Delta \pm \Delta_r^{(1)})$ in generation $t_0^{(1)}$ and we want to investigate them in the interval $[t_r^{(1)}, t_r^{(2)}]$. Such tapes are in the second synchronization phase of the rewriting phase (i.e., only the left clock is running) and they gradually enter the crossing over phase. In this period the simulated tape parts of the half-tapes do not change. For the left half-tapes of the tapes which are in the second synchronization phase we can easily extend the concept of the age, since the left clock is used in the synchronization phases. Namely, it will be the age of the proper tape whose part they are. To get the statement (3) for left half-tapes we consider the projection of the population to the left half-tapes and argue exactly in the same way as we did in 1 and 2 in the case of the proper tapes.

To handle right half-tapes we shall mentally assign a clock to the right half-tapes which are parts of proper tapes in the second synchronization phase. The clock will be identical with the clock on the left half-tape. Then we use the same argument as for the left half-tapes. Mathematically it means that we simulate the population of the right half-tapes by pairs consisting of the half-tape $g_2$ and a number $t$ which is the time on a clock. The frequency of a half-tape $g_2$ is the sum of the frequencies of pairs $(g_2, t)$ for $t$ running over all possible values. $g_2$ is constant and $t$ is determined by a binomial distribution. When the proper tape enters the crossing over phase, we replace the pair by the actual half-tape.
It remains to consider generations \( r^{(0)} \) for \( r > 0 \) and generations \( r^{(3)} \). These statements can be proven in a similar manner; thus we leave them to the reader (see also [7]).

To conclude the proof of Theorem 6; observe that we only need to simulate the generations \((1, r, 0)\), since only these generations were used to simulate a general GTM in the proof of Proposition 4.1. The simulation of the generations \((1, r, 0)\) have been proved in Lemma 6.8 (2); thus we are done.

7. OTHER MODELS

In this paper we have studied genetic systems that evolve autonomously, meaning that there is no selection. (In the formalism that we use it means that the survival operator is constantly 1.) We have studied also a subclass of such systems based on (homologous) crossing over. We have shown that when crossing over depends on context, the systems display complex behavior meaning that they are able to simulate parallel computations. In case of systems based on crossing over, the only other alternative seems to be systems where crossing over is completely random, i.e., not dependent on the context or locus. More precisely, this is the other extreme in the spectrum of the combinations of context dependent and random crossing overs. The behavior of completely random crossing over systems seems to be rather simple. Such a system converges quickly to the equilibrium which is determined by the frequencies of symbols on loci [8].

It is, of course, important to study genetic systems where selection is also involved. Such systems may show complex behavior even if recombination is based on completely random crossing over. This particular type of systems is the one that is mostly used in genetic algorithms and it may be the right approximation of natural genetic systems. Whether or not such systems can simulate parallel computations (simulate \( \text{PSPACE} \) in polynomial time) is an open problem.

Which of the phenomena mentioned above play the key role in natural genetic systems is not known. We know that crossing over does depend on context in some cases [12], but we do not know why. We ought to study all reasonable models until we are able to determine the right one.
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