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Abstract

In this paper, we establish several algorithms for parallel chaotic waveform relaxation methods for solving linear ordinary differential systems based on some given models. Under some different assumptions on the coefficient matrix $A$ and its multisplittings we obtain corresponding sufficient conditions of convergence of the algorithms. Also a discussion on convergence speed comparison of synchronous and asynchronous algorithms is given.
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1. Introduction

In the area of simulation of large electrical circuits the equation describing the circuit often yields an $m$-dimensional stiff initial value problem

$$x'(t) = f(t,x(t)), \quad x(0) = x_0$$

with $t \in [0,T]$, $x \in C^1([0,T];R^m)$, $f \in C([0,T],R^m;R^m)$, $x_0 \in R^m$. If one has to simulate a very large scale integrated (VLSI) circuit, the dimension of the problem can be in the millions. One must solve an $m$-dimensional system of equations at each timepoint before advancing to the next timepoint. In the beginning of the 1980s a new approach for solving these problems was developed at the Electronic Research Laboratory at Berkeley that circumvents these difficulties. In this approach, called the
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waveform relaxation algorithm, the full system is decomposed into smaller subsystems, which can be solved independently by different processors on a parallel computer. The subsystems are integrated over certain time intervals, the so-called windows. Inputs from other subsystems are taken from the previous iteration. By using a parallel computer, multisplitting methods were first introduced in [13] for solving large linear system of equations. Up to now, in general, there are two modes of parallel multisplitting iterations for solving not only large systems of linear algebraic equations but large systems of ordinary differential equations as well. One is synchronous and another one is chaotic (asynchronous).

The parallel multisplitting synchronous iterative method was first introduced in [13] on a parallel computer and so far there are many papers [2,15] to investigate and modify such a topic. In this mode the computational load of an iteration is divided in some way (for example, pointwise or blockwise) among the available processors, and it is assumed that the processors exchange all necessary information of the current iteration before a new iteration can begin. One of the main disadvantages of the synchronous method is the speed of computation is limited to that of the slowest processor (or that which has the most computational load), so that the fastest processor (or that which has less computational load) spends considerable amounts of time in an idle or wait status.

The second mode, which can avoid loss of time and efficiency in processor utilization, is the chaotic (asynchronous) in which the computation and communication are carried out on the various processors completely independently of the progress on other processors. This chaotic iterative method of complete independence of each processor was first presented in [6] (for point iterative schemes). Later many researchers then have developed this approach, such as [3,11,16], from several different ways in this aspect but only for large linear algebraic systems. In this paper we want to use the mode in waveform relaxation algorithm for large systems of ordinary differential equations.

We restrict ourselves to linear problems; this means that we are dealing only with linear \( m \)-dimensional initial problems which are given by

\[
x'(t) + Ax(t) = f(t), \quad x(0) = x_0
\]

with \( t \in [0, T] \), \( x \in C^1([0, T]; \mathbb{R}^m) \), \( f \in C([0, T]; \mathbb{R}^m) \), \( A \in \mathbb{R}^{m \times m} \). The decoupling process can mathematically be described by a splitting of the matrix \( A \) as

\[
A = M - N.
\]

The waveform relaxation algorithm is given by the iteration

\[
x_{n+1}'(t) + Mx_{n+1}(t) = Nx_n(t) + f(t), \quad x_{n+1}(0) = x_0.
\]

As a starting function for \( x_0 \) usually constant initial values are chosen, i.e., \( x_0(t) \equiv x_0 \). Iteration (3) is solved not only for one timepoint but for a fixed time interval \( [0, T_0] \) which is usually a subset of the domain of integration \( [0, T] \). After convergence has occurred on the window \( [0, T_0] \) one proceeds to the next window \( [T_0, T_1] \) until finally the end of the domain of integration \( T \) is reached.

It is worthy of remark that in [4,9,14], the authors used an overlapping method and an implicit integration method by parallel multisplitting, which are all synchronous, for solving (1) and obtained the convergence of the method, in which the matrix \( A \) in (1) is only an M-matrix.

The main purpose of this paper is to establish three parallel chaotic algorithms based on some given models in [3,11,16] for solving linear ordinary differential systems (1), in which the matrix
A can be an H-matrix, and investigate the corresponding convergence of these algorithms. Also a discussion on convergence speed comparison of synchronous and asynchronous algorithms will be given.

2. Notation and algorithms

Let us first introduce some of the notation and terminology [1] which will be used in this paper. For $x = (x_1, x_2, \ldots, x_m) \in R^m$ and $A = (a_{ij}) \in R^{m \times m}$, then by $x \geq 0$ we mean that $x_i \geq 0$ for $i = 1, \ldots, m$, and by $A \succeq 0$ that $a_{ij} \geq 0$ for $i, j = 1, \ldots, m$, in which case we say that $x$ and $A$ are nonnegative. For $A, B \in R^{m \times m}$, we write $A \leq B$ if $a_{ij} \leq b_{ij}$ hold for all entries of $A = (a_{ij})$ and $B = (b_{ij})$.

By $|A| = (|a_{ij}|)$ we define the absolute value of $A \in R^{m \times m}$, it is a nonnegative matrix satisfying $|AB| \leq |A| \cdot |B|$. The notation $\langle A \rangle = (\langle a \rangle_{ij})$ represents the comparison matrix of $A \in R^{m \times m}$ where

$$
\langle a \rangle_{ij} = \begin{cases} 
|a_{ij}| & \text{if } i = j, \\
-|a_{ij}| & \text{if } i \neq j.
\end{cases}
$$

A matrix $A = (a_{ij}) \in R^{m \times m}$ is an M-matrix if it is nonsingular with $A^{-1} \succeq 0$ and $a_{ij} \leq 0$ for all $i \neq j$. It is an H-matrix if $\langle A \rangle$ is an M-matrix, and an L-matrix if $a_{ii} \geq 0$ for $i = 1, \ldots, m$, and $a_{ij} \leq 0$ for all $i \neq j$.

A splitting (2) of a matrix $A$ is called a nonnegative splitting if $M^{-1}N \succeq 0$ and an M-splitting if $M$ is an M-matrix and $N \succeq 0$. For any integer $L \geq 2$ a multisplitting of $A \in R^{m \times m}$ is a collection of $L$ triples $(M_l, N_l, E_l)$ of $m \times m$ real matrices, $l = 1, 2, \ldots, L$, for which each $E_l$ is nonnegative diagonal, each $M_l$ is invertible and the equations

$$
A = M_l - N_l, \quad l = 1, 2, \ldots, L
$$

and

$$
\sum_{l=1}^{L} E_l = I
$$

are satisfied.

We can now split the matrix $A$ $L$ times and we will take the right-hand side as input. $y_{l,n+1}(t)$ will denote the unknowns of the $l$th splitting. We then have

$$
y_{l,n+1}(t) + M_l y_{l,n+1}(t) = N_l x_n(t) + f(t), \quad l = 1, \ldots, L,
$$

$$
y_{l,n+1}(0) = x_0.
$$

Relation (6) can represent the $l$th subsystem. In the case of synchronous communication, after having solved each subsystem since there is no iteration between two different subsystems we compute a new approximation to the solution of (1) by

$$
x_{n+1}(t) = \sum_{l=1}^{L} E_l y_{l,n+1}(t).
$$
Now we consider the case of asynchronous (chaotic). We can denote
\[ y_{l,n+1}(t) = F_{l,(n,t)}(x_n(t), t). \]  \hspace{1cm} (8)

We point out that there are many methods, such as semi-implicit mid-point rule or implicit Euler method, for solving problem (8).

For a nonnegative integer \( \mu_{l,n} \), in which \( l \), the number of the processor and \( n \), the index of the iteration step, let
\[ F_{l,n}^{\mu_{l,n}} = \begin{cases} F_l \cdot F_l \cdots F_l, & \mu_{l,n} \geq 1, \\ I, & \mu_{l,n} = 0. \end{cases} \]

The \( F_{l,n}^{\mu_{l,n}} \) is the \( \mu_{l,n} \)th composition of the affine operator.

Using the above notation, (8) and some given models in [3,5,9,11,16] we can now describe three algorithms based on the parallel chaotic waveform relaxation method.

Algorithm 2.1.
\begin{enumerate}
  \item initialize
  \[ x_0(t) \equiv x_0 \quad \forall t \in [0, T] \]
  \[ n := 0 \]
  \item repeat
    \item solve for \( l = 1, 2, \ldots, L \) \{in parallel\}
    \[ Y_{l,n+1}(t) := F_{l,n}^{\mu_{l,n}}(x_n(t), t), \quad Y_{l,n+1}(0) = x_0, \quad \mu_{l,n} \geq 1 \]
    \[ x_{n+1}(t) := \sum_{l=1}^{L} E_l Y_{l,n+1}(t) \]
    \[ n := n + 1 \]
  \item until convergence
\end{enumerate}
End of algorithm

Here \( \mu_{l,n} = \lfloor (\max_{1 \leq l \leq L} \tau_{l,n}) / \tau_{l,n} \rfloor \), \( l = 1, 2, \ldots, L \), with \( \tau_{l,n} \) being the computing time of the \( l \)th processor for \( n \)th iteration. For example, by letting \( L = 5 \), \( \tau_{1,n} = 0.125 \), \( \tau_{2,n} = 1 \), \( \tau_{3,n} = 0.5 \), \( \tau_{4,n} = 0.325 \), and \( \tau_{5,n} = 0.25 \), we obtain \( \mu_{1,n} = 8 \), \( \mu_{2,n} = 1 \), \( \mu_{3,n} = 2 \), \( \mu_{4,n} = 3 \), \( \mu_{5,n} = 4 \).

We point out the algorithm in [11] is only the special case of the above algorithm when \( \mu_{l,n} = 1 \).

By using a suitable positive relaxation parameter \( \omega \), we then get the following relaxed algorithm which is based on Algorithm 2.1:

Algorithm 2.2.
\begin{enumerate}
  \item initialize
  \[ x_0(t) \equiv x_0 \quad \forall t \in [0, T] \]
  \[ n := 0 \]
  \item repeat
    \item solve for \( l = 1, 2, \ldots, L \) \{in parallel\}
    \[ Y_{l,n+1}(t) := F_{l,n}^{\mu_{l,n}}(x_n(t), t), \quad Y_{l,n+1}(0) = x_0, \quad \mu_{l,n} \geq 1 \]
    \[ x_{n+1}(t) := \omega \sum_{l=1}^{L} E_l Y_{l,n+1}(t) + (1 - \omega) x_n(t), \quad \omega > 0 \]
    \[ n := n + 1 \]
  \item until convergence
\end{enumerate}
End of algorithm
Next, we will consider the more complicated situation, which is similar to Algorithm 2 in [11,16]. In this case the following new terminology is necessary. A sequence of sets $Q_n$ with $Q_n \subseteq \{1, \ldots, L\}$ is admissible if every integer $1, \ldots, L$ appears infinitely often in the $Q_n$, while such an admissible sequence is regulated if there exists a positive integer $J$ such that each of the integers $1, \ldots, L$ appears at least once in any $J$ consecutive sets of the sequence. Assume that $\{Q_n\}$ is admissible and regulated, then we can get the following algorithm:

**Algorithm 2.3.**

**initialize**

$$x_0(t) \equiv x_0 \quad \forall t \in [0, T]$$

$$n := 0$$

**repeat**

$$x_{n+1}(t) := (I - \omega \sum_{l \in Q_n} E_l)x_n(t) + \omega \sum_{l \in Q_n} E_l F_{l_1(t,n)}^0(z_{n-r+1}(t), t),$$

$$z_{n-r+1}(t) = (x_1^{n-r(1,n)}(t), x_2^{n-r(2,n)}(t), \ldots, x_m^{n-r(m,n)}(t))^\top,$$

$$n := n + 1$$

**until convergence**

End of algorithm

**Remark 2.1.** The terminology, overlapping multisplitting, was presented by [9] and other references. By denoting $s=1, \ldots, m$, one can choose $L$ subsets $s_1, s_2, \ldots, s_L$ of $s$ satisfying the condition $\bigcup_{l=1}^L s_l = s$. If $m_l$ denotes the number of elements of $s_l$ for $l = 1, \ldots, L$, then $\sum_{l=1}^L m_l \geq m$, where the equality holds if $s_1, s_2, \ldots, s_L$ are disjoint. If there exists at least one pair of indices $i \neq j$ with $i, j \in 1, \ldots, L$ so that $s_i \cap s_j \neq \emptyset$, then the multisplitting will be called an overlapping multisplitting; otherwise it will be named a disjoint multisplitting.

**Remark 2.2.** In order to save computing time, we can define the elements of the $E_l$ by setting $E_l(i, i) = 0$ for $i \notin s_l$. Since, by computing values for components that will be thrown away afterwards, not only computing time is wasted but also more memory is used. Therefore we will compute a component $i$ of subsystem $l$ only if $i \in s_l$. Using the subsets $s_1, s_2, \ldots, s_L$ we can define $L$ projection matrices $P_1, P_2, \ldots, P_L$ in the following way: $P_l$ are the diagonal matrices with $P_l(i, i) = 1 \Leftrightarrow i \in s_l$. By using these projection matrices we project problem (1) into $L$ different subspaces. We solve now the projected problems in each subspace but we use components from outside the particular subspace as an input. Observe that in a disjoint multisplitting the matrices $P_l$ and $E_l$ coincide. It is clear that

$$P_l E_l = E_l P_l = E_l, \quad l = 1, 2, \ldots, L.$$ 

We see that the iterate $x_{n+1}(t)$ is computed by

$$x_{n+1}(t) = \sum_{l=1}^L E_l F_{l_1(t,n)}(x_n(t), t) = \sum_{l=1}^L E_l P_l F_{l_1(t,n)}(x_n(t), t).$$
This means that in the $l$th subsystem we only have to compute $P_l F_{l,(n+1)}(x_n(t), t)$. In a practical implementation of the algorithm for the $l$th subsystem, not the matrix $A$ but the projected matrix $P_l A$ is split.

### 3. Convergence of the algorithms

In this section we will adapt the approach presented in [4,9] and other previous references [7,10,12] to analyze the multisplitting algorithm. Since the proofs of some results in this section can be obtained in an analogous way or can be found in [9], we will omit them here.

First we introduce the following notation:

$$k_l(t) = \exp(-tM_l)N_l, \quad l = 1, 2, \ldots, L,$$

where $k_l(t)$ is the kernel of the linear integral operator $K_l$ acting on elements of the space $X = L^p([0,T], \mathbb{R}^m)$, $1 \leq p \leq \infty$ defined by

$$K_l u(t) = \int_0^t k_l(t-s) u(s) \, ds, \quad l = 1, 2, \ldots, L.$$

If we denote

$$\varphi_l(t) = \exp(-tM_l)x_0 + \int_0^t \exp((s-t)M_l) f(s) \, ds, \quad l = 1, 2, \ldots, L,$$

we can write the solution $y_l(t)$ of a subsystem (6) in the $(n+1)$st sweep using the “variation of constants formular” as

$$y_{l,n+1}(t) = K_l x_n(t) + \varphi_l(t).$$

Having computed the solution of each subsystem we have to weight the solutions by $E_l$ matrices and to sum the weighted solutions over all subsystems to get a new approximation to the numerical solution of (1). Therefore the following notation will be used necessarily:

$$k(t) = \sum_{l=1}^L E_l k_l(t),$$

$$\mathcal{K} u(t) = \sum_{l=1}^L E_l K_l u(t),$$

$$\varphi(t) = \sum_{l=1}^L E_l \varphi_l(t).$$

Using this notation the next iteration can be written as

$$x_{n+1}(t) = \mathcal{K} x_n(t) + \varphi(t). \tag{9}$$

Then we get
Lemma 3.1 (See from Burrage [4] and Jeltsch and Pohl [9]). The following statements are equivalent:

1. \( x(t) \) is a solution of (1);
2. \( x(t) \) is a solution of \( x(t) = Kx(t) + \varphi(t) \), \( x(0) = x_0 \), \( l = 1, 2, \ldots, L \);
3. \( x(t) \) is the solution of the fixed-point equation \( x(t) = \mathcal{H}x(t) + \varphi(t) \).

Lemma 3.2 (See also from Burrage [4] and Jeltsch and Pohl [9]). For any finite interval \( [0, T] \),

\[
\rho(\mathcal{H}) = \lim_{n \to \infty} \|\mathcal{H}^n\|^{1/n}_T \leq \lim_{n \to \infty} \left( \frac{(cT)^n}{n!} \right)^{1/n} = 0.
\]

where \( c = \sum_{l=1}^{L} c_l \) with \( \|k_l\|_T \leq c_l \), \( l = 1, \ldots, L \).

We summarize the above results in the following theorem.

**Theorem 3.1.** The Algorithms 2.1–2.3 converge on any finite interval to the numerical solution of (1) without restriction on matrix \( A \) in (1) and the multisplitting.

Remark 3.1. Here we should point out that (10) holds only on finite interval \([0, T]\). When one treats stiff ordinary differential equations, Lipschitz constants are usually large; even so, solutions are smooth. Hence the “classical” estimates on finite interval would force us to use small windows. To treat the stiff situation adequately we should show convergence independently of the size of Lipschitz constants, or what is equivalent to this for arbitrary window size. Hence we shall give bounds and show convergence independent of the interval. We pay our main attention to stiff ordinary differential equations where the step size can be fixed, but we can let the number of steps go to infinity. Here we only request that \( A \) is an H-matrix.

Before starting our main results concerning the above algorithms we should first introduce the following lemmas, which are necessary for the proofs of these results.

Lemma 3.3 (See from Song and Yuan [16]). If \( A \) is an H-matrix, then

(a) \(|A^{-1}| \leq \langle A \rangle^{-1}\);
(b) there exists a diagonal matrix \( P \) whose diagonal entries are positive such that \( AP \) is by rows strictly diagonally dominant, i.e.,

\[
\langle A \rangle Pe > 0
\]

with \( e = (1, \ldots, 1)^\top \).

Lemma 3.4 (See also from Song and Yuan [16]). Let \( A \) be an M-matrix, and let the splitting

\[
A = M - N
\]
be an M-splitting. If $P$ is the diagonal matrix defined in Lemma 3.3, then
\[ \|P^{-1}M^{-1}NP\|_{\infty} < 1. \quad (12) \]

**Lemma 3.5** (See from Pohl [14]). Let matrices $A = (a_{ij})$ and $B = (b_{ij})$ be given with $a_{ij} \leq 0$ and $b_{ij} \leq 0$ for $i \neq j$, and let $A$ be an M-matrix. Then $A \leq B$ implies that $B$ is an M-matrix.

**Lemma 3.6** (See from Burrage [4]). Let matrices $A = (a_{ij})$ and $B = (b_{ij})$ be given with $a_{ij} \leq 0$ and $b_{ij} \leq 0$ for $i \neq j$, and let $A$ be an M-matrix. Then $A \leq B$ implies that $B$ is an M-matrix.

**Lemma 3.7** (See also from Pohl [14]). Consider a matrix $B \in \mathbb{R}^{m \times m}$ with $B \geq 0$ and $u \in \mathbb{R}^{m}$ with $u \neq 0$ be given, then $Bu < u$ implies $\rho(B) < 1$.

Using the above Lemmas 3.3–3.7, now we can prove one of our main results, which is a sufficient condition for the convergence of Algorithm 2.1.

**Theorem 3.2.** Let $A \in \mathbb{R}^{m \times m}$ be an H-matrix and let the matrix $P$ be defined in Lemma 3.3. If the multisplitting $(M_l, N_l, E_l)$ satisfies
\[ \langle A \rangle = \langle M_l \rangle - |N_l|, \quad l = 1, 2, \ldots, L, \quad (13) \]
then the sequence $\{x_n(t)\}$ generated by Algorithm 2.1 converges to the numerical solution of the stiff system (1) for an initial vector $x(0) = x_0$.

**Proof.** From Lemma 3.6, we see that our goal is to show the following inequality:
\[ \sup_{R(z) \geq 0} \rho \left( \sum_{l=1}^{L} E_l ((zI + M_l)^{-1}N_l)^{\mu,s} \right) < 1. \quad (14) \]

By (13) we have
\[ \langle zI + A \rangle = \langle zI + M_l \rangle - |N_l|, \quad l = 1, 2, \ldots, L, \quad R(z) \geq 0. \]

Since $A$ is an H-matrix, then $\langle A \rangle$ is an M-matrix. By Lemma 3.5 $\langle zI + A \rangle$ is also an M-matrix. On the other hand $\langle M_l \rangle$ are M-matrices, for $l = 1, \ldots, L$. Using Lemma 3.5 again, it is clear that $\langle zI + M_l \rangle$ are M-matrices, for $l = 1, \ldots, L$. Hence $\langle zI + M_l \rangle - |N_l|$ are M-splitting of $\langle zI + A \rangle$, for $l = 1, \ldots, L$. Using Lemma 3.4 we have
\[ \|P^{-1}\langle zI + M_l \rangle^{-1}|N_l|P\|_{\infty} < 1, \quad l = 1, \ldots, L \]
and by Lemma 3.3 we can obtain
\[ \|P^{-1}(zI + M_l)^{-1}N_lP\|_{\infty} \leq \|P^{-1}|(zI + M_l)^{-1}||N_l|P\|_{\infty} \leq \|P^{-1}\langle zI + M_l \rangle^{-1}|N_l|P\|_{\infty} < 1, \quad l = 1, \ldots, L. \]
Let us denote $e = (1, 1, \ldots, 1) \top \in \mathbb{R}^m$. For $l = 1, 2, \ldots, L$, we then obtain
\[
(zI + M_l)^{-1}N_l|Pe = P(P^{-1}|(zI + M_l)^{-1}N_l|P)e
\leq \|P^{-1}(zI + M_l)^{-1}N_lP\|_{\infty}P e
\leq \max_{1 \leq l \leq L} \|P^{-1}(zI + M_l)^{-1}N_lP\|_{\infty}P e.
\]

We denote
\[
\sigma = \max_{1 \leq l \leq L} \|P^{-1}(zI + M_l)^{-1}N_lP\|_{\infty} \quad \text{and} \quad u = Pe,
\]
then we have
\[
(zI + M_l)^{-1}N_l|u \leq \sigma u, \quad l = 1, \ldots, L
\]
with $\sigma \in (0, 1)$ and $u > 0 \in \mathbb{R}^m$.

Let us define
\[
H = \sum_{l=1}^{L} E_l((zI + M_l)^{-1}N_l)^{\mu, u} + (1 - \lambda)I, \quad R(z) \geq 0,
\]
then it follows from (16) that
\[
|H|u \leq \sum_{l=1}^{L} E_l(z + M_l)^{-1}N_l|u^{\mu, u} u
\leq \sum_{l=1}^{L} E_l(z + M_l)^{-1}N_l|u < \sum_{l=1}^{L} E_l u = u.
\]

By Lemma 3.7, we obtain
\[
\rho(H) \leq \rho(|H|) < 1.
\]

It is evident that (13) holds immediately from the above inequality. Thus, we have completed the proof. \(\Box\)

**Theorem 3.3.** Suppose that the assumptions of Theorem 3.2 hold. Then the sequence \(\{x_\alpha(t)\}\) generated by Algorithm 2.2 converges to the numerical solution of the stiff system (1) for an initial vector \(x(0) = x_0\) when \(\alpha \in (0, 2/(1 + \sigma))\) with \(\sigma\) satisfying (15).

**Proof.** Let us define
\[
H = \omega \sum_{l=1}^{L} E_l((zI + M_l)^{-1}N_l)^{\mu, u, i} + (1 - \omega)I, \quad R(z) \geq 0.
\]

It is clear that we only need to prove there exists a vector \(u \in \mathbb{R}^m\) with \(u > 0\) such that \(|H|u < u\). If we also take \(u = Pe\), then it follows from (16) that
\[
|H|u = \omega \sum_{l=1}^{L} E_l(zI + M_l)^{-1}N_l|u^{\mu, u} + |1 - \omega|u
\]
\[ L \sum_{l=1}^{L} E_l (zI + M_l)^{-1} N_l |u| + |1 - \omega| u \leq \omega \sigma u + |1 - \omega| u = (\omega \sigma + |1 - \omega|) u. \]

Let \( \beta = \omega \sigma + |1 - \omega| \), it is easy to show that \( \beta < 1 \) for all \( \omega \in (0, 2/(1 + \sigma)) \) with \( \sigma \) satisfying (15). Consequently we have \( |H| u < u \), then

\[ \rho \left( \omega \sum_{l=1}^{L} E_l ((zI + M_l)^{-1} N_l)^{\mu_{l,u}} u + (1 - \omega) u \right) < 1, \]

which completes the proof. \( \square \)

Using the proof of Theorem 3.2 and [16, Theorem 2.8] we get immediately our final result on the convergence of Algorithm 2.3.

**Theorem 3.4.** Suppose that the assumptions of Theorem 3.2 hold. Then the sequence \( \{x_n(t)\} \) generated by Algorithm 2.3 converges to the numerical solution of the stiff system (1) for an initial vector \( x(0) = x_0 \) when \( \omega \in (0, 2/(1 + \sigma)) \) with \( \sigma \) satisfying (15) and \( \emptyset \neq Q_n \subseteq \{1, \ldots, L\} \).

We should point out that we can get easily the conclusion that the convergence rate of the asynchronous iteration is geometric (for \( \mu_{l,u} > 1 \)) and superior to that of the synchronous iteration. We now observe the convergence rates of the algorithm in [8], which is synchronous, and Algorithm 2.1 in this paper. Let us denote

\[ H' = \sum_{l=1}^{L} E_l (zI + M_l)^{-1} N_l, \quad R(z) \geq 0, \]

where \( H' \) is the iterative matrix of the algorithm in [8].

Since there exists a vector \( u > 0 \in \mathbb{R}^m \) and a scalar \( \sigma \in (0, 1) \) such that

\[ |(zI + M_l)^{-1} N_l| u \leq \sigma u, \quad l = 1, 2, \ldots, L, \]

then we have \( \rho((zI + M_l)^{-1} N_l) < 1 \).

It is clear that we obtain

\[ \rho \left( \sum_{l=1}^{L} E_l ((zI + M_l)^{-1} N_l)^{\mu_{l,u}} \right) \leq \rho \left( \sum_{l=1}^{L} E_l (zI + M_l)^{-1} N_l \right) < 1. \]

This implies

\[ \rho(H) \leq \rho(H') < 1. \]

where \( H \), defined in Section 3, is the iterative matrix of Algorithm 2.1.

As for Algorithms 2.2 and 2.3, since they are better than Algorithm 2.1 for some suitable relaxation parameters, we need not to compare the convergence speed of them with that of synchronous iteration.
Table 1

$T = 0.25$

<table>
<thead>
<tr>
<th>$m$</th>
<th>100</th>
<th>125</th>
<th>150</th>
<th>175</th>
<th>200</th>
<th>400</th>
<th>700</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOL = $10^{-4}$</td>
<td>25</td>
<td>34</td>
<td>45</td>
<td>64</td>
<td>101</td>
<td>199</td>
<td>507</td>
<td>1014</td>
</tr>
<tr>
<td>TOL = $10^{-8}$</td>
<td>39</td>
<td>53</td>
<td>72</td>
<td>102</td>
<td>161</td>
<td>322</td>
<td>856</td>
<td>1735</td>
</tr>
</tbody>
</table>

Table 2

$T = 0.5$

<table>
<thead>
<tr>
<th>$m$</th>
<th>100</th>
<th>125</th>
<th>150</th>
<th>175</th>
<th>200</th>
<th>400</th>
<th>700</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOL = $10^{-4}$</td>
<td>40</td>
<td>54</td>
<td>70</td>
<td>103</td>
<td>158</td>
<td>313</td>
<td>793</td>
<td>1604</td>
</tr>
<tr>
<td>TOL = $10^{-8}$</td>
<td>57</td>
<td>77</td>
<td>104</td>
<td>145</td>
<td>232</td>
<td>462</td>
<td>1233</td>
<td>2530</td>
</tr>
</tbody>
</table>

To conclude this paper, numerical results are reported in this section to show the convergence properties on a stiff problems. The test equation is derived from the heat equation. Discretizing the heat equation in one space variable, given by

$$\frac{\partial u}{\partial t} = a^2 \frac{\partial^2 u}{\partial x^2}, \quad t > 0, \quad -1 < x < 1,$$

$$u(-1,t) = u(1,t) = 0, \quad u(x,0) = u_0(x),$$

where $u_0(x)$ is a given initial function, leads to the linear system of the form

$$y'(t) + Qy(t) = 0, \quad t > 0, \quad y(0) = y_0,$$

where $y = [y_1, y_2, \ldots, y_m]^T = [y(t,x_1), y(t,x_2), \ldots, y(t,x_m)]^T$,

$$Q = \frac{a^2}{h_x^2} \begin{pmatrix} 2 & -1 \\ -1 & 2 & -1 \\ & \ddots & \ddots & \ddots \\ -1 & 2 & -1 \\ -1 & 2 \end{pmatrix} \in \mathbb{R}^{m \times m}$$

and $h_x$ is the stepsize for discretizing the spatial variable. Here $a = 1$.

Tables 1–3 give the number of iterations needed to reduce the errors below the required tolerances, TOL = $10^{-4}$ and $10^{-8}$ on the window $[0, 0.25], [0, 0.5]$ and $[0, 1]$ based on Algorithm 2.1, where $\mu_{1,n}=1.5, \mu_{2,n}=2.5, \mu_{3,n}=3, \mu_{4,n}=1.25$. Also Table 4 gives the number of iterations about TOL = $10^{-4}$ and $10^{-8}$ on the window $[0, 0.25]$ based on the synchronous method. By comparing Table 1 with Table 4, we see that the convergence rate of Algorithm 2.1 is superior to that of synchronous case for this test equation.
Table 3
\( T = 1 \)
\[
\begin{array}{cccccccccc}
  m & 100 & 125 & 150 & 175 & 200 & 400 & 700 & 1000 \\
\hline
  TOL = 10^{-4} & 66 & 92 & 118 & 174 & 269 & 538 & 1342 & 2715 \\
  TOL = 10^{-8} & 89 & 122 & 163 & 231 & 412 & 743 & 1957 & 4014 \\
\end{array}
\]

Table 4
\( T = 0.25 \)
\[
\begin{array}{cccccccccc}
  m & 100 & 125 & 150 & 175 & 200 & 400 & 700 & 1000 \\
\hline
  TOL = 10^{-4} & 41 & 56 & 74 & 108 & 171 & 356 & 938 & 1989 \\
  TOL = 10^{-8} & 64 & 89 & 119 & 170 & 273 & 576 & 1586 & 3402 \\
\end{array}
\]

**Remark 3.2.** Our numerical results indicate that the algorithms presented in this article are more informative, providing a much better comparison of the efficiencies of the convergence rates. However, we also should point out that when the dimension of the coefficient matrix is very small, there is little value in the asynchronous methods because of the overheads in parallel execution.
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