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#### Abstract

This paper presents a computational technique based on the collocation method and Müntz polynomials for the solution of fractional differential equations. An appropriate representation of the solution via the Müntz polynomials reduces its numerical treatment to the solution of a system of algebraic equations. The main advantage of the present method is its superior accuracy and exponential convergence. Consequently, one can obtain good results even by using a small number of collocation points. The accuracy and performance of the proposed method are examined by means of some numerical experiments.
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## 1. Introduction

Fractional calculus was first developed as a pure mathematical theory in the middle of the 19th century [1]. About 100 years later, engineers and physicists found applications for these concepts in their areas [2-4]. Fractional derivatives provide an excellent instrument for the description of memory and hereditary properties of various materials and processes [5]. In some cases, the fractional order models of real systems are more adequate compared to the integer order models. So, in recent decades, the field of fractional calculus has attracted the interest of researchers in several areas including physics, chemistry, engineering and even finance and social sciences [6,7,5].

This paper concerns the numerical solution of single term fractional differential equations

$$
\begin{equation*}
D_{\star}^{q} y(t)=f(t, y(t)), \quad 0<q \leq 1, \tag{1}
\end{equation*}
$$

with an initial condition $y(0)=y_{0}$. Here $D_{\star}^{q}$ denotes the fractional derivative in the Caputo sense $[8,4]$,

$$
\begin{equation*}
D_{\star}^{q} y(t)=\frac{1}{\Gamma(1-q)} \int_{0}^{t}(t-\tau)^{-q} y^{\prime}(\tau) \mathrm{d} \tau, \quad 0<q<1 \tag{2}
\end{equation*}
$$

and $f$ is a function of two variables from an appropriate functional space. Equations of this type arise in a number of applications (see, for example [3-5]). During the past decades, several numerical methods have been used to solve fractional differential equations of this type. Ford and Connolly [9] and Diethelm et al. [10] have reviewed some of the existing methods and demonstrated their respective strengths and weaknesses. For further analytical and numerical schemes to solve fractional differential equations, we refer the reader to [11-19].

In this article, a different approach for the numerical treatment of fractional differential equations is proposed. This approach is based on the collocation method. Since a fractional derivative is a global operator, it is very natural to consider

[^0]a global method like the collocation method for its numerical solution [20]. Spectral collocation methods are efficient and highly accurate techniques for numerical solution of nonlinear differential equations. One of their prominent features is the exponential convergence of the approximations [21-24].

The basic idea of the spectral collocation method is to assume that the unknown solution $y(t)$ can be approximated by a linear combination of some basis functions, called the trial functions, such as orthogonal polynomials. The orthogonal polynomials can be chosen according to their special properties, which make them particularly suitable for a problem under consideration.

Whereas the classical orthogonal polynomials work well for numerical solution of conventional differential equations, their application for the fractional differential equations implies at least two difficulties in connection with the collocation method. First, according to Theorems 6.33 and 6.38 in [8], solutions of fractional differential equation (1) can contain some fractional-power terms that the classical orthogonal polynomials cannot match. In this case the rate of convergence of the numerical approximations is not reasonable when the classical polynomial bases are used. Second, to apply a collocation method, it is crucial that derivatives of any trial function can be expressed in terms of the same trial bases. But the fractional derivatives of a classical polynomial are not polynomials, so we cannot hope to obtain a good approximation for the fractional derivatives via the classical orthogonal polynomials.

In the present article, we use the Müntz-Legendre polynomials, which are a family of generalized orthogonal polynomials. These polynomials were introduced and investigated in [25-27]. A fractional derivative of a Müntz polynomial is again a Müntz polynomial. This is a crucial feature of these bases for using them in the collocation method for numerical solution of the fractional differential equations. We start with a construction of a stable numerical method for evaluating the Müntz-Legendre polynomials and their fractional derivatives, which, to the best of our knowledge, has not been investigated before. Then, by applying an appropriate finite or discrete representation of the solution based on the Müntz-Legendre polynomials, the problem under consideration can be reduced to solve a system of algebraic equations that can be done by a number of known methods.

The rest of the paper is organized as follows: In the next section, a brief overview of the orthogonal polynomials and Gaussian quadrature is given. In Section 3, the Müntz-Legendre polynomials are introduced. The Section 4 is devoted to presentation of a stable numerical method for evaluating the fractional derivatives of the Müntz-Legendre polynomials. In Section 5, the collocation method is applied for numerical solution of the fractional differential equations. Finally, some numerical examples are given in Section 6 to demonstrate the effectiveness of the proposed method.

## 2. A brief overview of orthogonal polynomials

### 2.1. Recurrence relations for orthogonal polynomials

Let $w=w(t)$ be a weight function on the interval $[a, b]$, i.e., a non-negative integrable function defined in $[a, b]$. The integral

$$
\begin{equation*}
(u, v)_{w}=\int_{a}^{b} u(t) v(t) w(t) \mathrm{d} t \tag{3}
\end{equation*}
$$

defines the inner or scalar product of the functions $u(t)$ and $v(t)$ over the interval $[a, b]$ with respect to the weight function $w(t)$. The numbers

$$
\begin{equation*}
\mu_{r}=\int_{a}^{b} t^{r} w(t) \mathrm{d} t, \quad r=0,1, \ldots \tag{4}
\end{equation*}
$$

are called the moments related to the weight function $w$. For each weighted scalar product (3), there exist uniquely determined polynomials $\pi_{k} \in \mathbb{P}_{k}$ with the leading coefficient 1 , which are orthogonal each to other with respect to this scalar product. They satisfy a three-term recurrence relation

$$
\begin{equation*}
\pi_{k+1}(t)=\left(t-\alpha_{k}\right) \pi_{k}(t)-\beta_{k} \pi_{k-1}(t), \quad k=0,1,2, \ldots, \tag{5}
\end{equation*}
$$

with starting values $\pi_{-1}:=0, \pi_{0}:=1$, and with the coefficients

$$
\begin{align*}
\alpha_{k} & =\frac{\left(t \pi_{k}, \pi_{k}\right)_{w}}{\left(\pi_{k}, \pi_{k}\right)_{w}}, \quad k=0,1,2, \ldots \\
\beta_{k} & =\frac{\left(\pi_{k}, \pi_{k}\right)_{w}}{\left(\pi_{k-1}, \pi_{k-1}\right)_{w}}, \quad k=1,2, \ldots \tag{6}
\end{align*}
$$

The three-term recurrence relation (5) is quite stable and can thus be conveniently employed for the numerical computation of orthogonal polynomials [28].

For the classical orthogonal polynomials, e.g. Jacobi, Laguerre, and Hermite polynomials, formulae for the coefficients $\alpha_{k}$ and $\beta_{k}$ are known in closed form [28,29]. For the nonclassical weight functions, their recurrence coefficients are not explicitly known. In this case, numerical techniques such as Stieltjes procedure or Chebyshev algorithm are used to evaluate
the coefficients [30]. In this paper, we use the Chebyshev algorithm that derives the desired coefficients from the moments of the underlying weight function $w(t)$. In this way, all recurrence coefficients can be calculated. For the readers convenience, the Chebyshev algorithm is presented below [28].

## Algorithm 1. Chebyshev Algorithm

1. Initialization:

$$
\begin{aligned}
& \alpha_{0}=\frac{\mu_{1}}{\mu_{0}}, \quad \beta_{0}=\mu_{0}, \\
& \sigma_{-1, \ell}=0, \\
& \sigma_{0, \ell}=\mu_{\ell}, \quad \ell=1,2, \ldots, 2 n-2, \\
& \ell, 1, \ldots, 2 n-1 .
\end{aligned}
$$

2. Construction (if $n>1$ ): for $k=1,2, \ldots, n-1$ do

$$
\begin{aligned}
& \sigma_{k \ell}=\sigma_{k-1, \ell+1}-\alpha_{k-1} \sigma_{k-1, \ell}-\beta_{k-1} \sigma_{k-2, \ell}, \quad \ell=k, k+1, \ldots, 2 n-k-1, \\
& \alpha_{k}=\frac{\sigma_{k, k+1}}{\sigma_{k, k}}-\frac{\sigma_{k-1, k}}{\sigma_{k-1, k-1}}, \\
& \beta_{k}=\frac{\sigma_{k, k}}{\sigma_{k-1, k-1}} .
\end{aligned}
$$

The Chebyshev algorithm requires moments $\left\{\mu_{r}\right\}_{r=0}^{2 n-1}$ as input, and produces the recurrence coefficients $\left\{\alpha_{k}, \beta_{k}\right\}_{k=0}^{n-1}$. The complexity of the algorithm is $\mathcal{O}\left(n^{2}\right)$.

### 2.2. Jacobi polynomials

The well-known Jacobi polynomials $P_{k}^{(\alpha, \beta)}$ with parameters $\alpha, \beta>-1$ and their special cases are probably the most widely used classical orthogonal polynomials for numerical solution of differential equations. The explicit form of Jacobi polynomials that has been used e.g. in [29] is

$$
\begin{equation*}
P_{k}^{(\alpha, \beta)}(x)=\sum_{m=0}^{k} \frac{(-1)^{k-m}(1+\beta)_{k}(1+\alpha+\beta)_{k+m}}{m!(k-m)!(1+\beta)_{m}(1+\alpha+\beta)_{k}}\left(\frac{1+x}{2}\right)^{m}, \tag{7}
\end{equation*}
$$

where

$$
(d)_{0}=1, \quad(d)_{i}=d(d+1) \cdots(d+i-1)
$$

This expression shows that $P_{k}^{(\alpha, \beta)}$ are analytic functions of the parameters $\alpha$ and $\beta$. The Jacobi polynomials are orthogonal over the interval $(-1,1)$ with respect to the weight function $w^{(\alpha, \beta)}(x)=(1-x)^{\alpha}(1+x)^{\beta}$. The choice $\alpha=\beta=0$ yields the Legendre polynomials, while choosing $\alpha=\beta=-1 / 2$ gives Chebyshev polynomials.

In practice, one can compute the Jacobi polynomials using the following recurrence relation [23,28,29]

$$
\begin{align*}
& P_{0}^{(\alpha, \beta)}(x)=1, \quad P_{1}^{(\alpha, \beta)}(x)=\frac{1}{2}[(\alpha-\beta)+(\alpha+\beta+2) x], \\
& a_{1, k}^{\alpha, \beta} P_{k+1}^{(\alpha, \beta)}(x)=a_{2, k}^{\alpha, \beta}(x) P_{k}^{(\alpha, \beta)}(x)-a_{3, k}^{\alpha, \beta} P_{k-1}^{(\alpha, \beta)}(x), \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
& a_{1, k}^{\alpha, \beta}=2(k+1)(k+\alpha+\beta+1)(2 k+\alpha+\beta), \\
& a_{2, k}^{\alpha, \beta}(x)=(2 k+\alpha+\beta+1)\left[(2 k+\alpha+\beta)(2 k+\alpha+\beta+2) x+\alpha^{2}-\beta^{2}\right], \\
& a_{3, k}^{\alpha, \beta}=2(k+\alpha)(k+\beta)(2 k+\alpha+\beta+2) . \tag{9}
\end{align*}
$$

A useful formula that relates Jacobi polynomials and their derivatives is

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} P_{k}^{(\alpha, \beta)}(x)=\frac{1}{2}(k+\alpha+\beta+1) P_{k-1}^{(\alpha+1, \beta+1)}(x) \tag{10}
\end{equation*}
$$

### 2.3. Gauss-type quadrature rules

An $n$-point quadrature rule for the weight function $w$ is called a formula of the type

$$
\begin{equation*}
\int_{a}^{b} f(t) w(t) \mathrm{d} t=\sum_{k=1}^{n} \omega_{k} f\left(\tau_{k}\right)+R_{n}(f), \tag{11}
\end{equation*}
$$

where the sum on the right-hand side of the equation provides an approximation to the integral and $R_{n}$ is the error. The numbers $\tau_{k}, k=1, \ldots, n$ are called nodes and $\omega_{k}$ are called weights of the quadrature rule. Among all quadrature rules of the form (11) those of the Gaussian type have the best performance. More precisely, if nodes $\tau_{k}$ and weights $\omega_{k}$ are chosen in
the way that quadrature rule (11) becomes exact for polynomials of degree at most $2 n-1$, then this quadrature rule is called a Gauss-type quadrature rule. It can be proved that the nodes $\tau_{k}$ in a Gaussian quadrature are the roots of the orthogonal polynomial $\pi_{n}$ associated with the weight function and the weights $\omega_{k}$ can be obtained from the following system of linear equations:

$$
\begin{equation*}
\sum_{k=1}^{n} \omega_{k} \tau_{k}^{r}=\mu_{r}, \quad r=0,1, \ldots, 2 n-1 \tag{12}
\end{equation*}
$$

As $\eta$ increases, finding roots of $\pi_{n}$ and solving the linear system (12) become an ill-conditioned and time consuming problem. Alternatively, we can use the Golub-Welsch algorithm [31] to determine the nodes and the weights of a Gaussian quadrature. This approach is based on determining the eigenvalues and normalized eigenvectors of the following symmetric tridiagonal matrix

$$
\mathbf{J}_{n}=\left[\begin{array}{ccccc}
\alpha_{0} & \sqrt{\beta_{1}} & & & \mathbf{0}  \tag{13}\\
\sqrt{\beta_{1}} & \alpha_{1} & \sqrt{\beta_{2}} & & \\
& \sqrt{\beta_{2}} & \alpha_{2} & \ddots & \\
& & \ddots & \ddots & \sqrt{\beta_{n-1}} \\
\mathbf{0} & & & \sqrt{\beta_{n-1}} & \alpha_{n-1}
\end{array}\right] .
$$

This matrix is known as the Jacobi matrix and its elements are obtained from the coefficients of the three-term recurrence relation (5). The nodes $\tau_{k}$ are the eigenvalues of the matrix $\mathbf{J}_{n}$ and the corresponding weights $\omega_{k}$ may be obtained from the first components of the normalized eigenvectors. For more details see [28,32,31].

## 3. Müntz polynomials

In 1885, Weierstrass proved that every continuous function on a compact interval can be uniformly approximated by algebraic polynomials. One of the first outstanding generalizations of the Weierstrass theorem is due to German mathematician Herman Müntz [33].

Let $\Lambda=\left\{\lambda_{0}, \lambda_{1}, \lambda_{2}, \ldots\right\}$ be a sequence of distinct positive numbers such that $0 \leq \lambda_{0}<\lambda_{1}<\cdots \rightarrow \infty$. The classical Müntz-Szász theorem states that the Müntz polynomials of the form $\sum_{k=0}^{n} a_{k} x^{\lambda_{k}}$ with real coefficients are dense in $L^{2}[0,1]$ if and only if $\sum_{k=1}^{\infty} \lambda_{k}^{-1}=+\infty$. If the constant function 1 belongs to the system, that is if $\lambda_{0}=0$, then the same result holds for $C[0,1]$ with the uniform norm. A proof of the Müntz-Szász theorem can be found in [34].

In this paper, we consider the Müntz-Legendre polynomials, which are orthogonal over the interval $(0,1)$ with respect to the weight function $w(x)=1$.

### 3.1. Müntz-Legendre polynomials

Let the complex numbers from the set $\Lambda_{n}=\left\{\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}\right\}$ satisfy the condition $\operatorname{Re}\left(\lambda_{k}\right)>-1 / 2$. Then the Müntz-Legendre polynomials on the interval ( 0,1 ] are defined by (see [25-27])

$$
\begin{equation*}
P_{n}(x):=P_{n}\left(x ; \Lambda_{n}\right)=\sum_{k=0}^{n} C_{n, k} x^{\lambda_{k}}, \quad C_{n, k}=\frac{\prod_{v=0}^{n-1}\left(\lambda_{k}+\bar{\lambda}_{\nu}+1\right)}{\prod_{\nu=0, v \neq k}^{n}\left(\lambda_{k}-\lambda_{\nu}\right)} . \tag{14}
\end{equation*}
$$

For the Müntz-Legendre polynomials (14), the orthogonality relation

$$
\left(P_{n}, P_{m}\right)=\int_{0}^{1} P_{n}(x) P_{m}(x) \mathrm{d} x=\frac{\delta_{n m}}{\lambda_{n}+\bar{\lambda}_{n}+1}
$$

holds true. It is easy to prove that $P_{n}(1)=1$ and $P_{n}^{\prime}(1)=\lambda_{n}+\sum_{k=0}^{n-1}\left(\lambda_{k}+\bar{\lambda}_{k}+1\right)$ [25].
In this paper, we consider the case when the powers of the Müntz basis elements build an arithmetic progression. In other words, we assume that there exists a positive number $\alpha$ such that $\lambda_{k}=k \alpha$. In this case, the Müntz-Legendre polynomials on the interval $[0, T]$ are represented by the formula

$$
\begin{equation*}
L_{n}(t ; \alpha):=\sum_{k=0}^{n} C_{n, k}\left(\frac{t}{T}\right)^{k \alpha}, \quad C_{n, k}=\frac{(-1)^{n-k}}{\alpha^{n} k!(n-k)!} \prod_{v=0}^{n-1}((k+v) \alpha+1) \tag{15}
\end{equation*}
$$

The functions $L_{k}(t ; \alpha), k=0,1, \ldots, n$ form an orthogonal basis for $\mathbb{M}_{n, \alpha}$, where $\mathbb{M}_{n, \alpha}$ is defined by

$$
\begin{aligned}
\mathbb{M}_{n, \alpha} & =\operatorname{span}\left\{1, t^{\alpha}, \ldots, t^{n \alpha}\right\}, \quad t \in[0, T] \\
& =\left\{c_{0}+c_{1} t^{\alpha}+\cdots+c_{n} t^{n \alpha}: c_{k} \in \mathbb{R}, t \in[0, T]\right\}
\end{aligned}
$$

### 3.2. Numerical evaluation of $L_{n}(t ; \alpha)$

A direct evaluation of Müntz-Legendre polynomials in the form (14) can be problematic in finite arithmetic, especially when $n$ is a large number and $x$ is close to 1 . These problems have been addressed by Milovanović in [27] and arise from the fact that the coefficients $C_{n, k}$ become very large when $n$ increases, but their sums are always equal to 1 . For example, for $n=10$ we get

$$
\begin{aligned}
L_{10}(t ; 1 / 2)= & 11-660 t^{1 / 2}+12870 t-120120 t^{3 / 2}+630630 t^{2}-2018016 t^{5 / 2} \\
& +4084080 t^{3}-5250960 t^{5 / 2}+4157010 t^{4}-1847560 t^{7 / 2}+352716 t^{5}
\end{aligned}
$$

In this section, we present a stable method for evaluating the Müntz-Legendre polynomials defined by (15). Our technique is based on a three-term recurrence relation that is induced from the following theorem.

Theorem 3.1. Let $\alpha>0$ be a real number and $t \in[0, T]$. Then the representation

$$
\begin{equation*}
L_{n}(t ; \alpha)=P_{n}^{(0,1 / \alpha-1)}\left(2\left(\frac{t}{T}\right)^{\alpha}-1\right) \tag{16}
\end{equation*}
$$

holds true.
Proof. By substituting $x=2\left(\frac{t}{T}\right)^{\alpha}-1$ in (7), we get

$$
\begin{aligned}
P_{n}^{(0,1 / \alpha-1)}\left(2\left(\frac{t}{T}\right)^{\alpha}-1\right) & =\sum_{k=0}^{n} \frac{(-1)^{n-k}(1 / \alpha)_{n+k}}{k!(n-k)!(1 / \alpha)_{k}}\left(\frac{t}{T}\right)^{k \alpha} \\
& =\sum_{k=0}^{n} \frac{(-1)^{n-k}}{\alpha^{k} k!(n-k)!} \prod_{v=0}^{n-1}((k+v) \alpha+1)\left(\frac{t}{T}\right)^{k \alpha} \\
& =\sum_{k=0}^{n} C_{n, k}\left(\frac{t}{T}\right)^{k \alpha}=L_{n}(t ; \alpha)
\end{aligned}
$$

and the proof is completed.
So, in view of (8) and (9), the Müntz-Legendre polynomials $L_{n}(t ; \alpha)$ can be evaluated by means of the three-term recursion

$$
\begin{align*}
& L_{0}(t ; \alpha)=1, \quad L_{1}(t ; \alpha)=\left(\frac{1}{\alpha}+1\right)\left(\frac{t}{T}\right)^{\alpha}-\frac{1}{\alpha}, \\
& b_{1, n} L_{n+1}(t ; \alpha)=b_{2, n}(t) L_{n}(t ; \alpha)-b_{3, n} L_{n-1}(t ; \alpha), \tag{17}
\end{align*}
$$

where

$$
b_{1, n}=a_{1, n}^{0,1 / \alpha-1}, \quad b_{2, n}(t)=a_{2, n}^{0,1 / \alpha-1}\left(2\left(\frac{t}{T}\right)^{\alpha}-1\right), \quad b_{3, n}=a_{3, n}^{0,1 / \alpha-1}
$$

The stability of the three-term recurrence relation (17) compared to that of the power form (15) is illustrated in Fig. 1, where we plotted the absolute errors in the values of $L_{n}(T ; \alpha)$ for $\alpha=0.5$ obtained by (17) and (15) for $n=1, \ldots, 40$. Note that in all cases the relation $L_{n}(T ; \alpha)=1$ holds true. As we can see, the values obtained by using the power form (15) are quite inaccurate for $n \geq 20$. In contrast, with the recurrence relation (17) the values of $L_{n}(t ; \alpha)$ can be evaluated accurately even for large values of $n$.

## 4. Numerical evaluation of $D_{\star}^{\alpha} L_{n}(t ; \alpha)$

Let $L_{n}(t ; \alpha)$ be defined by (15). Then the Caputo fractional derivative of $L_{n}(t ; \alpha)$ can be represented in the form

$$
\begin{equation*}
D_{\star}^{\alpha} L_{n}(t ; \alpha):=\sum_{k=1}^{n} D_{n, k}\left(\frac{t}{T}\right)^{(k-1) \alpha}, \quad D_{n, k}=\frac{\Gamma(1+k \alpha)}{\Gamma(1+k \alpha-\alpha) T^{\alpha}} C_{n, k} . \tag{18}
\end{equation*}
$$

The Eq. (18) was obtained from (15) by means of the well-known formula

$$
\begin{equation*}
D_{\star}^{\alpha} t^{\beta}=\frac{\Gamma(1+\beta)}{\Gamma(1+\beta-\alpha)} t^{\beta-\alpha}, \quad \alpha>0, \beta>-1, t>0 \tag{19}
\end{equation*}
$$

It is important to notice that $D_{\star}^{\alpha} L_{n}(t ; \alpha) \in \mathbb{M}_{n, \alpha}$. Again, the coefficients $D_{n, k}$ become very large when $n$ increases and direct evaluation of $D_{\star}^{\alpha} L_{n}(t ; \alpha)$ can be problematic, too. In what follows, we introduce a stable numerical method for evaluating of $D_{\star}^{\alpha} L_{n}(t ; \alpha)$. One of the important components of this method is presented in the following theorem.


Fig. 1. Errors in the values of $L_{n}(T ; 0.5)$ versus $n$.

Theorem 4.1. Let $0<\alpha<1$ be a real number and $t \in[0, T]$. Then the representation

$$
\begin{equation*}
D_{\star}^{\alpha} L_{n}(t ; \alpha)=\frac{1+n \alpha}{\alpha \Gamma(1-\alpha) T^{\alpha}} \int_{0}^{1}\left(1-x^{1 / \alpha}\right)^{-\alpha} P_{n-1}^{(1,1 / \alpha)}\left(2\left(\frac{t}{T}\right)^{\alpha} x-1\right) \mathrm{d} x \tag{20}
\end{equation*}
$$

holds true.
Proof. By definition, we get

$$
\begin{equation*}
D_{\star}^{\alpha} L_{n}(t ; \alpha)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-\tau)^{-\alpha} \frac{\mathrm{d}}{\mathrm{~d} \tau} L_{n}(\tau ; \alpha) \mathrm{d} \tau . \tag{21}
\end{equation*}
$$

The Eqs. (16) and (10) lead to the formula

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau} L_{n}(\tau ; \alpha)=\frac{1}{T^{\alpha}}(1+n \alpha) \tau^{\alpha-1} P_{n-1}^{(1,1 / \alpha)}\left(2\left(\frac{\tau}{T}\right)^{\alpha}-1\right) . \tag{22}
\end{equation*}
$$

Substituting (22) into (21) we arrive at the representation

$$
\begin{equation*}
D_{\star}^{\alpha} L_{n}(t ; \alpha)=\frac{1+n \alpha}{\Gamma(1-\alpha) T^{\alpha}} \int_{0}^{t}(t-\tau)^{-\alpha} P_{n-1}^{(1,1 / \alpha)}\left(2\left(\frac{\tau}{T}\right)^{\alpha}-1\right) \tau^{\alpha-1} \mathrm{~d} \tau \tag{23}
\end{equation*}
$$

Formula (20) follows now from (23) by applying the change of variables

$$
\tau=t x^{1 / \alpha}, \quad x \in[0,1]
$$

To calculate the integral on the right-hand side of (20), $N$-point Gaussian quadrature rule

$$
\begin{equation*}
\int_{0}^{1}\left(1-t^{1 / \alpha}\right)^{-\alpha} f(t) \mathrm{d} t=\sum_{k=1}^{N} \omega_{k}^{(\alpha)} f\left(\tau_{k}^{(\alpha)}\right), \quad f \in \mathbb{P}_{2 N-1} \tag{24}
\end{equation*}
$$

is used. Unfortunately, the weight function $w(t ; \alpha):=\left(1-t^{1 / \alpha}\right)^{-\alpha}$ is a nonclassical one and no explicit formulae are known for $\omega_{k}^{(\alpha)}$ and $\tau_{k}^{(\alpha)}$. But we can use the Chebyshev and Golub-Welsch algorithms to calculate the nodes and weights in (24) as discussed in 2nd Section. Let us note that the quadrature rule (24) with $N=\lceil n / 2\rceil$ becomes exact for computing the integral in (20). After obtaining the nodes $\tau_{k}^{(\alpha)}$ and weights $\omega_{k}^{(\alpha)}$, the fractional derivative $D_{\star}^{\alpha} L_{n}(t ; \alpha)$ can be computed by using the formula

$$
\begin{equation*}
D_{\star}^{\alpha} L_{n}(t ; \alpha)=\frac{1+n \alpha}{\alpha \Gamma(1-\alpha) T^{\alpha}} \sum_{k=1}^{\lceil n / 2\rceil} \omega_{k}^{(\alpha)} P_{n-1}^{(1,1 / \alpha)}\left(2\left(\frac{t}{T}\right)^{\alpha} \tau_{k}^{(\alpha)}-1\right) \tag{25}
\end{equation*}
$$

Now, in the following three steps, we elaborate the computation of the nodes $\tau_{k}^{(\alpha)}$ and weights $\omega_{k}^{(\alpha)}$ in (25). Step 1. Determine the moments $\mu_{r}$ given by (4). This can be done by using the following theorem.

Theorem 4.2. For the moments $\mu_{r}$ that correspond to the weight $w(t ; \alpha)=\left(1-t^{1 / \alpha}\right)^{-\alpha}$ the formula

$$
\begin{equation*}
\mu_{r}=\alpha \mathrm{B}(\alpha r+\alpha, 1-\alpha) \tag{26}
\end{equation*}
$$

is valid, where $\mathrm{B}(\cdot, \cdot)$ is the Beta function.

Proof. From (4), we have

$$
\begin{equation*}
\mu_{r}=\int_{0}^{1} t^{r} w(t ; \alpha) \mathrm{d} t=\int_{0}^{1} t^{r}\left(1-t^{1 / \alpha}\right)^{-\alpha} \mathrm{d} t \tag{27}
\end{equation*}
$$

If we set $t=z^{\alpha}$, Eq. (27) becomes

$$
\mu_{r}=\alpha \int_{0}^{1} z^{\alpha r+\alpha-1}(1-z)^{-\alpha} \mathrm{d} z
$$

By noting that [4]

$$
\mathrm{B}(p, q)=\int_{0}^{1} z^{p-1}(1-z)^{q-1} \mathrm{~d} z, \quad p, q>0
$$

the proof is completed.
Step 2. Calculate the coefficients $\alpha_{k}^{(\alpha)}$ and $\beta_{k}^{(\alpha)}$ in the three-term recurrence relation (5) by using the moments (26) and the Chebyshev algorithm. Unfortunately, the use of moments is numerically problematic inasmuch as they give rise to severe ill-conditioning [28]. Thus, in order to obtain the double precision results at this step, the authors have performed the computation in MAPLE with about 40 digits operations.
Step 3. Construct the tridiagonal Jacobi matrix $\mathbf{J}_{N}$ as mentioned in (13) by using the coefficients $\alpha_{k}^{(\alpha)}$ and $\beta_{k}^{(\alpha)}$. The Jacobi matrix allows then to compute the nodes and the weights in (25).

## 5. The collocation method

In this section, the collocation method $[23,21]$ is applied for solving an initial value problem for a nonlinear fractional differential equation

$$
\begin{align*}
& D_{\star}^{\alpha} y(t)=f(t, y(t)), \quad t \in(0, T]  \tag{28}\\
& y(0)=y_{0} . \tag{29}
\end{align*}
$$

Under certain conditions on the function $f$, the initial value problem (28)-(29) possesses unique solution $y$ in an appropriate space of functions (see e.g. [8,18] for details). Numerical evaluation of this solution is the aim of this section. At first, the solution $y$ is approximated by $\tilde{y}_{n} \in \mathbb{M}_{n, \alpha}$ as the finite sum

$$
\begin{equation*}
\tilde{y}_{n}(t):=\sum_{k=0}^{n} a_{k} L_{k}(t ; \alpha) \tag{30}
\end{equation*}
$$

where $a_{k}$ are unknown coefficients. It is worthwhile to note that if $\tilde{y}_{n} \in \mathbb{M}_{n, \alpha}$, then $D_{\star}^{\alpha} \tilde{y}_{n}$ belongs to $\mathbb{M}_{n, \alpha}$, too. This key property is crucial for application of the collocation method to the initial value problem (28)-(29).

The unknown coefficients $a_{k}$ in approximation (30) are obtained from the initial condition

$$
\begin{equation*}
\tilde{y}_{n}(0)=y_{0} \tag{31}
\end{equation*}
$$

and the fact that $\tilde{y}_{n}(t)$ should satisfy the fractional differential equation in some suitably chosen collocation points $\theta_{i}, i=$ $1, \ldots, n$. More precisely, the relations

$$
\begin{equation*}
D_{\star}^{\alpha} \tilde{y}_{n}\left(\theta_{i}\right)=f\left(\theta_{i}, \tilde{y}_{n}\left(\theta_{i}\right)\right), \quad i=1, \ldots, n \tag{32}
\end{equation*}
$$

have to be valid.
It is a well-established fact, that a proper choice of collocation points is crucial for the accuracy of the numerical solution and for its computational stability [23,22]. In our case, a particularly convenient choice for the collocation points $\theta_{i}$ is $\theta_{i}=t_{i}^{1 / \alpha}, i=1, \ldots, n$, where $t_{i}$ are Chebyshev-Gauss-Lobatto points associated with the interval [ $\left.0, T\right]$, i.e.,

$$
t_{i}=\frac{T}{2}-\frac{T}{2} \cos \frac{\pi i}{n}, \quad i=0, \ldots, n
$$

Substituting (30) into (31), the equation

$$
\begin{equation*}
g_{0}\left(a_{0}, \ldots, a_{n}\right):=\sum_{k=0}^{n} a_{k} L_{k}(0 ; \alpha)-y_{0}=0 \tag{33}
\end{equation*}
$$

is obtained. In its turn, Eq. (32) can be presented in form of $n$ algebraic equations

$$
\begin{equation*}
g_{i}\left(a_{0}, \ldots, a_{n}\right):=\sum_{k=0}^{n} a_{k} D_{\star}^{\alpha} L_{k}\left(\theta_{i} ; \alpha\right)-f\left(\theta_{i}, \sum_{k=0}^{n} a_{k} L_{k}\left(\theta_{i} ; \alpha\right)\right)=0, \quad i=1, \ldots, n \tag{34}
\end{equation*}
$$

Note that $D_{\star}^{\alpha} L_{k}\left(\theta_{i} ; \alpha\right)$ in (34) can be computed by using (25). The Eqs. (34) and (33) are nothing else than a system of $(n+1)$ equations for the $(n+1)$ unknown coefficients $a_{k}$ that can be written in the form

$$
\begin{equation*}
\mathbf{G}(\mathbf{a})=\mathbf{0} \tag{35}
\end{equation*}
$$

where $\mathbf{a}=\left[a_{0}, a_{1}, \ldots, a_{n}\right]^{T}$ and $\mathbf{G}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}$ is defined as

$$
\mathbf{G}(\mathbf{a})=\left(\begin{array}{c}
g_{0}\left(a_{0}, \ldots, a_{n}\right) \\
g_{1}\left(a_{0}, \ldots, a_{n}\right) \\
\vdots \\
g_{n}\left(a_{0}, \ldots, a_{n}\right)
\end{array}\right)
$$

In the case of linear fractional differential equations, (35) becomes a linear system. The coefficients $a_{k}$ are obtained by solving this system of algebraic equations with one of the known methods. Substituting them into (30) leads to an approximated solution of the fractional initial value problems (28)-(29).

## 6. Numerical results

This section is devoted to presentation of some numerical simulations obtained by applying the collocation method. The algorithm for numerical approximation of solutions to the initial value problems for the fractional differential equations that we discussed in the previous sections was implemented with Matlab. In the case of nonlinear equations, the Matlab function fsolve was used for solving the nonlinear system (35). For generating the nodes and weights in (25) the OPQ MatLab routines written by Gautschi [28] were employed.

In the case the exact solution $y$ to a problem is known, the dependence of approximation errors on the discretization parameter $n$ was estimated in 2-norm

$$
e_{n}=\sqrt{\sum_{k=0}^{n}\left(\tilde{y}_{n}\left(\theta_{k}\right)-y\left(\theta_{k}\right)\right)^{2}}
$$

where $\tilde{y}_{n}$ is the approximated solution corresponding to the discretization parameter $n$.
Example 6.1. We start with a simple linear problem [4]

$$
D_{\star}^{\alpha} y(t)+y(t)=0, \quad y(0)=1 \quad 0<\alpha \leq 1
$$

The exact solution for this problem is given by $y(t)=E_{\alpha}\left(-t^{\alpha}\right)$, where $E_{\alpha}(z)$ is the Mittag-Leffler function defined by the power series

$$
E_{\alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k \alpha+1)}, \quad \alpha>0
$$

Algorithms for evaluation of the Mittag-Leffler function were presented e.g. in [35-38]. In our simulations, we used the Matlab routines from [37] implemented according to the algorithm suggested in [35]. In Fig. 2, the approximation error $e_{n}$ as a function of the discretization parameter $n$ for $\alpha=0.25,0.50,0.75$ and $T=1$ is plotted in a semi-log coordinate system. As expected, the error $e_{n}$ shows an exponential decay that corresponds to its linear dependence from the discretization parameter $n$. This result demonstrates the spectral accuracy of the collocation method.

Example 6.2. Our next example corresponds to the case when the solution $y$ has a smooth derivative of order $0<\alpha<1$ [ 8,19 ]. Specifically, we consider the equation

$$
D_{\star}^{\alpha} y(t)=\frac{40320}{\Gamma(9-\alpha)} t^{8-\alpha}-3 \frac{\Gamma(5+\alpha / 2)}{\Gamma(5-\alpha / 2)} t^{4-\alpha / 2}+\frac{9}{4} \Gamma(\alpha+1)+\left(\frac{3}{2} t^{\alpha / 2}-t^{4}\right)^{3}-[y(t)]^{3 / 2}
$$

with a nonlinear and nonsmooth right-hand side. The analytical solution subject to the initial condition $y(0)=0$ is given by

$$
y(t)=t^{8}-3 t^{4+\alpha / 2}+\frac{9}{4} t^{\alpha}
$$

The approximation error $e_{n}$ for $\alpha=0.25,0.50,0.75$ and $T=1$ is plotted in Fig. 3. As we can see, $e_{n}$ decreases rapidly until it takes a value about $10^{-15}$. This error can be explained by the computer round-off errors that prevent any further accuracy improvements.

In Fig. 4, the approximated solutions obtained by our method for $\alpha=0.50$ and $n=6,12$ as well as the exact solution are plotted. As one can see, the collocation method provides accurate results even with a small number of nodes ( $n=12$ in the example).


Fig. 2. Approximation error $e_{n}$ versus $n$ for various values of $\alpha$ (Example 6.1).


Fig. 3. Approximation error $e_{n}$ versus $n$ for various values of $\alpha$ (Example 6.2).


Fig. 4. Approximated solutions for $\alpha=0.5$ with $n=6,12$ nodes and the exact solution (Example 6.2).

Example 6.3. Next the fractional Riccati equation [39]

$$
D_{\star}^{\alpha} y(t)=1+2 y(t)-[y(t)]^{2}, \quad 0<\alpha \leq 1,
$$

subject to the initial condition $y(0)=0$ is considered.


Fig. 5. Approximated solution for $\alpha=0.75,0.80,0.85,0.90,0.95$ with $n=15$ nodes and the exact solution for $\alpha=1.0$ (Example 6.3 ).

Table 1
Approximated solution for $\alpha=0.5$ and with $n=10,20,30,40$ nodes (Example 6.3). Correct decimal places of the approximations are highlighted in the bold face.

| $t$ | $n=10$ | $n=20$ | $n=30$ | $n=40$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.2 | $\mathbf{0 . 9 3 3 2}$ | $\mathbf{0 . 9 3 3 1 8 3}$ | $\mathbf{0 . 9 3 3 1 8 2 8 3 0}$ | $\mathbf{0 . 9 3 3 1 8 2 8 3 0 2 7 2 0}$ |
| 0.4 | $\mathbf{1 . 3 4 6 6}$ | $\mathbf{1 . 3 4 6 6 4 9}$ | $\mathbf{1 . 3 4 6 6 5 0 3 3 6}$ | $\mathbf{1 . 3 4 6 6 5 0 3 3 5 3 6 9 3}$ |
| 0.6 | $\mathbf{1 . 5 7 0 5}$ | $\mathbf{1 . 5 7 0 5 6 5}$ | $\mathbf{1 . 5 7 0 5 6 4 9 5 2}$ | $\mathbf{1 . 5 7 0 5 6 4 9 5 2 0 6 5 3}$ |
| 0.8 | $\mathbf{1 . 7 0 6 9}$ | $\mathbf{1 . 7 0 6 8 7 5}$ | $\mathbf{1 . 7 0 6 8 7 4 5 9 4}$ | $\mathbf{1 . 7 0 6 8 7 4 5 9 3 7 7 6 6}$ |
| 1.0 | $\mathbf{1 . 7 9 8 2}$ | $\mathbf{1 . 7 9 8 2} 14$ | $\mathbf{1 . 7 9 8 2 1 4 7 3 1}$ | $\mathbf{1 . 7 9 8 2 1 4 7 3 1 1 0 7 9}$ |
| 1.2 | $\mathbf{1 . 8 6 3 7}$ | $\mathbf{1 . 8 6 3 8 7 2}$ | $\mathbf{1 . 8 6 3 8 7 2 1 2 4}$ | $\mathbf{1 . 8 6 3 8 7 2 1 2 3 6 2 1 2}$ |
| 1.4 | $\mathbf{1 . 9 1 3 5}$ | $\mathbf{1 . 9 1 3 5 5 9}$ | $\mathbf{1 . 9 1 3 5 5 9 5 5 6}$ | $\mathbf{1 . 9 1 3 5 5 9 5 5 5 5 2 3 1}$ |
| 1.6 | $\mathbf{1 . 9 5 2 8}$ | $\mathbf{1 . 9 5 2 6 4 3}$ | $\mathbf{1 . 9 5 2 6 4 2 3 4 8}$ | $\mathbf{1 . 9 5 2 6 4 2 3 4 8 4 8 6 6}$ |
| 1.8 | $\mathbf{1 . 9 8 4 0}$ | $\mathbf{1 . 9 8 4 3} 13$ | $\mathbf{1 . 9 8 4 3 1 3 4 5 0}$ | $\mathbf{1 . 9 8 4 3 1 3 4 4 9 9 5 2 8}$ |
| 2.0 | $\mathbf{2 . 0 1 1 6}$ | $\mathbf{2 . 0 1 0 5 9 3}$ | $\mathbf{2 . 0 1 0 5 8 9 8 6 3}$ | $\mathbf{2 . 0 1 0 5 8 9 8 6 3 5 7 3 2}$ |

The approximated solutions are evaluated for $\alpha=0.75,0.80,0.85,0.90,0.95$ with $n=15$ nodes. The results of the numerical simulations are plotted in Fig. 5. In contrast to a fractional $\alpha(0<\alpha<1)$, for $\alpha=1$ the exact solution of the Riccati equation with the initial condition $y(0)=0$ is known:

$$
y(t)=1+\sqrt{2} \tanh \left(\sqrt{2} t+\frac{1}{2} \ln \left(\frac{\sqrt{2}-1}{\sqrt{2}+1}\right)\right)
$$

This exact solution is plotted in Fig. 5, too. One can see that as $\alpha$ approaches 1, the numerical solution converges to that of the Riccati equation with $\alpha=1$. In Table 1, numerical results for the problem from Example 6.3 for $\alpha=0.5$ obtained by the collocation method with various values of $n$ in some points $t \in[0,2]$ are given. The accuracy and convergence of the method is illustrated by highlighting all correct decimal places of the approximations in the bold face.

Example 6.4. The final example is the nonlinear equation [8]

$$
D_{\star}^{\alpha} y(t)=(0.5-t) \sin y(t)+0.8 t^{3}, \quad 0<\alpha \leq 1
$$

subject to the initial condition $y(0)=y_{0}$.
The approximated solutions for $\alpha=0.28$ with $n=15$ nodes are plotted in Fig. 6. The obtained numerical results are in very good agreement with the results presented in [8]. In Table 2, numerical results for the problem from Example 6.4 for $\alpha=0.28$ and the initial condition $y(0)=1.6$ obtained by the collocation method with various values of $n$ in some points $t \in[0,1]$ are given. The accuracy and convergence of the method is illustrated by highlighting all correct decimal places of the approximations in the bold face.

## 7. Conclusions

In this paper, the collocation method has been adopted for numerical solution of the initial value problems for fractional differential equations. A special family of the Müntz-Legendre polynomials was used as an approximation basis. The collocation method is characterized by its simplicity, efficiency, and high accuracy. This method can be readily implemented, too, especially in the framework of the so called computer algebra systems. The accuracy and validity of the presented method were demonstrated through numerical simulations for a number of examples. Of course, obtaining some theoretical estimates for the approximation errors would be desirable. This work is currently in progress. Another direction for further


Fig. 6. Approximated solutions for $\alpha=0.28$ with $n=15$ nodes with five different initial values $y(0)=1.2,1.3,1.4,1.5$, 1.6 (Example 6.4).

Table 2
Approximated solution for $\alpha=0.28, y(0)=1.6$ and with $n=10,20,30,40$ nodes (Example 6.4). Correct decimal places of the approximations are highlighted in the bold face.

| $t$ | $n=10$ | $n=20$ | $n=30$ | $n=40$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.1 | $\mathbf{1 . 8 3} 82$ | $\mathbf{1 . 8 3 8 2 0} 26$ | $\mathbf{1 . 8 3 8 2 0 8 6 2 3 5}$ | $\mathbf{1 . 8 3 8 2 0 8 6 2 3 5 8 4 2 4}$ |
| 0.2 | $\mathbf{1 . 8 3 7 7}$ | $\mathbf{1 . 8 3 7 7 3 8 3}$ | $\mathbf{1 . 8 3 7 7 3 8 3 4 5 5}$ | $\mathbf{1 . 8 3 7 7 3 8 3 4 5 5 5 4 8 5}$ |
| 0.3 | $\mathbf{1 . 8 1 4 5}$ | $\mathbf{1 . 8 1 4 5 9 6 5}$ | $\mathbf{1 . 8 1 4 5 9 6 5 0 5 2}$ | $\mathbf{1 . 8 1 4 5 9 6 5 0 5 1 9 9 1 2}$ |
| 0.4 | $\mathbf{1 . 7 8 4 0}$ | $\mathbf{1 . 7 8 3 9 9 3 2}$ | $\mathbf{1 . 7 8 3 9 9 3 2 8 5 0}$ | $\mathbf{1 . 7 8 3 9 9 3 2 8 5 0 4 6 7 4}$ |
| 0.5 | $\mathbf{1 . 7 5 4 3}$ | $\mathbf{1 . 7 5 4 3 8 4 5}$ | $\mathbf{1 . 7 5 4 3 8 4 5 3 3 2}$ | $\mathbf{1 . 7 5 4 3 8 4 5 3 3 3 0 1 8 4}$ |
| 0.6 | $\mathbf{1 . 7 3 2 5}$ | $\mathbf{1 . 7 3 2 6 3 3 1}$ | $\mathbf{1 . 7 3 2 6 3 3 0 9 0 9}$ | $\mathbf{1 . 7 3 2 6 3 3 0 9 0 9 6 3 6 6}$ |
| 0.7 | $\mathbf{1 . 7 2 5 0}$ | $\mathbf{1 . 7 2 5 1 2 7 7}$ | $\mathbf{1 . 7 2 5 1 2 7 7 7 0 2}$ | $\mathbf{1 . 7 2 5 1 2 7 7 7 0 3 0 2 1 7}$ |
| 0.8 | $\mathbf{1 . 7 3 8 2}$ | $\mathbf{1 . 7 3 8 1 9 0 1}$ | $\mathbf{1 . 7 3 8 1 8 9 9 6 9 7}$ | $\mathbf{1 . 7 3 8 1 8 9 9 6 9 7 2 0 0 4}$ |
| 0.9 | $\mathbf{1 . 7 7 8 7}$ | $\mathbf{1 . 7 7 8 5 2 8 8}$ | $\mathbf{1 . 7 7 8 5 2 9 0 4 1 6}$ | $\mathbf{1 . 7 7 8 5 2 9 0 4 1 5 2 8 6 0}$ |
| 1.0 | $\mathbf{1 . 8 5 3 2}$ | $\mathbf{1 . 8 5 4 1 8 2 8}$ | $\mathbf{1 . 8 5 4 1 8 3 8 7 2 5}$ | $\mathbf{1 . 8 5 4 1 8 3 8 7 3 1 0 9 4 0}$ |

research would be to extend the presented method to the systems of fractional differential equations, the so called multiterm fractional differential equations, and fractional differential equations of the distributed order.
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