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#### Abstract

In this paper we present a new class of polynomial triangular macro-elements of arbitrary degree which are an extension of the classical Clough-Tocher cubic scheme. Their most important property is that the degree plays the role of a tension parameter. since these macro elements tend to the plane interpolating the vertices data. Graphical examples showing their use in scattered data interpolation are reported.
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## 1. Introduction

The Clough-Tocher cubic macro-elements were originally introduced for finite element methods (see, e.g., $[7,31]$ ), but it was soon realized that they could also provide a useful tool for the interpolation of scattered data. We refer to [2,5.17] for an introduction to their basic properties, and we mention [1, 16,26] as examples of further generalizations and modifications. Here we simply recall that these basic cubic macro-elements can be locally defined using the function and the gradient values at the vertices of the triangle and they form a globally $C^{1}$ function. The resulting interpolating surface has a simple polynomial representation and can be evaluated with low computational cost, but it does exhibit a high dependence on the scheme adopted for triangulating the data. In addition we note that the Clough-Tocher interpolant is uniquely defined by the data and so no modification can be made of its shape. The relevance of this observation relies on the comparison with the tension methods, which have been widely used both in one- and two-dimensional tensor-product interpolation, to control the form of the interpolant, typically for visual or shape-preserving purposes. We refer to [6,24,28,30] as examples of some popular methods, and recall that the usual tension approach consists of using a class of

[^0]parameter-dependent interpolants, in which the parameter is used to straighten the function toward a linear (one-dimensional case) or bilinear (two-dimensional case) form.

To our knowledge there is no tension-like method for scattered data interpolation, although the desirability of controlling the shape remains unchanged. In this paper we try to partially fill the gap, proposing a new class of triangular macro-elements of arbitrary degree $n$, which, in the case $n=3$, coincide with the classical Clough-Tocher macro-element, and, as $n$ tends to infinity, tend to the plane interpolating the data points at the triangle vertices.

This "tension feature" enables us to locally preserve the monotonicity and/or the convexity of the data inside the subtriangles of the Clough-Tocher split along directions parallel to the edges of the main triangulation.

The macro-elements are a triangular extension of a one-dimensional idea developed some years ago, and which we briefly recall for an easier understanding of the method. Let $l(x ; n), n \in \mathbb{N}, n \geqslant 3$, be a piecewise linear function defined in the interval $[0,1]$ by

$$
l(x, n)= \begin{cases}f_{0}+f_{0}^{\prime} x & x \in\left[0, \frac{1}{n}\right),  \tag{1.1}\\ f_{0}+\frac{f_{0}^{\prime}}{n}+\frac{1}{n-2}\left[n\left(f_{1}-f_{0}\right)-\left(f_{0}^{\prime}+f_{1}^{\prime}\right)\right]\left(x-\frac{1}{n}\right), & x \in\left[\frac{1}{n}, \frac{n-1}{n}\right), \\ f_{1}+f_{1}^{\prime}(x-1), & x \in\left[\frac{n-1}{n}, 1\right]\end{cases}
$$

and let $b(x ; n)$ be its corresponding Bernstein-Bézier polynomial of degree $n$ :

$$
\begin{equation*}
b(x ; n):=\sum_{j=0}^{n}\binom{n}{j} l\left(\frac{j}{n} ; n\right) x^{j}(1-x)^{n-j} \tag{1.2}
\end{equation*}
$$

as shown in Fig. 1.
It is immediate to check that, for any $n$

$$
b(0 ; n)=f_{0}, \quad b(1: n)=f_{1},\left.\quad \frac{\mathrm{~d}}{\mathrm{~d} x} b(x ; n)\right|_{x=0}=f_{0}^{\prime},\left.\quad \frac{\mathrm{d}}{\mathrm{~d} x} b(x ; n)\right|_{x=1}=f_{1}^{\prime},
$$

and that, as $n$ increases, $b(. ; n)$ tends to uniformly approximate the straight line joining $\left(0, f_{0}\right)$ and $\left(1, f_{1}\right)$. A straightforward consequence is that, for sufficiently large $n, b(x ; n)$ has the shape induced by the data $f_{0}, f_{1}, f_{0}^{\prime}, f_{1}^{\prime}$. We observe that $b(x ; n)$ depends, for any $n$, upon four parameters (actually, it belongs to a four-dimensional linear space) and high degrees do not effect the stability of the method (we need not worry about the high oscillations of classical polynomial interpolation) and produce a very limited increase in computational time [10]. In other words, the degree is nothing more than a tension parameter.

On the other hand, this tension scheme is polynomial with a very simple Bézier net which implies very simple checks on the shape of the function, and, more important, it allows extensions to bivariate interpolation. As a consequence, starting from basic one-dimensional results [8, 9], some two-dimensional schemes for the interpolation of data on a rectangular grid have been proposed in [11-13], while in [14] a method for interpolation of data distributed in a general tensor-product


Fig. 1. An example of $h(x ; n)$ and its net $l(x ; n), n=5$.
topology has been considered. We note also that polynomials of the form (1.2) have been used in [20,21] mainly from the parametric curve-fitting point of view.

This paper is divided into four sections. In the next one we describe the $n$-degree macro-element, and in Section 3 we show its shape-preserving and approximation properties. Finally, in Section 4, we develop a simple algorithm for computing the degree in order to satisfy the shape-preserving property and show its performance with some graphical examples.

## 2. The $n$-degree macro-element

It is now standard practice in computer-aided geometric design or in approximation theory to describe polynomials using their Bernstein-Bézier form, which allows significant simplifications in the description of their geometric structure. We start by briefly recalling some basic notations and properties. Let

$$
P_{r}=\left[\frac{x_{r}}{y_{r}}\right], \quad r=1,2,3,
$$

be three noncollinear points in $\mathbb{R}^{2}$, and let $T$ denote the triangle they form. An $n$-degree Bernstein-Bézier polynomial has the form (see, e.g., $[2,18]$ )

$$
\begin{equation*}
b(x, y ; n)=b(u, v, w ; n):=\sum_{i+j+k=n} \frac{n!}{i!j!k!} l_{i, j . k} u^{i} v^{j} w^{k} \tag{2.1}
\end{equation*}
$$

where, setting

$$
P=\left[\frac{x}{y}\right] \in T, \quad u=u(x, y), v=v(x, y), w=w(x, y),
$$

are the barycentric coordinates defined by

$$
P=u P_{1}+v P_{2}+w P_{3} ; \quad u+v+w=1 .
$$

and $l_{i, j, k}, i+j+k=n$, are the Bézier ordinates of $b(\ldots, \ldots n)$. If we take $x=x(u, v, w)$, $y=y(u, v, w)$ and connect in $\mathbb{R}^{3}$ the points (called control points)

$$
L_{i, j, k}:=\left[\begin{array}{l}
x\left(\frac{i}{n}, \frac{j}{n}, \frac{k}{n}\right)  \tag{2.2}\\
y\left(\frac{i}{n}, \frac{j}{n}, \frac{k}{n}\right) \\
l_{i, j, k}
\end{array}\right], \quad i, j, k \geqslant 0, i+j+k=n
$$

with triangular linear patches, we get the control net, $L=L(u, v, w)$. It plays a fundamental role in this paper.

In addition, a polynomial of the form (2.1) has the following interpolatory properties:

$$
\begin{equation*}
b\left(x_{r}, y_{r} ; n\right)=l\left(x_{r}, y_{r} ; n\right), \quad \nabla b\left(x_{r}, y_{r} ; n\right)=\nabla l\left(x_{r}, y_{r} ; n\right), \quad r=1,2,3, \tag{2.3}
\end{equation*}
$$

where $l(x, y ; n)$ is the piecewise continuous linear function made by $\frac{1}{2} n(n+1)$ patches such that

$$
\begin{equation*}
l\left(x\left(\frac{i}{n}, \frac{j}{n}, \frac{k}{n}\right), y\left(\frac{i}{n}, \frac{j}{n}, \frac{k}{n}\right) ; n\right)=l_{i . j . k .}, \quad i+j+k=n . \tag{2.4}
\end{equation*}
$$

We will use the shorter notation $l(x, y)=l(x, y ; n), b(x, y)=b(x, y ; n)$, whenever possible.
Now let the triples $P_{1}, P_{2}, P_{0}$ and $Q_{1}, Q_{2}, Q_{0}$, where $P_{0}=Q_{0}, P_{2},=Q_{1}$, form two adjacent triangles $T^{(1)}$ and $T^{(2)}$ (see also Fig. 2), and $L_{i, j, k}^{(1)}, L_{i, j, k}^{(2)}$ be the corresponding Bézier control points. It is well known that the two Bézier polynomials $b^{(1)}$ and $b^{(2)}$ form a $C^{0}$ surface across the common edge $P_{0} P_{2}$ if the corresponding control points coincide along the edge, that is

$$
L_{0, j, n-j}^{(1)}=L_{j .0, n-j}^{(2)}, \quad 0 \leqslant j \leqslant n,
$$

and that they are $C^{1}$ across the above-mentioned edge if the triples

$$
L_{0, j+1, n-j-1}^{(1)}, \quad L_{0 . j, n-j}^{(1)}, \quad L_{1, j, n-j-1}^{(1)}
$$

and

$$
L_{j+1.0 . n-j-1}^{(2)}, \quad L_{j .0 . n-j}^{(2)}, \quad L_{j .1, n-j-1}^{(2)}, \quad j=n-1, \ldots, 0,
$$

lie on the same plane.
We finally recall the so-called Clough-Tocher split of a given triangle, $T$, which consists of dividing $T:=P_{1} P_{2} P_{3}$, called in this context macro-triangle, in three mini-triangles

$$
T^{(1)}:=P_{1} P_{2} P_{0}, \quad T^{(2)}:=P_{2} P_{3} P_{0}, \quad T^{(3)}:=P_{3} P_{1} P_{0}
$$



Fig. 2. The Clough-Tocher split of a macro-triangle with the distribution of the indices of the control points in each mini-triangle.
where $P_{0}$ is a point internal to $T$. often the barycenter of $T$ (see Fig. 2).
Our main idea is to take an $n$-degree macro-element defined by control points $L_{i . j, k}^{(r)}$, of the form (2.2) in $T^{(r)}, r=1,2,3$.

To construct the macro-element we will assume that the central control points $L_{i . j, k}^{(r)}$, $k \geqslant 2, r-1,2,3$, all lie on the same plane, that is (see Figs. 2 and 3)

$$
\begin{align*}
& L_{0.0 . n}^{(r)}=\beta_{1} L_{n-2.0 .2}^{(1)}+\beta_{2} L_{n-2.0 .2}^{(2)}+\beta_{3} L_{n-2.0 .2}^{(3)} \\
& L_{i, j . k}^{(r)}=\frac{i}{n-2} L_{n-2.0 .2}^{(r)}+\frac{j}{n-2} L_{0 . n-2.2}^{(r)}+\frac{k-2}{n-2} L_{0.0 . n}^{(r)}, \quad k \geqslant 2, \tag{2.5}
\end{align*}
$$

where $\beta_{r}, r=1,2,3$, denote the barycentric coordinate of $P_{0}$, that is

$$
P_{0}=\beta_{1} P_{1}+\beta_{2} P_{2}+\beta_{3} P_{3}, \beta_{1}+\beta_{2}+\beta_{3}=1 .
$$

In addition, we will require that the conditions for $C^{1}$ continuity hold for the remaining triples adjacent to a common internal edge, that is (see Figs. 2 and 3)

$$
L_{1, n-1,0}^{(r)}, L_{0, n, 0}^{(r)}, L_{0, n-1,1}^{(r)}, L_{n, 0,0}^{(r+1)}, L_{n-1,1,0}^{(r+1)}, L_{n-1,0,1}^{(r+1)},
$$

lie in the same plane. and the same is true for

$$
L_{1, n-2.1}^{(r)}, L_{0 . n-1.1}^{(r)}, L_{0 . n-2.2}^{(r)}, L_{n-1.0 .1}^{(r+1)}, L_{n-2.1,1}^{(r+1)}, L_{n-2.0 .2}^{(r+1)},
$$



Fig. 3. The structure of the (two-dimensional projection of) the macro-element; the shaded parts correspond to planar patches.
where, here and in the following, $r-1 \in \mathbb{Z}_{3}$. These requirements imply the internal $C^{1}$ continuity of the $n$-degree macro-element constituted by the three Bézier polynomials $b^{(r)}, r=1,2,3$, of the form (2.1). We emphasize that for $n=3$ we obtain the classical Clough-Tocher cubic macroelement.

A simple inspection (see Fig. 3) shows that the macro-net has $3[n+(n-2)]$ degrees of freedom because the control points

$$
\begin{aligned}
& L_{i, n-i .0}^{(r)}, \quad i=n, \ldots, 1 \\
& L_{i, n-1-i .1}^{(r)}, \quad i=n-2, \ldots, 1
\end{aligned}
$$

can be arbitrarily chosen while the other are given by the planar conditions.
In order to reduce the number of free parameters, we assume that part of the control points of the first two rows in each mini-triangle lie on a straight line. To be more precise, we assume, for $r=1,2,3$, (see Fig. 4)

$$
\begin{align*}
& L_{i . n-i .0}^{(r)}=\frac{i-1}{n-2} L_{n-1.1 .0}^{(r)}+\frac{(n-2)-(i-1)}{n-2} L_{1 . n-1.0}^{(r)}, \quad i=n-1, \ldots, 1, \\
& L_{i . n-i-1.1}^{(r)}=\frac{i-1}{n-3} L_{n-2.1 .1}^{(r)}+\frac{(n-3)-(i-1)}{n-3} L_{1 . n-2.1}^{(r)}, \quad i=n-2, \ldots, 1 . \tag{2.6}
\end{align*}
$$

In this way we have defined a linear space of polynomial macro-elements having dimension 15 for any $n>3$ and dimension 12 for $n=3$. We note also that the slices of the three mini-nets for $k=0,1$ have the form (1.1) and that the slices of Bézier polynomials at $u=0, v=0$ and $w=0$ are one-dimensional polynomials of the form (1.2).


Fig. 4. How to compute Bézier ordinates of the macro-net: $(O)$ from tangent planes (Eqs. (2.8)); $(+)$ from cross boundary normal derivatives (Eqs. (2.9)); $(x)$ from linear conditions (Eqs. (2.6)): (*) from $C^{1}$ continuity conditions and planar conditions (Eqs. (2.10), (2.11) and (2.5)).

Now let us consider the interpolation problem and suppose that the data

$$
f_{r}:=f\left(P_{r}\right), \nabla f_{r}:=\nabla f\left(P_{r}\right)=\left[\begin{array}{l}
\frac{\partial f}{\hat{c} x}\left(x_{r}, y_{r}\right)  \tag{2.7}\\
\frac{\partial f}{\partial y}\left(x_{r}, y_{r}\right)
\end{array}\right], \quad r=1,2,3,
$$

are given, where $f \in C^{1}(T)$.
Let $\Pi_{r}$ be the orthogonal projection of $P_{0}$ onto the straight line through $P_{r}$ and $P_{r+1}$ and sct

$$
e_{r}:=P_{r+1}-P_{r}, \quad t_{r}=P_{0}-\Pi_{r}, \quad \rho_{r}:=\Pi_{r}-P_{r}=\rho_{r} e_{r}
$$

Then we can uniquely define a macro-net, according to the previous assumptions, using the following conditions (see Fig. 4):

$$
\begin{align*}
& l_{n, 0.0}^{(r)}=f_{r}, \quad l_{n-1,1.0}^{(r)}=f_{r}+\frac{1}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle  \tag{2.8}\\
& l_{0 . n, 0}^{(r)}=f_{r+1}, \quad l_{1, n-1.0}^{(r)}=f_{r+1}-\frac{1}{n}\left\langle\nabla f_{r-1}, e_{r}\right\rangle
\end{align*}
$$

and (see Fig. 4)

$$
\begin{align*}
I_{n-2.1,1}^{(r)}= & f_{r}+\frac{1}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle+\frac{1}{n}\left\langle\frac{n-2}{n-1} \nabla f_{r}+\frac{1}{n-1} \nabla f_{r+1}, t_{r}\right\rangle \\
& +\frac{\rho_{r}}{n-2}\left(f_{r+1}-\frac{1}{n}\left\langle\nabla f_{r+1}, e_{r}\right\rangle-f_{r}-\frac{1}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle\right),  \tag{2.9}\\
l_{1, n-2,1}^{(r)}= & f_{r+1}-\frac{1}{n}\left\langle\nabla f_{r+1}, e_{r}\right\rangle+\frac{1}{n}\left\langle\frac{1}{n-1} \nabla f_{r}+\frac{n-2}{n-1} \nabla f_{r+1}, t_{r}\right\rangle \\
& -\frac{1-\rho_{r}}{n-2}\left(f_{r+1}-\frac{1}{n}\left\langle\nabla f_{r+1}, e_{r}\right\rangle-f_{r}-\frac{1}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle\right) .
\end{align*}
$$

In addition, setting

$$
\lambda^{(r)}(\alpha):=(1-\alpha)\left\langle\nabla f_{r}, t_{r}\right\rangle+\alpha\left\langle\nabla f_{r+1}, t_{r}\right\rangle, \alpha \in[0,1],
$$

we observe that (2.9) are equivalent to say that the control point $L_{n-2.1 .1}^{(r)}\left(L_{1 . n-2.1}^{(r)}\right)$ lies on the plane through $L_{n-1.1 .0}^{(r)}$ and $L_{n-2.2 .0}^{(r)}\left(L_{2 . n-2.0}^{(r)}\right.$ and $\left.L_{1 . n-1.0}^{(r)}\right)$ having cross boundary normal derivative (along the edge $e_{r}$ ) given by $\lambda^{(r)}(1 /(n-1))\left(\lambda^{(r)}((n-2) /(n-1))\right.$ ). Using ( 2.6 ) we also see that any control point in the second row, $L_{i, n-i-1.1}^{(r)}, i=n-2, \ldots, 1$, belongs to the plane through $L_{i+1, n-i-1.0}^{(r)}$, and $L_{i .1, n-i .0}^{(r)}$ having cross boundary normal derivative (along the edge $e_{r}$ ) given by $\lambda^{(r)}$ $((n-1-i) /(n-1)), i=n-2, \ldots, 1$. We have assumed, in other words, that the cross boundary normal derivative of the control net is a linear function along the edge $P_{r} P_{r+1}$.

Note that in the case $n=3$, the two equations in (2.9) do coincide and produce the standard conditions for cross boundary normal derivatives used in the Clough-Tocher interpolation scheme.

In order to complete the definition of the macro-net, we obtain from $C^{1}$ continuity conditions and from (2.8), (2.9)

$$
\begin{align*}
l_{n-1,0,1}^{(r)}= & \beta_{r} l_{n, 0.0}^{(r)}+\beta_{r+1} l_{n-1,1,0}^{(r)}+\beta_{r+2} l_{1, n-1,0}^{(r+2)}=f_{r}+\frac{\rho_{r}}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle+\frac{1}{n}\left\langle\nabla f_{r}, t_{r}\right\rangle, \\
l_{0, n-1,1}^{(r)}= & \beta_{r} l_{1, n-1,0}^{(r)}+\beta_{r-1} l_{0, n, 0}^{(r)}+\beta_{r+2} l_{n-1,1.0}^{(r+1)}=f_{r+1}-\frac{1-\rho_{r}}{n}\left\langle\nabla f_{r+1}, e_{r}\right\rangle  \tag{2.10}\\
& +\frac{1}{n}\left\langle\nabla f_{r+1}, t_{r}\right\rangle . \\
&  \tag{2.11}\\
l_{n-2.0 .2}^{(r)}= & \beta_{r} l_{n-1,0.1}^{(r)}+\beta_{r+1} l_{n-2,1,1}^{(r)}+\beta_{r+2} l_{1, n-2,1}^{(r+2)}, \\
l_{0, n-2,2}^{(r)}= & \beta_{r} l_{1, n-2,1}^{(r)}+\beta_{r+1} l_{0 . n-1,1}^{(r)}+\beta_{r+2} l_{n-2,1,1}^{(r+1)} .
\end{align*}
$$

It is simple to verify that $(2.8),(2.10)$ corresponds to

$$
l^{(r)}\left(P_{r}\right)=f_{r}, \quad \nabla l^{(r)}\left(P_{r}\right)=\nabla f_{r}, \quad l^{(r)}\left(P_{r+1}\right)=f_{r+1}, \quad \nabla l^{(r)}\left(P_{r+1}\right)=\nabla f_{r+1} .
$$

Then from (2.3) we immediately have that each Bézier polynomial $b^{(r)}$ of the form (2.1) satisfies

$$
\begin{equation*}
b^{(r)}\left(P_{r}\right)=f_{r}, \quad \nabla b^{(r)}\left(P_{r}\right)=\nabla f_{r}, \quad b^{(r)}\left(P_{r+1}\right)=f_{r+1}, \quad \nabla b^{(r)}\left(P_{r+1}\right)=\nabla f_{r+1} \tag{2.12}
\end{equation*}
$$

In addition, since $\left(\delta b^{(r)} /\left(t_{r}\right)(u, v, w)\right.$, along the edge $e_{r}$, is a Bézier polynomial of degree $n-1$ with Bézier ordinates

$$
i^{(r)}\left(\frac{n-1-i}{n-1}\right), \quad i=n-1, \ldots, 0
$$

(see [18]) it turns out that, via (2.9), we have imposed for $b^{(r)}$ linear cross boundary normal derivatives along the edge $P_{r} P_{r+1}$.

## 3. Some properties of the macro-net

In this section we will collect some properties of the $n$-degree macro-element, which are stated in the form of theorems just for notational purposes. Let $\mathscr{B}(x, y ; n),(x, y) \in T$, be the bivariate piecewise polynomial such that $\mathscr{B}(x, y ; n)_{\mid T^{\prime \prime}}=b^{(r)}(x, y ; n)$, where $b^{(r)}$ is the bivariate Bernstein polynomial of the form (2.1) obtained via (2.8), (2.9), by the interpolatory conditions (2.12). Let $\mathscr{L}(x, y ; n), \mathscr{L}(x, y ; n)_{T^{m}}=l^{(r)}(x, y: n)$, be the corresponding $z$-component of the control net defined in (2.5). From the internal continuity conditions. $\mathscr{B}(x, y ; n) \in C^{1}(T)$ and, from (2.12), it interpolates the data (2.7) at the vertices of $T$.

Let us now put

$$
\|\left._{\|} g\right|_{T . x}=\max _{(x, y) \leqslant T}|g(x, y)| . \quad g \in C(T) .
$$

Then we have

Theorem 3.1. Let $A=A(x, y)$ the plane interpolating the data $\left(P_{r}, f_{r}\right), r=1,2,3$. Then

$$
\begin{equation*}
\lim _{n \rightarrow x}\left\|h(\ldots ., n)-A_{T . x}=\lim _{n \rightarrow x}\right\| \mathscr{L}(\ldots, \cdot n)-\left.A\right|_{T . x}=0 \tag{3.1}
\end{equation*}
$$

Proof. Since $A$, represented in the Bézier form. coincides with its control net for each value of $n$, it suffices to prove that

$$
\lim _{n \rightarrow,} l_{i, j, k}^{(r)}=\Lambda\left(P_{i, j, k}^{(r)}\right), i+j+k=n,
$$

where $P_{i, j, k}^{(r)}$ denotes the projection of $L_{i, j, k}^{(r)}$ on the $x-y$ plane. From (2.8)-(2.11) we have

$$
\begin{aligned}
& \lim _{n \rightarrow} l_{n-1.1 .0}^{(r)}=\lim _{n \rightarrow \infty} l_{n-2.1 .1}^{(r)}=\lim _{n \rightarrow \infty} l_{n-1.0 .1}^{(r)}=\lim _{n \rightarrow \infty} l_{n-2.0 .2}^{(r)}=f_{r}, \\
& \lim _{n \rightarrow-} l_{1 . n-1.0}^{(r)}=\lim _{n \rightarrow x} l_{1, n-2.1}^{(r)}=\lim _{n \rightarrow \infty} l_{0, n-1.1}^{(r)}=\lim _{n \rightarrow x} l_{0, n-2.2}^{(r)}=f_{r+1},
\end{aligned}
$$

$$
r=1,2.3
$$

and, from (2.2), the control points $L_{i . j . k}^{(r)}$ with the above indices tend, respectively, to ( $P_{r}, f_{r}$ ), $\left(P_{r+1}, f_{r+1}\right)$. The assertion then follows from (2.6) observing that the central control points $L_{i, j, k}^{(r)}$, $k \geqslant 2$ lie on the plane through $L_{n-2.0 .2}^{(r)}, r=1,2.3$.


Fig. 5. The effect of the degree on the shape of the function. Top: The macro-net (left) and the corresponding polynomials for $n=3$. Bottom: The macro-net (left) and the corresponding polynomials for $n=7$.

Property (3.1), which is a trivial consequence of the construction of the macro-element, is the most relevant in our application. In fact, (3.1) says that the degree, $n$, is a tension parameter and that we can use it to control the shape of the net and of the corresponding Bézier polynomial. Fig. 5 shows the effect of enlarging the degree.

Theorem 3.1 suggests the idea of using the degree to reproduce the shape of the data. With this goal in mind we state the following definitions. Note that the second one is closely related but weaker than the notion of axial convexity given in [27].

Definition 3.2. The data (2.7) are increasing (decreasing) along the edge $P_{r} P_{r+1}$ if

$$
\begin{aligned}
& f_{r}<f_{r+1},\left\langle\nabla f_{r}, e_{r}\right\rangle>0,\left\langle\nabla f_{r+1}, e_{r}\right\rangle>0 \\
& \left(f_{r}>f_{r+1},\left\langle\nabla f_{r}, e_{r}\right\rangle<0,\left\langle\nabla f_{r+1}, e_{r}\right\rangle<0\right)
\end{aligned}
$$

Definition 3.3. The data (2.7) are convex (concave) along the edge $P_{r} P_{r+1}$ if

$$
\begin{aligned}
& \left\langle\nabla f_{r}, e_{r}\right\rangle<\left(f_{r+1}-f_{r}\right)<\left\langle\nabla f_{r+1}, e_{r}\right\rangle \\
& \left(\left\langle\nabla f_{r}, e_{r}\right\rangle>\left(f_{r+1}-f_{r}\right)>\left\langle\nabla f_{r+1}, e_{r}\right\rangle\right)
\end{aligned}
$$

Then we have the following result.
Theorem 3.4. Let $P_{0} \in T$ be such that $\rho_{r} \in[0,1], r=1,2,3$, and let the data (2.7) be increasing (decreasing) and/or convex (concave) along the edge $P_{r} P_{r+1}$. There exists a threshold degree, $\vec{n}$, such that for any $n \geqslant \bar{n}$ the interpolating piecewise Bezier polynomial $B(., ; n)$ is increasing (decreasing) and/or convex (concave) in the subtriangle $T^{(r)}$ along the lines parallel to the edge $P_{r} P_{r+1}$.

Proof. Suppose the data are increasing along $e_{r}$ (in a similar way we conclude in the decreasing case). From (2.8) there exists $\bar{n}_{0}$, such that for any $n \geqslant \bar{n}_{0}$,

$$
\begin{equation*}
l_{n, 0.0}^{(r)} \leqslant l_{n-1.1 .0}^{(r)} \leqslant l_{1, n-1.0}^{(r)} \leqslant l_{0 . n, 0}^{(r)} \tag{3.2}
\end{equation*}
$$

From the second expressions of (2.10) and from (2.9)

$$
\begin{aligned}
l_{n-2.1,1}^{(r)}-l_{n-1.0 .1}^{(r)}= & \frac{1-\rho_{r}}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle+\frac{\rho_{r}}{n-2}\left(f_{r+1}-f_{r}\right) \\
& +\frac{1}{n(n-1)}\left\langle\nabla f_{r+1}-\nabla f_{r}, t_{r}\right\rangle-\frac{\rho_{r}}{n(n-2)}\left\langle\nabla f_{r+1}+\nabla f_{r}, e_{r}\right\rangle, \\
l_{0, n-1,1}^{(r)}-l_{1 . n-2.1}^{(r)}= & \frac{\rho_{r}}{n}\left\langle\nabla f_{r+1}, e_{r}\right\rangle+\frac{1-\rho_{r}}{n-2}\left(f_{r+1}-f_{r}\right) \\
& +\frac{1}{n(n-1)}\left\langle\nabla f_{r+1}-\nabla f_{r}, t_{r}\right\rangle-\frac{1-\rho_{r}}{n(n-2)}\left\langle\nabla f_{r+1}+\nabla f_{r}, e_{r}\right\rangle,
\end{aligned}
$$

That is, (2.9) implies

$$
\begin{aligned}
& l_{n-2.1 .1}^{(r)}-l_{n-1.0 .1}^{(r)}=\frac{1-\rho_{r}}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle+\frac{\rho_{r}}{n}\left(f_{r+1}-f_{r}\right)+\mathrm{O}\left(\frac{1}{n^{2}}\right), \\
& l_{1 . n-2.1}^{(r)}-l_{n-2.1 .1}^{(r)}=\left(f_{r+1}-f_{r}\right)+\mathrm{O}\binom{1}{n}, \\
& l_{0, n-1.1}^{(r)}-l_{1, n-2.1}^{(r)}=\frac{\rho_{r}}{n}\left\langle\nabla f_{r-1}, e_{r}\right\rangle+\frac{1-\rho_{r}}{n}\left(f_{r+1}-f_{r}\right)+\mathrm{O}\left(\frac{1}{n^{2}}\right) .
\end{aligned}
$$

Then since the data are increasing along $e_{r}$ (see Definition 3.2), and $\rho_{r} \in[0,1]$, there exists $\bar{n}_{1}$, such that for any $n \geqslant \bar{n}_{1}$,

$$
\begin{equation*}
l_{n-1,0,1}^{(r)} \leqslant l_{n-2,1,1}^{(r)} \leqslant l_{1, n-2.1}^{(r)} \leqslant l_{0 . n-1.1}^{(r)} \tag{3.4}
\end{equation*}
$$

Finally, from (2.11)

$$
l_{0 . n-2.2}^{(r)}-l_{n-2.0 .2}^{(r)}=\left(f_{r+1}-f_{r}\right)+\mathrm{O}\left(\frac{1}{n}\right)
$$

so there exists $\bar{n}_{2}$, such that for any $n \geqslant \bar{n}_{2}$,

$$
\begin{equation*}
I_{n-2.0 .2}^{(r)}<I_{0 . n-2.2}^{(r)} \tag{3.5}
\end{equation*}
$$

Let us assume now the data (2.7) are convex along the edge $e_{r}$ (similar results hold if the data are concave). From (2.8) and (2.6)

$$
\begin{aligned}
& l_{n-1.1 .0}^{(r)}-l_{n .0,0}^{(r)}=\frac{1}{n}\left\langle\nabla f_{r}, e_{r}\right\rangle, \\
& l_{n-2.2 .0}^{(r)}-l_{n-1.1 .0}^{(r)}=\frac{1}{n}\left(f_{r+1}-f_{r}\right)+\mathrm{O}\left(\frac{1}{n^{2}}\right), \\
& l_{0 . n, 0}^{(r)}-l_{1 . n-1.0}^{(r)}=\frac{1}{n}\left\langle\nabla f_{r+1}, e_{r}\right\rangle, \\
& l_{1 . n-1.0}^{(r)}-l_{2 . n-2.0}^{(r)}=\frac{1}{n}\left(f_{r+1}-f_{r}\right)+\mathrm{O}\left(\frac{1}{n^{2}}\right)
\end{aligned}
$$

and

$$
l_{n-i, i .0}^{(r)}-l_{n-i+1 . i-1.0}^{(r)}=l_{n-i-1, i-1.0}^{(r)}-l_{n-i . i .0}^{(r)}, i=2, \ldots, n-2 .
$$

Then since the data are convex along $e_{r}$ (see Definition (3.3)) there exists $\bar{n}_{3}$, such that for any $n \geqslant \bar{n}_{3}$,

$$
\begin{equation*}
l_{n-i-1, i+1.0}^{(r)}-2 l_{n-i, i .0}^{(r)}+l_{n-i+1, i-1,0}^{(r)} \geqslant 0, i=1, \ldots, n-1 . \tag{3.6}
\end{equation*}
$$

In the same way from (3.3), recalling (2.6),

$$
\begin{aligned}
& l_{n 3.2 .1}^{(r)}-2 l_{n}^{(r)}{ }_{2.1 .1}+l_{n}^{(r)} 1.0 .1=\frac{1-\rho_{r}}{n}\left[\left(f_{r+1}-f_{r}\right)-\left\langle\nabla f_{r}, e_{r}\right\rangle\right]+\mathrm{O}\left(\frac{1}{n^{2}}\right), \\
& l_{0 . n-1.1}^{(r)}-2 l_{1, n-2.1}^{(r)}+l_{2 . n-3.1}^{(r)}=\frac{\rho_{r}}{n}\left[\left\langle\nabla f_{r+1}, e_{r}\right\rangle-\left(f_{r+1}-f_{r}\right)\right]+\mathrm{O}\left(\frac{1}{n^{2}}\right)
\end{aligned}
$$

and

$$
l_{n, i, i}^{(r)}{ }_{1,1}-l_{n i-1, i \quad 2.1}^{(r)}=l_{n i-1, i, 1}^{(r)}-l_{n i, i, 1,1}^{(r)}, i=3, \ldots, n-2 .
$$

Then, since the data are convex along $e_{r}$ and $\rho_{r} \in[0,1]$, there exists $\bar{n}_{4}$, such that for any $n \geqslant \bar{n}_{4}$,

$$
\begin{equation*}
l_{n-i-1, i, 1}^{(r)}-2 l_{n-i, i-1,1}^{(r)}+l_{n-i+1, i-2.1}^{(r)} \geqslant 0, i=2, \ldots, n-1 \tag{3.7}
\end{equation*}
$$

Now, it we set

$$
\bar{n}=\max _{i=0 \ldots .4}\left\{\bar{n}_{i}\right\}
$$

then the subnet $L^{(r)}$ is increasing and/or convex along the direction of the edge $e_{r}$ for any $n \geqslant \bar{n}$ because of (2.5) and (2.6).

The assertion then follows from the expression of the directional derivatives of the Bézier polynomials [18].

Remark 3.5. The hypothesis $\rho_{r} \in[0,1]$, that is $\Pi_{r}$ belonging to the edge $P_{r} P_{r+1}$, is not restrictive since it is always possible to choose $P_{0}$ such that it is satisfied; for example, we can take $P_{0}$ as the center of the circle inscribed in $T$. However, from the computational point of view, it is better to consider the barycenter of the triangle whenever it satisfies the mentioned hypothesis.

Remark 3.6. The previous theorem ensures that the macro-net has shape-preserving properties along the directions of the edges of $T$, and we can observe that, especially for convexity, global properties should be preferable (see, for example, [19]). These, however, cannot be achieved for arbitrary data. If we consider the complete macro-net we have in fact the Grandine's result [19] showing that the only convex macro-nets are the planar ones. However the following example shows that even the single mini-net can be nonconvex for arbitrary data values.

Example 3.7. Suppose a set of convex data is given. To ensure a mini-net is convex the following condition is necessary:

$$
\begin{equation*}
\frac{l_{n-1.0 .1}^{(r)}+l_{n-2.1 .1}^{(r)}}{2} \leqslant \frac{l_{n-1.1 .0}^{(r)}+l_{n-2.0 .2}^{(r)}}{2} \tag{3.8}
\end{equation*}
$$

Let us now consider the paraboloid

$$
f(x, y)=(x-1)^{2}+\left(y-\frac{\sqrt{3}}{3}\right)^{2}
$$

the equilateral triangle $T$ with vertices $P_{1}=(0,0), P_{2}=(2,0), P_{3}=(1, \sqrt{3})$, and let $P_{0}$ be the barycenter of $T$. In this case, with a straightforward manipulation (3.8) becomes, for $r=1$,

$$
\left\langle\nabla f_{1}, e_{1}\right\rangle \frac{1}{3}+\left\langle\nabla f_{1}, e_{3}\right\rangle \frac{1}{6}+\mathrm{O}\left(\frac{1}{n}\right) \geqslant 0,
$$

but, substituting the gradient value, the left member of the inequality is equal to $-\frac{4}{3}+\frac{4}{6}+O(1 / n)$, hence (3.8) cannot hold for large values of $n$, and the mini-net is not globally convex.

We conclude this section with the following elementary property.
Theorem 3.8. Let $f \in C^{2}(T)$. Then for any $n$,

$$
f(\ldots)-\mathscr{B}(\ldots .: n) \psi_{r_{.}}=O\left(h^{2}\right), \quad h:=\max _{r=1,2.3}\left|P_{r+1}-P_{r}\right|
$$

Proof. For $r$ arbitrary but fixed, let $\pi(x, y)=f_{r}+\left\langle\nabla f_{r},\left[x-x_{r}, y-y_{r}\right]^{\boldsymbol{T}}\right\rangle$ the truncated Taylor expansion of $f$ around $P_{r}$. Then for each $(x, y) \in T^{(r)}$

$$
\begin{aligned}
|f(x, y)-\mathscr{B}(x, y ; n)| & =\left|f(x, y)-b^{(r)}(x, y ; n)\right| \\
& \leqslant|f(x, y)-\pi(x, y)|+\left|\pi(x, y)-b^{(r)}(x, y ; n)\right|=\mathrm{O}\left(h^{2}\right),
\end{aligned}
$$

since, from (2.12). $\pi$ is also the truncated Taylor expansion for $b^{(r)}$.

## 4. Scattered data interpolation

As previously said in the introduction, this section is devoted to developing a simple algorithm for computing a $C^{1}$ surface interpolating a set of scattered data. The surface is composed of triangular polynomial macro-elements and the degree (the same for each patch) is computed in a global automatic way, according to Theorem (3.4), and it reproduces, as far as possible, the shape of the data.

Given a set of scattered data

$$
\begin{equation*}
P_{\eta}=\left(x_{n}, y_{n}\right), \quad f_{\eta}=f\left(P_{\eta}\right), \quad \nabla f_{\eta}=\nabla f\left(P_{\eta}\right), \quad \eta=1, \ldots, N_{P}, \tag{4.1}
\end{equation*}
$$

let

$$
\begin{equation*}
T_{\mu}=P_{\mu_{1}} P_{\mu_{2}} P_{\mu_{:}} \cdot \quad \mu=1, \ldots, N_{T}, \tag{4.2}
\end{equation*}
$$

be a corresponding set of non-overlapping triangles (the practical aspects concerning the gradients, supposed to be known a priori, and the choice of a triangulation method will be discussed later).

For any $n \in \mathbb{N}$, using (2.5), $(2.8)-(2.11)$, it is immediate to construct, for any triangle $T_{\mu}, \mu=1, \ldots, N_{T}$, a macro-polynomial $\mathcal{B}_{\mu}(x, y, n)$ such that

$$
\begin{equation*}
\mathscr{R}_{\mu}\left(x_{\mu_{r}} y_{\mu,} ; n\right)=f_{\mu_{r},} \quad \nabla: B_{\mu}\left(x_{\mu_{r}}, y_{\mu} ; n\right)=\nabla f_{u_{r}}, \quad r=1,2,3, \tag{4.3}
\end{equation*}
$$

and the surface $s(x, y ; n)$ given by

$$
s(x, y ; n):=\mathscr{R}_{\mu}(x, y ; n),(x, y) \in T_{\mu},
$$

turns out to be a $C^{1}$ function interpolating the data (4.1). In fact, the control nets of two adjacent triangles have the first two rows parallel to the common edge given by (2.6), (2.8) and (2.9) which define the same conditions for the two macro-nets. This, in turn, implies that contiguous triples of control points, adjacent to the same edge, lie on the same plane. Figure 6 shows an example of such a composite surface. The data reported in the top have been interpolated assuming zero gradients and the data points. The graphs obtained with $n=3$ and $n=15$, depicted in the center and in the bottom respectively, clearly show the visual consequences of the use of large degrees.

As Theorem (3.1) suggests, the degree $n$ of the polynomials can be used as a parameter to obtain the desired tension of the surface. If we are interested in reproducing the shape of the data, we can compute the degree so that the hypotheses of Theorem (3.4) are satisfied for all the triangles $T_{\mu}$ using the following scheme

## Algorithm 4.1.

1. Let the data (4.1) and the triangulation (4.2) be given.
2. For $\mu=1, \ldots, N_{T}$
2.1. For $r=1,2,3$
2.1.1. Check if the data are increasing (decreasing) and/or convex (concave) according to Definitions 3.2 and 3.3 along the edge $P_{\mu_{t}} P_{\mu_{1} \ldots 1}$.
2.1.2. Compute the threshold degree $\bar{n}_{u_{1}}$ according to Theorem 3.4.
2.2. Set $\bar{n}_{\mu}:=\max \left\{\bar{n}_{\mu_{1}}, \bar{n}_{\mu_{2}} \bar{n}_{\mu_{3}}\right\}$
3. Set $n:=\max \left\{\bar{n}_{\mu}, \mu=1, \ldots N_{T}\right\}$
4. For $\mu=1, \ldots, N_{T}$
4.1. Compute the macro-element $\mathscr{B}_{\mu}(x, 1 ; n)$ which satisfies (4.3).


Fig. 6. An example of the composite surface. Top: the data. Center: the interpolating surface for $n=3$. Bottom: The interpolating surface for $n=15$.

We need some more details on step (2.1.2.). Let us consider for the sake of simplicity only the increasing and/or convex case. It is clear that the macro-net of $\mathscr{B}_{\mu}$ will have the same shape of the data if the corresponding mini-nets satisfy (3.2), (3.4)-(3.5) and/or (3.6)-(3.7). But Theorem (3.4) says that we have to look for a threshold degree $\bar{n}_{\mu}$ such that (3.2), (3.4)-(3.5) and/or (3.6)-(3.7) are
satisfied for any larger degree. It is unfortunately impossible to obtain from (3.2), (3.4)-(3.7) simple stronger inequalities ensuring the asymptotic behavior of the net (see, for comparison, the analogous problem in [12]), because they lead to polynomial inequalities in $1 / n$. However, the computation of the required elements of the macro-net is very cheap and we can adopt the following simple scheme.

## Algorithm 4.2.

1. Let the data $f_{\mu r}, f_{\mu_{r+1}}, \nabla f_{\mu_{r}}, \nabla f_{\mu_{r+1}}$, increasing and/or convex, and the integer $n_{\max }$ be given.
2. Set $n_{\text {temp }}=n_{\text {max }}$.
3. While ((3.2), (3.4)-(3.5) and/or (3.6)-(3.7) are satisfied with $n=n_{\text {temp }}$ ). 3.1. $n_{\text {temp }}=n_{\text {temp }}-1$.
4. Set $\bar{n}_{\mu r}=n_{\text {temp }}+1$.

Here $n_{\max }$ is the maximum degree allowed by the user, and in principle, $n_{\max }=+\infty$ (for example, in all the following tests we have used $n_{\max }=20$ ). It is worthwhile to recall that we have no problem in dealing with large values of $n_{\max }$ since the macro-element tend uniformly to a plane, and so we do not have to worry about instabilities and oscillations. In addition, the structure of the macro-net makes possible to evaluate each polynomial using only $O(n)$ addenda in (2.1).

Algorithm 4.1 requires knowing the values of the gradients at the interpolation points, but, in practice, this information is often not available. It is clear that our resulting surface, as well as any other two dimensional shape preserving interpolant of gridded data, will depend heavily on the method we have adopted to recover the gradients from the data points. The problem of a good choice of the partial derivatives has been solved in some cases for tensor-product constrained interpolation, [3], but, to the best of our knowledge, has never been investigated in the scattered data setting.

Similarly, Algorithm 4.1 requires the data have been organized in a triangulation, and it is widely known how significantly the triangulation method affects the shape of the interpolant. The most famous method is the so-called Lawson or Delaunay scheme [22], based on the max-min angle criterion, but new algorithms, based on data-dependent strategies have been recently developed $[4,15,23,25,29]$. Obviously, we would like to have a data-dependent triangulation, especially tailored for our macro-elements and for the goals we want to achieve.

Summarizing, a good shape-preserving method is given by three ingredients: (a) a good class of interpolating functions, (b) a good method to compute the gradients and (c) a good triangulation scheme. So far, we have obtained some results on item (a), but, for producing the examples of this section, we have used the Lawson method and we have computed the gradients as the weighted least-squares approximation of the neighboring data slopes. The development of better choices for (b) and (c), specialized for our problem, are under investigation.

In the first example we have interpolated a function originally introduced by Ritchie (see [15] for its analytical form) at a set of 25 scattered data points as shown in the top Fig. 7. In the center is shown the graph produced by the cubic Clough-Tocher interpolant. It is possible to see that its oscillations are strongly reduced in the bottom of Fig. 7, where the degree 18 produced by Algorithm 4.1 has been used.

In the second example, see Fig. 8, we have computed 36 scattered values of the sigmoidal function (see [9] for the analytical form) and we show the interpolating surface for $n=3$ (center)


Fig. 7. Example 1. Top: The data. Center: The interpolating surface for $n=3$. Bottom: The interpolating surface for $n=18$.


Fig. 8. Example 2. Top: The data. Center: The interpolating surface for $n=3$. Bottom: The interpolating surface for $n=13$.
and for $n=13$, output value of Algorithm 4.1 (bottom). As in the previous test, we can see that the oscillations are reduced.

For both the examples only monotonicity constraints have been considered in Algorithm 4.1.
We point out that the surfaces in the bottom of Fig. 7 and 8 are not, strictly speaking, monotonicity preserving if compared with the data at the top. As previously said, this is due to the poor choice of the derivatives, which, following Definition (3.2), makes some triangles neither increasing nor decreasing in contrast to the shape of the data. This is the case, for example, of the triangles around the "hill" of Fig. 7.

We want to conclude this section with some comments concerning the major drawback of the present scheme, that is the global choice of the tension parameter. It is in fact clear that a large value of $n$, even if suitable for some "sharp" subset of data, does force the other triangles to accept useless strong tension factors, and therefore the resulting surface could, in some cases, not be visually pleasing. In addition, we have the obvious disadvantage that all the data have to be processed for a single evaluation of the interpolating function.

We anticipate that using some properties of the net and of the Bézier polynomials, it seems possible to modify our macro-element and obtain a local algorithm which provides a globally $C^{1}$ surface, where any triangular polynomial patch has its own, locally computed, degree. However, due to space limitations, the corresponding results, which are still under study, will be reported in a subsequent paper.
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