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1. INTRODUCTION 

Let C be a family of nonnegative integrable functions in [0, I] such that C 
has the following properties. 

(a) 1 EC; 
(b) if c(x) E C and f or a measurable function cl(x), 0 < cl(x) < c(x) a.e. 

in [0, 11, then cl(x) E C; 
(c) the integrals $ c(x) dx, C(X) E C are uniformly bounded. 

Define the KBthe space X(C) as the space of all functionsf(x) integrable in 
[0, l] and such that 

With ]jf]l as the norm off, it was proved by Lorentz ([7], p. 67), who had 
introduced the space, that X(C) is a complete normed space. For C the family 
of nonnegative integrable functions g(x) in [0, l] satisfying Ji [g(x)]Q dx < 1, 
where 1 < p < co, the space X(C) is Lp[O, l] where l/p + l/n = 1. For C 
the family of nonnegative measurable functions g(x) which are essentially 
bounded in [0, 11, the space X(C) is U[O, 11. For additional examples see 
Lorentz ([7], Section 3.5). 

Let the sequence {hi) (i > 0) satisfy the following 

It is our purpose in this article to obtain necessary and sufficient conditions 
on a sequence {pn} (n > 0) so that it should possess the representation 

Pn = I 

1 

o tAnf(t) dt n = 0, 1, 2 ,..., (1.2) 

where f E X(C). 
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For the sequence X, = n, n = 0, 1, 2 ,..., necessary and sufficient conditions 
on {pn} (n > 0) were given by Lorentz ([7], Section 3.8). The problem was 
discussed recently by Ramanujan [8] for the sequence h, = 12 + 1, n = 0, I, 2,... 
and by Jakimovski and Ramanujan [3] for the sequence h, = n + iy, 
n = 0, 1,2 ,..., where 01 2 0. 

2. PRELIMINARIES AND AUXILIARY LEMMAS 

Denote 

h,,(t) = (- l)n-mh,+r x ... x h, i -& 
icm “,(“i) 

0 < m < n = 1, 2,..., 

Ann(t) = 1”” n = 0, 1, 2 )..., 

where 

w,,(x) = (x - A,) x *.- x (x - A,), 0 < m < n = 0, 1, 2,..., 

and denote 

xi,,(t) = k &7l(t), 0 9 m < n = 1, 2,... 
11 

A,*,(t) = 9” n = 0, 1, 2 ,... . 

BY [71, P- 46 (1% 

Lzw 2 0 for O<t<l and 0 < m < n = 0, 1,2,.. 

If ha = 0, it follows by [7], p. 46 (11) that 

$oh$) = 1 for O<t<l and n=0,1,2,... 

and so by (2.4) and (2.5) it follows that for h, > 0, 

for O<t<l and n=0,1,2 ,.... 

Also by [2], Theorem 2.3, 

f A,*,(t) = 1 for 0 < t < 1, 
Tk=nl 

f h:,(O) = 0 for m > 1. 
n=m 

. . . 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 
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Let alEm = [(I - h,/X,+,) - a.. . (1 - hI/&l)]ll”l , 0 < m < n = 1, 2,..., 

%n = 1 and let pns,, = ~y~-r,,,+~ 1 < m < n = 1, 2 ,... . Then if h, = 0, it 
follows by 171, Th eorem 2.2.2 that for every continuous function f(x) in 

P, 11 

2. f 4mi4f(%m) = f (4 uniformly in O<x<l. (2.8) 
?ib=O 

Only a slight modification is needed to show that if A0 > 0 then for every 
continuous functionf(x) in [0, l] 

jj= i. L&)f(~nwt) =fW for O<x<l. (2.9) 

Again by [2], Theorem 2.3, it follows that for every continuous function f (x) 

in LO, 11, 

,i& f G!(x)f%n) =f(x) for O<x<l. (2.10) 
n=nl 

We make use of the following lemmas. 

LEMMA 1. For every n, m, 0 < m < n = 1, 2 ,..., 

s l h,,(t) dt = ... x A, 
0 (Am :;;1,x -.* x (A, + 1) 

s 1 &m(t) dt 1 = A, + 1 , n = 0, 1, 2 ,... . 0 

Proof. The proof follows readily by induction on n - m using the equal- 
ity 

x 
?ml 

@) = &L-1,&) - L+lhw7L+lw 
hz - L 

9 O<t< 1, n;>m. 

(See [7], Section 2.7 (I), (8).) This completes our proof. 

LEMMA 2. Let 

X nm = (xm+1 :-;; E 1:: i: tin + 1) 

and let n(p), m(p) be functions assuming integral values only. Th??Z 
n(P) - co and x~(~).~(~) - x > 0 as P - 00 imply oLnh+,,b) - x. 
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Proof. For - 1(x(1, 1og1-~=-~-((x~/2)(1-~8x)-~ where 
0 = e(x), 0 < 6 < 1. Hence, 

-1 
Xnm = 

i 

= elpi 

1 
~ 
h m+1 ) 

x ... x (I + $) 

fci+l 42 exp - $5 ,i+l h31 + ekW2] ] [ 

and 
l/A, 

OL nm= [C 1 -*, x ..’ x (1 -%)I 
m+1 

=exp[-k~+l~;l]exp~-t~lk~+l~;2(l -~k*Vi3v2]7 

where 0 -=c 8, , ok* < 1. Thus, 

anmxii = exp - 4 A, 
[ 

k=f.+l 431 - ek*v; 1) 2 - 4 f x,2(1 + eJil)-2 - 
I 

. 
k=m+l 

(2.11) 

Now, 

0 < xnm < exp [ - i (A, + 1)-l] and xnm --, x > 0, 
k=m+l 

consequently cb,+l (hk + 1)-r remains bounded as $J --+ 03, whence 
CiC=,+l A;’ remains bounded as p --+ 00. Since C,“=, A;’ = co, it follows that 
m(p) 4 co and so h,(,)+I --, co. Therefore, 

and 

k=m+l k=m+l 
as p-w 

0 < i x,2(1 - ek*xlx;1)-2 < (1 - hlA;1)-2 A;!+,:, 5 i&l-+ 0, 
k=m+l k=m+l 

as p+ co. 

By (2.11) it follows now that 

lim ~nbhdd~ihmo = 1, 

and so our proof is complete. 
The following lemma, the proof of which is left for the reader, is an 

extension of [7], p. 79, Theorem 3.8.2, and Remark 1. 



MOMENT PROBLEMS IN KijTHE SPACES 299 

LEMMA 3. Letfn(x) be integrable functions in [0, 1 J and suppose that the set 
functionsI?, = JB f%(x) dx, e C [0, 11, e is measurable are un;formly absolutely 
continuous. Then there is u subsequence fn,(x) and an integrable function f (x) 
such that for every uniformly bounded sequence of integrable functions gk(x) 
tending almost everywhere to g(x), 

off&) g&4 dx - JIf (4 &4 4 as k -+ CCL 

3. THE MOMENT PROBLEM IN X(C) 

For a sequence {pn} (n 2 0), let 

A,, = (- l)la-mhm+l x *‘a x An i a, 
i=m Wmm(hi) 

0 < m < n = 1, 2,... 

(3-l) 

L2 = P., I n = 0, 1, 2,.*., 

where W&X) is defined by (2.2); and let 

A& =& 0 < m < n = 1, 2,..., 

(3.2) 
xi2 = Pn 3 n = 0, 1, 2 ,... . 

Denote 

and 

4m = f I’&&> 4 0 < m f n = 0, 1, 2 ,..., 
k=O 0 

A$,, = f j’h&,(t) dt, n 3 m = 0, 1,2 ,... . 
k=n 0 

Define the functions fn(x) by 

fn(x) = ‘m if 

I l km(t) dt 
0 

f,(x) = 0 elsewhere; 

and the functions fwh*(x) by 

fm*(x) = if 

I 

1 Gn 
Ah(t) dt 

0 

4w-1 d x < 4n 9 vL.4 = O), 

(3.3) 

4T+,,m -=c x < K&, fm*(o) = 0. (3.4) 
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THEOREM 1. Let X(C) have a rearrangement-invariant norm (see [7], 
Section 3.4) and let the setfunctionsF(e) = fff(x) dxfE X(C), /If]] < 1 be 
uniformly absolutely continuous. Then the sequence {pn} (n 2 0) possesses the 
representation (1.2) where f E X(C), l/f 11 < M, if, and onZy ;f, f,‘ I/ < M for 
all n > 0. 

For A, = n n > 0, Theorem 1 reduces to [7], Theorem 3.8.4, and for 
A,, = n + LX, n 3 0 it reduces to [3], Theorem 4. 

Proof. It follows by (1.2), (2.1), and (3.1) that 

s 

1 
A,, = k,(t)f (t) dt 0 < m < 11 =: 0, 1, 2 ,... . 

0 

Thus, if the kernels &(x, t) are defined by 

J&(x, t) = lxnm(t) if An,m-l < x < A,, , 0 < t < 1 

f Ln(t) dt 
0 

and 

qx, t) = 0 elsewhere, 

then by (3.3) 

fn(x) = j: G(x> t)f(t) dt, O<x< 1, n=0,1,2 ,.... (3.5) 

Now, 

I 
1 

i 
l 1 l&(x, t)l dt = 

hdt) dt 

= 1 
0 

s 

"1 

&m(t) dt 
0 

and 

s l 1 qx, t>i dt = 0 elsewhere, 
0 

for 

s ’ I Kn(x, t>l dt d 1 for 
0 

By (2.5) and (2.6) 

I ’ / K,(x, t)l dx = i &m(t) < 1 
0 nZ=O 

O<x<l. (3.6) 

for o<tg1. (3.7) 



MOMENT PROBLEMS IN KijTHE SPACES 301 

Since X(C) has a rearrangement-invariant norm, it follows by (1.2) where 
f E X(C), llfll < M (3.5), (36 (3.7), and [7], Theorem 3.8.3, that jlfn II < M 
for all 12 > 0. This completes the proof of the necessary part of the theorem. 

Conversely, if llfn II < .M f or all tt > 0, then since 1 E C we have 

m$o 1 A,,, I = 1: Ifn(x)I dn: < 11-h II < M, for all n 2 0. 

Therefore, by [4], Th eorem 2.1, {CL,} (n > 0) possesses the representation 

/Lo = (’ tA” da(t) n = 0, 1, 2 ,..., (34 
Jo 

where a(t) is of bounded variation in [0, 11. 
BY (2.3, (2.Q CW, and (2.9) it follows that for any k >, 0 

s 

1 
= tAk da(t) = Pk. 

0 

(3.9) 

Let the function gAk’(x) be defined by 

&p(x) = 0 

We will prove that 

elsewhere. 

g:‘(x) --+ xAk as n--too for O<x<l. (3.10) 

Now, for x = 0, (3.10) follows immediately since anI -+ 0 as 1z -+ CO. 
Assume that 0 < x < 1 and let m E m(n), such that fln,m--l < x < A,, . 
For every fixed K > 0, it follows by Hausdorff ([I], Section 2 and (25)) that 
lim,,, si &Jr) dt = 0, whence m(n) -+ co, as n---f co. Consequently, by 
Lemma 1, 

0 < 42, - Lz.m-1 = j-’ L&) dt n 

409/3”/2-5 
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Again by Lemma 1, 

4, = f jlUt) dt k=O 0 
x ... x x, 

= i. (A, :yx ... x (An + 1) 

- (A,+~ $7; “x 
... x A, __ f A,,, x ... x A, 
... x @, + 1) kzO (A, + 1) x ... x (h, +1> 

= xnm f j’ Ldt) dt. 
k=O 0 

(xnm is defined as in Lemma 2.) 
By (2.5) or (2.6) and (2.9), forf(t) = 1, we have 

lim f l1 x,,(t) dt = 1. 
m+* k=O 0 

Hence, xn.%tn) -+x as n+ co. So by Lemma 2, an,m(n) +x and, thus, 
a&(n) + & as n + 00. This concludes the proof of (3.10). 

Rewriting (3.9) we obtain 

h = 0, 1, 2 ,... . 

By (3.10) and Lemma 3, there is a subsequence &,(x) and a function f(x) 
such that 

s :fni(x) g:‘(x) dx --t jlf(x) xAk dx, as i+ co, 

whence by (3.11) 

I 

1 
pk = o x”“f(x) dx, h = 0, 1, 2 ,... . 

Thatf E X(C) and \]fj] < M follows by [7], p. 80, Remark 2. This completes 
our proof. 

COROLLARY 1. The space LP[O, 11, 1 < p < 00, satisfies the assumptions of 
Theorem 1, hence the sequence {pn} (n > 0) p assesses the representation (1.2) 
where f ELP[O, 11, 1 <p < co, Ilfll, < M, if, and only if, 

i 
I Lm I” 

m=” ( j: km(t) dt) 
p-l G MY for all n >O, if l<p<co 
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and 

lhnml 

s 

1 < M, for all n, m, 0 < m < n, ;f p= co. 

LnW dt 
0 

Corollary 1 can also be obtained by results in [4, 51. 
Interpreting Theorem 1 for Lorentz’s spaces A(+,p) and M($,p), 

1 < p < 00, is left for the reader. (For A, = n, n > 0, see such interpretation 
in [7], p. 81. 

THEOREM 2. Let X(C) satisfy the assumptions of Theorem 1. Then the 

sepu~44 (n 3 O)P assesses the representation (1.2) for n > 1, where f E X(C), 
llfjl < M, if, and only ;f, Ilfm* 1) < Mfor all m 3 1. 

Remark. If A, > 0, then Theorem 2 can be stated with n > 0, m > 0. 
This is not the case, however, if h, = 0, in which case p0 may or may not have 
the same representation even if 1) fm* /I < M for all m > 0. 

Theorem 2 for the sequence A,, = n + 1, n > 0, is due to Ramanujan [8]; 
it is due to Jakimovski and Ramanujan f33 for h, = n + 01 + 1, n > 0. 

Proof. The proof of the necessity part is similar to the proof of that part 
in Theorem 1, using (2.3), (3.2), and (2.7) instead of (2.1), (3.1), and (2.5) and 
(2.6) respectively. The kernels that are used in this proof are the following: 

&*(x, t) = lA’m(t) if 

s 

c&l < x < 4zm , 0 < t G 1 
J%dt) dt 

0 

and 

s&*(0, t) = 0, O<t<l. 

In order to prove the sufficiency part, we see that since 1 E C it follows that 

f I~~~I=~~Ifm*(~)ld~~;Ifm*l~~M, forall m>l. 
a=nl 

Therefore, by [6], Th eorem 3.1, {pLn} (n 2 1) has the representation (3.8). 
By (2.7) and (2.9) it follows that for every k > 1, 

(3.12) 
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Define the functions kg)(x) by 

We will prove that for k > 1, 

h;‘(x) + xnk, as m-+oo for O<X<l. (3.13) 

Then the rest of the proof will follow as in the proof of Theorem 1. For x = 0, 
hg’(0) = 0 = OAk f or all k>l. If O<x<l, let n-n(m) such that 
AZ+,,, < x < A& . By Lemma 1 

= (L ,“llXx 
... x A,-, 
*.- x (A, + 1) 

1 
< --+o 

4 
as m-+co. 

Thus, 

&h,, - x as m-+ co. 

By (2.7) and Lemma 1, 

= jn (L ih”x ... x X,-l 
.‘. x(&+1) 

Hence, xn(m)-l,m-l + x as m - ~0 and by Lemma 2, P,M.~ -+ x as m+ *. 
This completes the proof. 

COROLLARY 2. The sequence {,u,} (n > 1) possesses the representation (1.2) 
for n 3 1, wheref ELP[O, 11, 1 < p < co, Ilfil, < M, if, and +y if, 
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4. THE MOMENT PROBLEM IN L1[O, l] 

As we noted in the introduction, L’[O, l] is an X(C) space and it is readily 
seen to have a rearrangement-invariant norm. However, the set functions 
F(e) = Jif(~> dx,fEW, 11, llfll G 1, are not uniformly absolutely continu- 
ous, hence, Theorems 1, 2 do not apply here. Moreover, the requirement of 
uniformly absolute continuity is quite a strong one. Our results involve a 
weaker condition. 

DEFINITION. The functions CL,(~) defined in [0, l] are said to be eventually 
absolutely continuous if for every E > 0 there is a a(~) > 0 such that if v is a 
finite union of disjoint intervals in [0, 11, rr = (JfzI (xi , JJ~), say, with 
m(n) < 8, then there exists N(E, W) such that 

gl 1 IX&~) - an( < E 

For a sequence {pL,} (n > 0) let 

for all n > N. 

and 

%(O) = 0, 44 = c Ln 9 O<x<l, 
“nmdx 

c&&*(o) = 0, am*(x) = c A,*, , 0 < x < 1. 
B,,dx 

THEOREM 3. The sequence {Pi} (n > 0) possesses the representation (1.2), 
where f E L1[O, 11, if, and only if, the function an(x) are of uniformly bounded 
variations and are eventually absolutely continuous. 

Proof. Assume first that {Pi} (n > 0) has the representation (1.2) where 
f EL~[O, I]. Then by (2.4), (2.5), and (2.6) 

1n 
= SC 4m(t) If WI dt 

0 m=o 

d s 1 If(t)I dt -=c 00, for all II > 0. 

By (2.8) and (2.9) it is easily seen that for any 0 < x < 1, 

c Ln(t)+ 1 1 if O<t<x 
0 if x<t,(l’ as n-+ co. (4.1) 

%,Qs 
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Thus, forO<x<l, 

and for x = 0, 

a,(O) = 0 = J‘:f(t) dt. 

(4.2) 

Now,F(x) = j;j(t) dt is an absolutely continuous function and an(x) -+F(x), 
0 < x < 1, as n -+ 00, whence (yn(x) are eventually absolutely continuous. 
Conversely, since the functions a,(x) are of uniformly bounded variations, it 
follows by [4], Theorem 2.1, that (~3 (n > 0) has the representation (3.8). 
Also, similar to (3.9), we obtain for each k > 0, 

Once again, since or,(x) are of uniformly bounded variations, it follows by 
Helly’s theorem that there is a subsequence {or,i(x)} and a function of bounded 
variation ,6?(x) such that 01,&x) + /3(x), 0 < x < 1, as i --f 00. Hence, by (4.3) 
and Helly-Bray’s theorem, 

/Lo = 1’ t”k d,5(t) k = 0, 1, 2 ,... . 
JO 

Now an,(x) are eventually absolutely continuous and ol,Jx) + b(x), 
0 < x < 1, whence /3(x) is absolutely continuous; thus, 

/J(x) = f)(t) 6 O<x<l, jELl[O, 11. (4.5) 

Our result follows now by (4.4) and (4.5). This completes our proof. 
The following result is proved similarly. 

THEOREM 4. The sequence {CL,} (n > 1) p ossesses the representation (1.2), 
for n > 1, zuhere j~U[0, I], if, and only if, the function a?,*(x) (m > 1) are 
of uniformly bounded variations and are eventually absolutely continuous. 
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