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#### Abstract

Information measures $\Delta_{m}$ (entropies, divergences, inaccuracies, information improvements, etc.), depending upon $n$ probability distributions which we unite into a vector distribution, are recursive of type $\mu$ if $$
\begin{aligned} \Delta_{m}\left(p_{1}, p_{2}, p_{3}, \ldots, p_{m}\right)= & \Delta_{m-1}\left(p_{1}+p_{2}, p_{3}, \ldots, p_{m}\right) \\ & +\mu\left(p_{1}+p_{2}\right) \Delta_{2}\left(\frac{p_{1}}{p_{1}+p_{2}}, \frac{p_{2}}{p_{1}+p_{2}}\right) \end{aligned}
$$

If also a similar equation holds with three instead of two distinguished vectors, then $\mu$ has to be multiplicative, except if all $\Delta_{m}$ are identically 0 . The information measure is semisymmetric if $\Delta_{3}\left(p_{1}, p_{2}, p_{3}\right)=\Delta_{3}\left(p_{1}, p_{3}, p_{2}\right)$. We determine all semisymmetric (in particular, symmetric) recursive information measures of multiplicative type, allowing first only positive probabilities. Previously the cases $n \leqslant 3$ have been examined mainly for $\mu(t)=\mu\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n}\right)=\tau_{1}^{\alpha_{1}} \tau_{2}^{\alpha_{2}} \cdots \tau_{n}^{\alpha_{n}}$, and some probabilities were allowed to be 0 . This has made the proofs easier. But permitting certain probabilities to be 0 would exclude most information measures important for applications, so the description of appropriate domains became complicated. However, we show how the measures which we determine here can be extended to the "old" domains and to more general ones.


## 1. HISTORY, MOTIVATION, TERMINOLOGY

Entropies, deviations (directed divergences, inaccuracies, etc.) and information improvements (generalized directed divergences) depend on one, two,
or three (for our purposes finite, discrete) probability distributions, respectively [6]. Some efforts have also been made recently to deal with information measures depending upon more than three probability distributions ([14], [35], etc.). We will deal here with information measures depending upon an arbitrary number $n$ of finite probability distributions, each containing, say, $m$ probabilities, the same $m$ for each distribution (since they are approximations, estimates of each other, or in other ways connected). We will unite the corresponding probabilities in the $n$ distributions into $n$-dimensional vectors, which we denote by Latin letters. So all lower case Latin letters, even with subscripts, will stand for vectors, except $i, j, k, m, n$ etc. denoting natural numbers. Sets of vectors will be denoted by Latin capitals. Scalars (real numbers) will be denoted by Greek characters.

The purpose of this paper is to determine all such information measures satisfying certain natural conditions.

The class of information measures which were most thoroughly investigated are the symmetric recursive ones. (It seems that Faddeev [11] was the first to apply recursivity for characterization of an information measure; cf. [6]). Recursivity means [ $p_{j}=\left(\pi_{j 1}, \pi_{j 2}, \ldots, \pi_{j n}\right)$ ]

$$
\begin{align*}
& \Delta_{m}\left(p_{1}, p_{2}, p_{3}, \ldots, p_{m}\right) \\
& =\Delta_{m-1}\left(p_{1}+p_{2}, p_{3}, \ldots, p_{m}\right)+\left(\pi_{11}+\pi_{21}\right) \Delta_{2}\left(\frac{p_{1}}{p_{1}+p_{2}}, \frac{p_{2}}{p_{1}+p_{2}}\right) \\
& \quad(m=3,4, \ldots) \tag{1}
\end{align*}
$$

(The operations on vectors-here additions and divisions, and later also subtractions and multiplications-are done componentwise.) If the probabilities belong to events, then (1) describes how the measure of information changes if an event is split into two. Recursivity is also connected to the Huffman coding procedure. It is even more natural to suppose that the $\Delta_{m}$ 's are symmetric. For our purposes, it will be sufficient most of the time to suppose that they are semisymmetric, that is,

$$
\begin{equation*}
\Delta_{3}\left(p_{1}, p_{2}, p_{3}\right)=\Delta_{3}\left(p_{1}, p_{3}, p_{2}\right) \tag{2}
\end{equation*}
$$

If also

$$
\begin{equation*}
\Delta_{3}\left(p_{1}, p_{2}, p_{3}\right)=\Delta_{3}\left(p_{2}, p_{1}, p_{3}\right) \tag{3}
\end{equation*}
$$

then the information measure is symmetric. Examples of symmetric recursive
information measures are the Shannon entropy

$$
\begin{equation*}
-\sum_{k=1}^{m} \pi_{k} \log \pi_{k} \tag{4}
\end{equation*}
$$

the Kullback directed divergence

$$
\begin{equation*}
\sum_{k=1}^{m} \pi_{k} \log \frac{\pi_{k}}{\sigma_{k}}, \tag{5}
\end{equation*}
$$

and the Theil information improvement

$$
\begin{equation*}
\sum_{k=1}^{m} \pi_{k} \log \frac{\rho_{k}}{\sigma_{k}} \tag{6}
\end{equation*}
$$

We did not specify till now the domains of the $\Delta_{m}$ and of the equations (1), (2), (3). As $n$ complete probability distributions, ( $p_{1}, p_{2}, \ldots, p_{m}$ ) should satisfy

$$
p_{1}+p_{2}+\cdots+p_{m}=1, \quad p_{j} \geqslant 0 \quad(j=1,2, \ldots, m)
$$

the additions (as before) and inequalities being meant componentwise, and 0,1 standing for $(0,0, \ldots, 0)$ and $(1,1, \ldots, 1)$, respectively. However, the examples (4) and, even more, (5) and (6) show that some caution has to be exercised with 0 probabilities, because these expressions are not defined if some $\pi_{k}$ or $\rho_{k}$ or $\sigma_{k}$ are 0 . The definition

$$
0 \log 0:=0
$$

takes care of this problem for (4), and also for (5) if $\pi_{k}=0$ was the problem. But how about $\sigma_{k}=0$ in (5), and $\rho_{k}=0$ or $\sigma_{k}=0$ or both in (6) (in particular if $\pi_{k} \neq 0$ for the same $k$ )? In fact, if such values were permitted in the suppositions, these important information measures would be excluded from our characterizations.

One way of getting around this difficulty is to require that, whenever $\sigma_{k}$ or $\rho_{k}$ or both are zero for a given $k$, then $\pi_{k}$ should be zero too for that $k$ [6, 13-17, 19, 20, 33, 36]. This leads to pretty complicated domains (cf. [7]). We get simpler domains (but potentially more difficult proofs) if we just exclude zero probabilities, except for the first distribution ( $\pi_{k}$ ). In the case
$n=2$, this program has been carried out completely in [2, 4, 7, 8], both for (1) [and (2)] and for the measures of degree $a$ which we will mention below. In the present paper, we completely eliminate zero probabilities (supposing even $\pi_{k} \neq 0$ ) and determine on this more difficult domain all semisymmetric recursive information measures depending upon $n$ probability distributions (not just for $n \leqslant 3$ ), along with the generalizations to be outlined in the next paragraph. This has been done before only for $n=1$ (cf. [6, 9, 28]). We will show also how to derive from our results those on the previously handled domains.

As mentioned, we deal also with a rather wide range of generalizations: In [12] (cf. [9, 6]) a generalized recursivity has been introduced for $n=1$, first called [9] of type $a$ and later [6] of degree $a$ (because "type" sounded too general). Subsequently (see [6, 18, 21, 23, 32, 34] and the survey [36]) this has been investigated also for $n=2$ and $n=3$. An information measure $\left\{\Delta_{m}\right\}$ is recursive of degree $a=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ if

$$
\begin{align*}
\Delta_{m}\left(p_{1}, p_{2}, p_{3}, \ldots, p_{m}\right)= & \Delta_{m-1}\left(p_{1}+p_{2}, p_{3}, \ldots, p_{m}\right) \\
& +\left(p_{1}+p_{2}\right)^{a} \Delta_{2}\left(\frac{p_{1}}{p_{1}+p_{2}}, \frac{p_{2}}{p_{1}+p_{2}}\right) \tag{7}
\end{align*}
$$

where

$$
x^{a}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)^{\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)}:=\xi_{1}^{\alpha_{1}} \xi_{2}^{\alpha_{2}} \ldots \xi_{n}^{\alpha_{n}}
$$

As a further generalization, we now consider

$$
\begin{align*}
& \Delta_{m}\left(p_{1}, p_{2}, p_{3}, \ldots, p_{m}\right)= \Delta_{m-1}\left(p_{1}+p_{2}, p_{3}, \ldots, p_{m}\right) \\
&+\mu\left(p_{1}+p_{2}\right) \Delta_{2}\left(\frac{p_{1}}{p_{1}+p_{2}}, \frac{p_{2}}{p_{1}+p_{2}}\right) \\
&(m=3,4, \ldots) \tag{8}
\end{align*}
$$

We call the $\left\{\Delta_{m}\right\}$ satisfying this relation recursive of type $\mu$, thus approaching the original name. As (7) shows, the case where $\mu$ is multiplicative, that is,

$$
\begin{equation*}
\mu(p q)=\mu(p) \mu(q) \tag{9}
\end{equation*}
$$

is of particular importance. We call (8) with such $\mu$ recursivity of multiplicative type. Symmetric recursive entropies of multiplicative type have been examined in [22, 24, 31, 35] for $n=1,2,3$ and for the domains containing some zero probabilities. In this paper, we will first (Sections 2 and 3) determine all semisymmetric recursive entropies of multiplicative type for all
dimensions $n$ on the open domain described by

$$
\begin{equation*}
\sum_{j=1}^{m} p_{j}=1, \quad p_{j}>0 \quad(j=1,2, \ldots, m) \tag{10}
\end{equation*}
$$

and then (Section 4) also on the older domains allowing some zero probabilities, which we have described above.

An advantage of considering (8) rather than (7) is the possibility of extension to more general fields than the reals. We don't elaborate on this, since we see no applications yet.

We can also give another explanation why it is natural to assume that $\mu$ in (8) is multiplicative (9): Let us suppose that, in addition to (8), the similar equation (cf. e.g. [6, p. 62], [35])

$$
\begin{aligned}
& \Delta_{m}\left(p_{1}, p_{2}, p_{3}, p_{4}, \ldots, p_{m}\right) \\
& \quad=\Delta_{m-2}\left(p_{1}+p_{2}+p_{3}, p_{4}, \ldots, p_{m}\right) \\
& \quad+\mu\left(p_{1}+p_{2}+p_{3}\right) \Delta_{3}\left(\frac{p_{1}}{p_{1}+p_{2}+p_{3}}, \frac{p_{2}}{p_{1}+p_{2}+p_{3}}, \frac{p_{3}}{p_{1}+p_{2}+p_{3}}\right)
\end{aligned}
$$

holds, at least for $m=4$. This and (8) imply

$$
\begin{aligned}
\Delta_{4}[p q(1-r) & , p q r, p(1-q), 1-p] \\
& =\Delta_{2}(p, 1-p)+\mu(p) \Delta_{3}[q(1-r), q r, 1-q] \\
& =\Delta_{2}(p, 1-p)+\mu(p) \Delta_{2}(q, 1-q)+\mu(p) \mu(q) \Delta_{2}(1-r, r)
\end{aligned}
$$

On the other hand, two more applications of (8) give

$$
\begin{aligned}
\Delta_{4}[p q(1-r), & p q r, p(1-q), 1-p] \\
& =\Delta_{3}[p q, p(1-q), 1-p]+\mu(p q) \Delta_{2}(1-r, r) \\
& =\Delta_{2}(p, 1-p)+\mu(p) \Delta_{2}(q, 1-q)+\mu(p q) \Delta_{2}(1-r, r)
\end{aligned}
$$

Thus comparison indeed yields $\mu(p q)=\mu(p) \mu(q)$, that is (9), if $\Delta_{2}(1-r, r) \neq$ 0 . [If $\Delta_{2}(1-r, r) \equiv 0$, then, by (8), all $\Delta_{m}$ are 0 whether $\mu$ is multiplicative or not.]

In Section 2 the case where the multiplicative $\mu$ is not additive $[\mu(p+q)$ $\left.\not \equiv \mu(p)+\mu(q)(p, q, p+q \in] 0,1\left[^{n}\right)\right]$ is settled with an argument analogous to one applied in linear algebra in order to establish the connection between
bilinear and quadratic forms. In Section 3 we prove for the remaining case where $\mu$ is both additive and multiplicative that it is linear too. Therefore, and because of the multiplicativity, Equation (1) and the similar ones obtained by permuting the components are the only recursive equations left. They will then be solved completely.

A preliminary announcement of some of these results is contained in [3, 29].

## 2. MULTIPLICATIVE NONADDITIVE TYPES

We first derive a functional equation with a single unknown function (rather than the sequence $\left\{\Delta_{m}\right\}$ ) from (2) and (8) on (10). We introduce this function $\phi: I \rightarrow \boldsymbol{R}$ by the definition

$$
\begin{equation*}
\phi(q):=\Delta_{2}(1-q, q) \quad(q \in I) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
I:=] 0,1\left[{ }^{n} .\right. \tag{12}
\end{equation*}
$$

We use (8) for $m=3$ and (2):

$$
\begin{aligned}
& \Delta_{2}\left(p_{1}+p_{2}, p_{3}\right)+\mu\left(p_{1}+p_{2}\right) \Delta_{2}\left(\frac{p_{1}}{p_{1}+p_{2}}, \frac{p_{2}}{p_{1}+p_{2}}\right) \\
& \quad=\Delta_{3}\left(p_{1}, p_{2}, p_{3}\right) \\
& \quad=\Delta_{3}\left(p_{1}, p_{3}, p_{2}\right)=\Delta_{2}\left(p_{1}+p_{3}, p_{2}\right)+\mu\left(p_{1}+p_{3}\right) \Delta_{2}\left(\frac{p_{1}}{p_{1}+p_{3}}, \frac{p_{3}}{p_{1}+p_{3}}\right)
\end{aligned}
$$

and obtain, with (11) and with $x=p_{3}, y=p_{2}$,

$$
\begin{equation*}
\phi(x)+\mu(1-x) \phi\left(\frac{y}{1-x}\right)=\phi(y)+\mu(1-y) \phi\left(\frac{x}{1-y}\right) \tag{13}
\end{equation*}
$$

for all $(x, y) \in D$, where

$$
\begin{equation*}
D:=\{(x, y) \mid x, y, x+y \in I\} \tag{14}
\end{equation*}
$$

[remember that $p_{1}=1-x-y \in I$; cf. (12)]. We call functions $\phi: I \rightarrow \mathbb{R}$ which satisfy (13) on (14) n-dimensional information functions of type $\mu$. As mentioned before, the multiplicativity (9) is also supposed for $p, q \in I$, so we are dealing with $n$-dimensional information functions of multiplicative type. The $\left\{\Delta_{n}\right\}$ can be determined from $\phi$ with the aid of (11) and (8).

In order to solve (13) in the case where $\mu$ is multiplicative but not additive, we prove the following.

Lemma 1. If $\phi$ satisfies (13) on (14) and $\mu$ satisfies (9) for all $p, q \in I$, then the function $\Psi: D \rightarrow \mathbb{R}$, defined by

$$
\begin{equation*}
\Psi(x, y)=\phi(x)+\mu(1-x) \phi\left(\frac{y}{1-x}\right)-\phi(x+y) \quad[(x, y) \in D] \tag{15}
\end{equation*}
$$

satisfies

$$
\begin{align*}
\Psi(x, y) & =\Psi(y, x)  \tag{16}\\
\Psi(x, y)+\Psi(x+y, z) & =\Psi(x, y+z)+\Psi(y, z) \tag{17}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi(t x, t y)=\mu(t) \Psi(x, y) \tag{18}
\end{equation*}
$$

whenever $x, y, z, x+y+z, t \in I$.

Proof. In view of (15), Equation (16) is the same as (13).
We prove (17) and (18) by using (15) and the multiplicativity (9) repeatedly:

$$
\begin{align*}
& \Psi(x, y)+\Psi(x+y, z) \\
& \quad \stackrel{(15)}{=} \phi(x)+\mu(1-x) \phi\left(\frac{y}{1-x}\right)-\phi(x+y)+\phi(x+y) \\
&+\mu(1-x-y) \phi\left(\frac{z}{1-x-y}\right)-\phi(x+y+z) \\
& \quad \stackrel{(9)}{=} \phi(x)+\mu(1-x)\left[\phi\left(\frac{y}{1-x}\right)+\mu\left(1-\frac{y}{1-x}\right) \phi\left(\frac{z /(1-x)}{1-y /(1-x)}\right)\right] \\
& \quad-\phi(x+y+z) \\
& \quad \stackrel{(15)}{=} \phi(x)+\mu(1-x)\left[\Psi\left(\frac{y}{1-x}, \frac{z}{1-x}\right)+\phi\left(\frac{y+z}{1-x}\right)\right]-\phi(x+y+z) \\
& \quad \stackrel{(15)}{=} \Psi(x, y+z)+\mu(1-x) \Psi\left(\frac{y}{1-x}, \frac{z}{1-x}\right) . \tag{19}
\end{align*}
$$

By the symmetry (16) of $\Psi$, the left-hand side is symmetric in $x$ and $y$ while
the right-hand side is symmetric in $y$ and $z$. Hence both sides are symmetric in $x, y, z$. This symmetry yields (17), while comparison of the right-hand sides of (17) and (19) gives

$$
\Psi(y, z)=\mu(1-x) \Psi\left(\frac{y}{1-x}, \frac{z}{1-x}\right)
$$

which is (18) after renaming the variables.
It is easy to see that $\mu$, being multiplicative (9), is identically zero on $I$ [cf. (12)], if it is zero for one $\boldsymbol{q}_{0} \in I$. Indeed, then

$$
\begin{equation*}
\mu\left(p q_{0}\right)=0 \quad \text { for all } \quad p \in I \tag{20}
\end{equation*}
$$

in particular,

$$
\begin{equation*}
\mu(x)=0 \quad \text { if } \quad x \text { is close enough to } 0 \tag{21}
\end{equation*}
$$

For each $q \in I$, we will have $q^{k}$ as close to 0 as we want to by choosing a large $k$. Then, by (21) and (9), $0=\mu\left(q^{k}\right)=\mu(q)^{k}$, so $\mu(q)=0$ on $I$. Since $\mu \equiv 0$ is both multiplicative and additive, we relegate this case to Section 3 and suppose here that $\mu$ is nowhere zero on $I$.

Now we can extend first $\mu$ to $P:=] 0, \infty\left[{ }^{n}\right.$ and then $\Psi$ to $P^{2}$ with their properties (9), (16), (17), and (18) intact. All $t \in P$ can be written as $t=p / q$ with $p, q \in I$. We define

$$
\begin{equation*}
\bar{\mu}(t)=\bar{\mu}\left(\frac{p}{q}\right):=\frac{\mu(p)}{\mu(q)} \quad(p, q \in I) \tag{22}
\end{equation*}
$$

[since $\mu(q) \neq 0$ ]. Because of (9), $\bar{\mu}$ is unambiguously defined and is an extension of $\mu$ satisfying (9) (cf. [5]):

$$
\begin{equation*}
\bar{\mu}(s t)=\bar{\mu}(s) \bar{\mu}(t) \quad(s, t \in P) \tag{23}
\end{equation*}
$$

Again, $\bar{\mu}$ is nowhere 0 on $P$.
The extension of $\Psi$ to $P^{2}$ is done by the definition

$$
\begin{equation*}
\bar{\Psi}(x, y)=\frac{1}{\mu(s)} \Psi(s x, s y), \quad \text { where } \quad(s x, s y) \in D, \quad s \in I \tag{24}
\end{equation*}
$$

(possible, since $\mu$ is nowhere 0 on $I$ ). Because of (18), $\bar{\Psi}$ is unambiguously
defined and is an extension of $\Psi$. Indeed, if also $t \in I$ and $(t x, t y) \in D$, so much the more $(s t x, s t y) \in D$. By (18)

$$
\mu(s) \Psi(t x, t y)=\Psi(s t x, s t y)=\mu(t) \Psi(s x, s y)
$$

so we have

$$
\frac{1}{\mu(s)} \Psi(s x, s y)=\frac{1}{\mu(t)} \Psi(t x, t y)
$$

and (24) is unambiguous. If $(x, y) \in D$, then, by (18),

$$
\frac{1}{\mu(s)} \Psi(s x, s y)=\frac{\mu(s)}{\mu(s)} \Psi(x, y)=\Psi(x, y)
$$

so $\bar{\Psi}$, as defined in (24), is an extension of $\Psi$. We also see that $\bar{\Psi}$ and $\bar{\mu}$ satisfy

$$
\begin{align*}
\bar{\Psi}(x, y) & =\bar{\Psi}(y, x)  \tag{25}\\
\bar{\Psi}(x, y)+\bar{\Psi}(x+y, z) & =\bar{\Psi}(x, y+z)+\bar{\Psi}(y, z) \tag{26}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\Psi}(t x, t y)=\bar{\mu}(t) \bar{\Psi}(x, y) \tag{27}
\end{equation*}
$$

for all $x, y, z, t \in P$. We prove for instance (27). Write $t=p / q$, where $p, q \in I$ and $(p x, p y) \in D$. Then, by (24),

$$
\bar{\Psi}(x, y)=\frac{1}{\mu(p)} \Psi(p x, p y)
$$

and

$$
\bar{\Psi}(t x, t y)=\bar{\Psi}\left(\frac{p x}{q}, \frac{p y}{q}\right)=\frac{1}{\mu(q)} \Psi(p x, p y)
$$

Because of (22) we have indeed (27).
We now proceed to determine $\bar{\Psi}$. First we note that, for $n=1$ and $\bar{\mu}(\xi)=\xi^{2}$, the equations (25), (26), and (27) are satisfied by all symmetric bilinear forms. Just as symmetric bilinear forms can be represented by their
diagonals, the quadratic forms, we may expect that $\bar{\Psi}$ can be represented through its diagonal and, ultimately, by $\bar{\mu}$. We follow up this idea by the following computation, first using (25) and (26) in order to get

$$
\begin{aligned}
\bar{\Psi}(p x, & p y)+\bar{\Psi}(p x+p y, q x+q y) \\
= & \bar{\Psi}(p x, q x+(p+q) y)+\bar{\Psi}(p y, q x+q y) \\
= & {[\bar{\Psi}(p x, q x+(p+q) y)+\bar{\Psi}(q x,(p+q) y)]-\bar{\Psi}(q x,(p+q) y) } \\
& +[\bar{\Psi}(q x, q y)+\bar{\Psi}(q x+q y, p y)]-\bar{\Psi}(q x, q y) \\
= & {[\bar{\Psi}(p x, q x)+\bar{\Psi}((p+q) x,(p+q) y)]-\bar{\Psi}(q x,(p+q) y) } \\
& +[\bar{\Psi}(q x,(p+q) y)+\bar{\Psi}(q y, p y)]-\bar{\Psi}(q x, q y) \\
= & \bar{\Psi}(p x, q x)+\bar{\Psi}((p+q) x,(p+q) y)+\bar{\Psi}(q y, p y)-\bar{\Psi}(q x, q y)
\end{aligned}
$$

or

$$
\begin{aligned}
& \bar{\Psi}(p x, p y)+\bar{\Psi}(q x, q y)-\bar{\Psi}((p+q) x,(p+q) y) \\
& \quad=\bar{\Psi}(p x, q x)+\bar{\Psi}(p y, q y)-\bar{\Psi}(p(x+y), q(x+y))
\end{aligned}
$$

With (27) we get

$$
\begin{equation*}
[\bar{\mu}(p)+\bar{\mu}(q)-\bar{\mu}(p+q)] \bar{\Psi}(x, y)=[\bar{\mu}(x)+\bar{\mu}(y)-\bar{\mu}(x+y)] \bar{\Psi}(p, q) \tag{28}
\end{equation*}
$$

for all $x, y, p, q \in P$.
At this point we make use of the assumption that $\mu$, and thus $\bar{\mu}$, is not additive, so that there exist $p_{0}, q_{0} \in P$ for which $\bar{\mu}\left(p_{0}\right)+\bar{\mu}\left(q_{0}\right)-\bar{\mu}\left(p_{0}+q_{0}\right) \neq$ 0 . Put into (28) $p=p_{0}$ and $q=q_{0}$ in order to obtain, with $\alpha=$ $\bar{\Psi}\left(p_{0}, q_{0}\right) /\left[\bar{\mu}\left(p_{0}\right)+\bar{\mu}\left(q_{0}\right)-\bar{\mu}\left(p_{0}+q_{0}\right)\right]$,

$$
\begin{equation*}
\bar{\Psi}(x, y)=\alpha \bar{\mu}(x)+\alpha \bar{\mu}(y)-\alpha \bar{\mu}(x+y) \quad \text { for all } \quad x, y \in P \tag{29}
\end{equation*}
$$

In particular, $\Psi$ is of the form (29) on $D$, that is,

$$
\begin{equation*}
\Psi(x, y)=\alpha \mu(x)+\alpha \mu(y)-\alpha \mu(x+y) \quad \text { on } D . \tag{30}
\end{equation*}
$$

Evidently, functions of the form (30) are indeed solutions to (16), (17), and
(18). With this general solution for $\Psi$, Equation (15) is reduced to

$$
\begin{equation*}
\psi(x)+\mu(1-x) \psi\left(\frac{y}{1-x}\right)-\psi(x+y)=0 \quad \text { on } D \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(x):=\phi(x)-\alpha \mu(x) . \tag{32}
\end{equation*}
$$

Putting $y=(1-x) z$ into (31), we get

$$
\begin{equation*}
\psi(x)+\mu(1-x) \psi(z)=\psi(x+z-x z) \tag{33}
\end{equation*}
$$

for all $x, z \in I$. We distinguish two cases.
If $\mu(t) \not \equiv 1$, we use the symmetry of the right-hand side of (33) to get

$$
\psi(x)+\mu(1-x) \psi(z)=\psi(z)+\mu(1-z) \psi(x) .
$$

By fixing $z=z_{0}$ with $\mu\left(1-z_{0}\right) \neq 1$ we get

$$
\psi(x)=\beta \mu(1-x)-\beta
$$

where $\beta=\psi\left(z_{0}\right) /\left[\mu\left(1-z_{0}\right)-1\right]$ is a constant. This and (32) give

$$
\begin{equation*}
\phi(x)=\alpha \mu(x)+\beta \mu(1-x)-\beta \quad(x \in I) \tag{34}
\end{equation*}
$$

and then (8) and (11) yield

$$
\begin{equation*}
\Delta_{m}\left(p_{1}, p_{2}, \ldots, p_{m}\right)=\beta \mu\left(p_{1}\right)+\alpha \sum_{j=2}^{m} \mu\left(p_{j}\right)-\beta \tag{35}
\end{equation*}
$$

$\left(\sum_{j=1}^{m} p_{j}=1 ; p_{j}>0, j=1,2, \ldots, m ; m=2,3, \ldots\right)$ with constant $\alpha, \beta$.
If, on the other hand, $\mu(t) \equiv 1$ on $I$, then (33) is reduced to

$$
\psi(x)+\psi(z)=\psi(x+z-x z)
$$

or, with $\lambda(x):=\psi(1-x)$,

$$
\begin{equation*}
\lambda(x y)=\lambda(x)+\lambda(y) \quad(x, y \in I) \tag{36}
\end{equation*}
$$

Thus, from (32),

$$
\begin{equation*}
\phi(x)=\alpha+\lambda(1-x) \quad(x \in I) \tag{37}
\end{equation*}
$$

and, by (8) and (11),

$$
\begin{gather*}
\Delta_{m}\left(p_{1}, p_{2}, \ldots, p_{m}\right)=(m-1) \alpha+\lambda\left(p_{1}\right) \\
\left(\sum_{j=1}^{m} p_{j}=1 ; \quad p_{j}>0, \quad j=1,2, \ldots, m ; \quad m=2,3, \ldots\right) \tag{38}
\end{gather*}
$$

It is easy to verify that (34) always satisfies (13) and that (35) satisfies (2) and (8), while (37) satisfies (13), and (38) satisfies (2) and (8) if $\lambda$ satisfies (36) and $\mu(t) \equiv 1$. We have proved the following.

Theorem 1. Suppose that $\mu$ is multiplicative (9) on $I^{2}$ but not additive. Then the general solution of (13) on (14) is given by (34) for $\mu(t) \equiv 1$ and by (37) with (36) for $\mu(t) \equiv 1$. Further, the general semisymmetric recursive entropies of type $\mu$ are given by (35) for $\mu(t) \not \equiv 1$ and by (38) for $\mu(t) \equiv 1$, where $\lambda$ is an arbitrary solution of (36) and $\alpha, \beta$ are real constants. If also (3) is supposed, then the $\Delta_{m}$ 's are fully symmetric and $\beta=\alpha$ in (35), $\lambda=0$ in (38).

We notice that no regularity conditions were needed. If $\phi$ [or $\Delta_{2}$; cf. (11)] is even weakly regular, say bounded on a set of positive measure, then, in (37) and (38),

$$
\lambda(x)=\sum_{k=1}^{n} \gamma_{k} \log \xi_{k} \quad\left[\xi_{k} \in\right] 0,1\left[, k=1,2, \ldots, n ; \quad x=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)\right]
$$

$\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$ being arbitrary constants (cf. [30]).

## 3. MULTIPLICATIVE ADDITIVE TYPES

We now go over to the remaining case where $\mu: I \rightarrow \mathbb{R}$ is both multiplicative

$$
\begin{equation*}
\mu(p q)=\mu(p) \mu(q) \quad(p, q \in I) \tag{9}
\end{equation*}
$$

and additive

$$
\begin{equation*}
\mu(s+t)=\mu(s)+\mu(t) \quad[(s, t) \in D] . \tag{39}
\end{equation*}
$$

We introduce the function $\nu:] 0,1[\rightarrow \mathbb{R}$ by

$$
\nu(\tau):=\mu(\tau, \tau, \ldots, \tau) \quad(\tau \in] 0,1[)
$$

It immediately follows from (9) and (39) that $\nu$ is both additive and multiplicative. So we have either

$$
\begin{equation*}
\nu(\tau) \equiv \tau \tag{40}
\end{equation*}
$$

or

$$
\begin{equation*}
\nu(\tau) \equiv 0 \tag{41}
\end{equation*}
$$

on $] 0,1[$. (This is well known for real-valued functions additive and multiplicative for all reals, but can be just as easily proved on our restricted domains: $\nu\left(\tau^{2}\right)=\nu(\tau)^{2} \geqslant 0$, so $\nu$ is bounded from below, and therefore all such solutions of $\nu(\sigma+\tau)=\nu(\sigma)+\nu(\tau)$, even on the open triangle $\{(\sigma, \tau) \mid \sigma, \tau, \sigma+$ $\tau \varepsilon] 0,1[ \}$, are of the form $\nu(\tau)=\gamma \tau$, which satisfies $\nu(\sigma \tau)=\nu(\sigma) \nu(\tau)$ if, and only if, $\gamma$ is either 0 or 1.)

In both cases

$$
\begin{align*}
\mu(\tau x) & =\mu\left(\tau \xi_{1}, \tau \xi_{2}, \ldots, \tau \xi_{n}\right)=\mu(\tau, \tau, \ldots, \tau) \mu\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \\
& =\nu(\tau) \mu\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \tag{42}
\end{align*}
$$

In the case (41) this gives with $y=\tau x$, that $\mu$ is identically 0 :

$$
\begin{equation*}
\mu(y)=\mu(\tau x)=0 \tag{43}
\end{equation*}
$$

In the case (40), on the other hand, (42) establishes

$$
\mu(\tau x)=\tau \mu(x)
$$

so, together with (39), we have that $\mu$ is linear (more exactly, $\mu$ can be extended to a linear map $\mathbb{R}^{n} \rightarrow \mathbb{R}$ ). So

$$
\mu(x)=\mu\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=\sum_{k=1}^{n} \alpha_{k} \xi_{k} .
$$

But this satisfies (9), that is,

$$
\sum_{k=1}^{n} \alpha_{k} \xi_{k} \eta_{k}=\sum_{i=1}^{n} \alpha_{i} \xi_{i} \sum_{k=1}^{n} \alpha_{k} \eta_{k}
$$

if, and only if,

$$
\alpha_{i} \alpha_{k}=0 \quad \text { for } i \neq k \quad \text { and } \quad \alpha_{k}^{2}=\alpha_{k} .
$$

So $\alpha_{k}=0$ or $\alpha_{k}=1$, but if an $\alpha_{k}=1$, then all other $\alpha_{i}=0(i \neq k)$. Thus, in the case (40), $\mu$ is a projection:

$$
\begin{equation*}
\mu(x)=\mu\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=\xi_{k} \quad \text { for some fixed } \quad k=\{1,2, \ldots, n\} . \tag{44}
\end{equation*}
$$

We have proved the following.

Proposition. A function $\mu: I \rightarrow \mathbf{R}$ is additive and multiplicative, i.e. satisfies (9) and (39) [cf. (12), (14)], if, and only if, $\mu$ is either identically zero or a projection (44) of I to $] 0,1[$.

So the only cases not settled yet are, in addition to

$$
\begin{gather*}
\Delta_{m}\left(p_{1}, p_{2}, p_{3}, \ldots, p_{m}\right)=\Delta_{m-1}\left(p_{1}+p_{2}, p_{3}, \ldots, p_{m}\right) \\
\left(\sum_{j=1}^{m} p_{j}=1 ; \quad p_{j}>0, \quad j=1,2, \ldots, m ; \quad m=3,4, \ldots\right), \tag{45}
\end{gather*}
$$

the equation (1) and the similar ones with $\pi_{1 k}+\pi_{2 k}(k=2, \ldots, n)$ in place of $\pi_{11}+\pi_{21}$. For the latter, we may restrict ourselves to (1) [and (2)] without restricting generality.

The argument at the beginning of Section 2 translates these into

$$
\begin{equation*}
\phi(x)=\phi(y) \tag{46}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi(x)+\left(1-\xi_{1}\right) \phi\left(\frac{y}{1-x}\right)=\phi(y)+\left(1-\eta_{1}\right) \phi\left(\frac{x}{1-y}\right), \tag{47}
\end{equation*}
$$

respectively, on $D$ for $\phi: I \rightarrow \mathbb{R}$, as defined by (11), (12), and (14).

Equation (46) simply means that $\phi$ is constant

$$
\begin{equation*}
\phi(x)=\delta \quad(x \in I) \tag{48}
\end{equation*}
$$

and, in view of (11) and (45),

$$
\begin{align*}
& \quad \Delta_{m}\left(p_{1}, p_{2}, \ldots, p_{m}\right)=\delta \quad \text { (constant) } \\
& \left(\sum_{j=1}^{m} p_{j}=1 ; \quad p_{j}>0, \quad j=1,2, \ldots, m ; \quad m=2,3, \ldots\right) . \tag{49}
\end{align*}
$$

As to (47), for convenience we change our notation slightly in this section. We write $\xi, \eta$ for $\xi_{1}, \eta_{1}$ and $u=\left(\xi_{2}, \ldots, \xi_{n}\right), v=\left(\eta_{2}, \ldots, \eta_{n}\right)$ (so, in most of this section, Latin characters stand for ( $n-1$ )-component vectors).

We write also

$$
\begin{equation*}
\phi(\xi, u)=\phi\left(\xi, \xi_{2}, \ldots, \xi_{n}\right)=\phi(x) \quad(x \in I) \tag{50}
\end{equation*}
$$

so that (47) goes over into

$$
\begin{equation*}
\phi(\xi, u)+(1-\xi) \phi\left(\frac{\eta}{1-\xi}, \frac{v}{1-u}\right)=\phi(\eta, v)+(1-\eta) \phi\left(\frac{\xi}{1-\eta}, \frac{u}{1-v}\right) \tag{51}
\end{equation*}
$$

for

$$
\begin{gather*}
\xi, \eta, \xi+\eta \in] 0,1[  \tag{52}\\
u, v, u+v \in] 0,1\left[^{n-1}\right. \tag{53}
\end{gather*}
$$

We fix $u$ and $v$ temporarily so that, with the notation

$$
\begin{array}{ll}
\phi_{1}(\tau)=\phi(\tau, u), & \phi_{3}(\tau)=\phi(\tau, v) \\
\phi_{2}(\tau)=\phi\left(\tau, \frac{v}{1-u}\right), & \phi_{4}(\tau)=\phi\left(\tau, \frac{u}{1-v}\right), \tag{54}
\end{array}
$$

Equation (51) becomes

$$
\phi_{1}(\xi)+(1-\xi) \phi_{2}\left(\frac{\eta}{1-\xi}\right)=\phi_{3}(\eta)+(1-\eta) \phi_{4}\left(\frac{\xi}{1-\eta}\right)
$$

for (52). It has been proved in [27] that this implies, among others,

$$
\begin{aligned}
& \phi_{1}(\tau)=\tau \tilde{\lambda}(\tau)+(1-\tau) \tilde{\lambda}(1-\tau)+\alpha_{1} \tau+\beta_{1} \\
& \phi_{3}(\tau)=\tau \tilde{\lambda}(\tau)+(1-\tau) \tilde{\lambda}(1-\tau)+\alpha_{3} \tau+\beta_{3}
\end{aligned}
$$

where $\tilde{\lambda}:] 0,1[\rightarrow \mathbb{R}$ is a solution of

$$
\begin{equation*}
\tilde{\lambda}(\sigma \tau)=\tilde{\lambda}(\sigma)+\tilde{\lambda}(\tau) \quad(\sigma, \tau \in] 0,1[) \tag{55}
\end{equation*}
$$

Comparing this with (54) and letting $u, v$ vary again, we get

$$
\begin{gather*}
\phi(\tau, u)=\tau \tilde{\lambda}(\tau)+(1-\tau) \tilde{\lambda}(1-\tau)+\alpha(u) \tau+\beta(u) \\
(\tau \in] 0,1[, \quad u \in] 0,1\left[^{n-1}\right) . \tag{56}
\end{gather*}
$$

If we put (56) into (51), we get, in view of (55),

$$
\begin{aligned}
\alpha(u) \xi+\beta(u)+\alpha\left(\frac{v}{1-u}\right) \eta+\beta\left(\frac{v}{1-u}\right)(1-\xi) \\
=\alpha(v) \eta+\beta(v)+\alpha\left(\frac{u}{1-v}\right) \xi+\beta\left(\frac{u}{1-v}\right)(1-\eta)
\end{aligned}
$$

Comparison of the coefficients of $\boldsymbol{\xi}$ and of the terms independent of $\xi$ and $\eta$ yields

$$
\begin{align*}
\alpha(u) & =\alpha\left(\frac{u}{1-v}\right)+\beta\left(\frac{v}{1-u}\right),  \tag{57}\\
\beta(u)+\beta\left(\frac{v}{1-u}\right) & =\beta(v)+\beta\left(\frac{u}{1-v}\right) \tag{58}
\end{align*}
$$

for (53). We solve these equations here by a method similar to [8]. Another proof can be found in [3]. Equation (58) is just (13) for $\beta$ with $\mu(t) \equiv 1$ and $n-1$ instead of $n$. By Theorem 1, (37),

$$
\begin{equation*}
\beta(u)=\bar{\lambda}(1-u)+\varepsilon \quad(u \in] 0,1\left[^{n-1}\right) \tag{59}
\end{equation*}
$$

where $\varepsilon$ is constant and $\bar{\lambda}:] 0,1\left[{ }^{n-1} \rightarrow \mathbb{R}\right.$ satisfies

$$
\begin{equation*}
\bar{\lambda}(t u)=\bar{\lambda}(t)+\bar{\lambda}(u) \quad(t, u \in] 0,1\left[\left[^{n-1}\right)\right. \tag{60}
\end{equation*}
$$

consequently also

$$
\begin{equation*}
\bar{\lambda}\left(\frac{u}{t}\right)=\bar{\lambda}(u)-\bar{\lambda}(t) \quad\left(t, u, \frac{u}{t} \in\right] 0,1\left[^{n-1}\right) . \tag{61}
\end{equation*}
$$

We take this into account when substituting (59) into (57) and get

$$
\begin{aligned}
\alpha(u)= & \alpha\left(\frac{u}{1-v}\right)+\bar{\lambda}(1-u-v)-\bar{\lambda}(1-u)+\varepsilon \\
= & \alpha\left(\frac{u}{1-v}\right)+\bar{\lambda}(1-u-v)-\bar{\lambda}(1-v)+\bar{\lambda}(1-v) \\
& -\bar{\lambda}(u)+\bar{\lambda}(u)-\bar{\lambda}(1-u)+\varepsilon
\end{aligned}
$$

for (53). Introducing $t=u /(1-v)$ and using (61) again, this goes over into

$$
\alpha(u)+\bar{\lambda}(1-u)-\bar{\lambda}(u)=\alpha(t)+\bar{\lambda}(1-t)-\bar{\lambda}(t)+\varepsilon
$$

which shows that both sides have to be constant (say $\gamma$ ) and that $\gamma=\gamma+\varepsilon$, so $\varepsilon=0$. Thus we have, for all $u \in] 0,1\left[{ }^{n-1}\right.$,

$$
\begin{equation*}
\alpha(u)=\lambda^{-}(u)-\lambda^{-}(1-u)+\gamma \tag{62}
\end{equation*}
$$

and [cf. (59)]

$$
\begin{equation*}
\beta(u)=\bar{\lambda}(1-u) \quad(u \in] 0,1\left[^{n-1}\right) . \tag{63}
\end{equation*}
$$

Since (62) and (63) with (60) always satisfy (57) and (58), we have proved the following.

Lemma 2. The general solution of the system (57), (58) for $u, v, u+v$ $\in] 0,1\left[{ }^{n-1}\right.$ is given by (62) and (63). Here $\gamma$ is an arbitrary real constant and $\bar{\lambda}:] 0,1\left[{ }^{n-1} \rightarrow \mathbb{R}\right.$ is an arbitrary solution of (60).

In view of (56), (62), and (63), we have

$$
\begin{equation*}
\phi(\xi, u)=\xi[\tilde{\lambda}(\xi)+\bar{\lambda}(u)]+(1-\xi)[\tilde{\lambda}(1-\xi)+\bar{\lambda}(1-u)]+\gamma \xi \tag{64}
\end{equation*}
$$

If we write

$$
\lambda(x)=\lambda(\xi, u):=\tilde{\lambda}(\xi)+\bar{\lambda}(u)
$$

this $\lambda:] 0,1\left[{ }^{n} \rightarrow \mathbb{R}\right.$ satisfies (36) and we can write (64) as

$$
\begin{equation*}
\phi(x)=\xi \lambda(x)+(1-\xi) \lambda(1-x)+\gamma \xi . \tag{65}
\end{equation*}
$$

It is easy to check that (65), with an arbitrary constant $\gamma$ and an arbitrary solution $\lambda$ of (36), always satisfies (47) on $D$.

Remembering that in our case and in the other cases of nontrivial [ $\mu(t) \equiv \equiv 0$ ] additive and multiplicative $\mu$, we have (44), so (65) and the similar formulas, with other components distinguished instead of the first, can be written as

$$
\begin{equation*}
\phi(x)=\mu(x)[\lambda(x)+\gamma]+\mu(1-x) \lambda(1-x) \quad(x \in I) \tag{66}
\end{equation*}
$$

Making use of (8), (9), (39), and (11), we get

$$
\begin{align*}
\Delta_{m}\left(p_{1}, p_{2}, \ldots, p_{m}\right)=\mu\left(p_{1}\right) \lambda\left(p_{1}\right)+\sum_{j=2}^{m} \mu\left(p_{j}\right)\left[\lambda\left(p_{j}\right)+\gamma\right] \\
\left(\sum_{j=1}^{m} p_{j}=1 ; \quad p_{j}>0 ; \quad j=1,2, \ldots, m ; \quad m=2,3, \ldots\right) \tag{67}
\end{align*}
$$

Of course, (66) satisfies (13), and (67) satisfies (2) and (8) always when $\mu$ is both additive and multiplicative. We have proved the following.

Theorem 2. If $\mu$ is both additive (39) and multiplicative (9) on $I^{2}$, then the general solution of (13) on (14) is given by (48) if $\mu(t) \equiv 0$ and by (66) if $\mu(t) \not \equiv 0$, and the general semisymmetric recursive entropies of type $\mu$ are in this case given by (49) if $\mu(t) \equiv 0$ and by (67) if $\mu(t) \equiv 0$, where $\gamma, \delta$ are arbitrary real constants and $\lambda$ is an arbitrary solution of (36). If also (3) is supposed (symmetry), then $\gamma=0$ in (66) and (67).

If, as after Theorem 1 , we wish to determine the weakly regular, say measurable solutions or those bounded on a set of positive measure, we can (cf. $[6,10,26]$ ), change $\lambda$ so that it has the same regularity properties. So, under these conditions, we have in (66) and (67) $[6,10,26,30]$

$$
\begin{equation*}
\lambda(x)=\sum_{k=1}^{n} \gamma_{k} \log \xi_{k} \quad\left[\xi_{k} \in\right] 0,1\left[, k=1,2, \ldots, n ; \quad x=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)\right] \tag{68}
\end{equation*}
$$

again with arbitrary real constants $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$.

## 4. EXTENSIONS TO BOUNDARY POINTS

We are now showing how our solutions can be extended to the "old" domains mentioned in Section 1. Since that has been the case most completely researched before, we start with (44), in particular (1) and (47). We will deal simultaneously with the cases where just the first [or, in the general case (44), the $k$ th] component of the vectors is 0 (or 1 ), or several, say $n_{1}$, components, including the first [the $k$ th] are 0 (or 1 ). Therefore, we divide in this section every ( $n$-component) vector into an $n_{1}$-component part with subscript 1 and an ( $n-n_{1}$ )-component vector with subscript 2 . So we write (47) [cf. (51)] as

$$
\begin{align*}
\phi\left(x_{1}, x_{2}\right)+(1-\xi) \phi\left(\frac{y_{1}}{1-x_{1}},\right. & \left.\frac{y_{2}}{1-x_{2}}\right) \\
& =\phi\left(y_{1}, y_{2}\right)+(1-\eta) \phi\left(\frac{x_{1}}{1-y_{1}}, \frac{x_{2}}{1-y_{2}}\right) \tag{69}
\end{align*}
$$

Considering boundary probabilities in (1) (in the first components or in several, including the first) means permitting, in addition to $D$ [as defined in (14)], also the points with

$$
\begin{equation*}
x_{1}=y_{1}=0=(0, \ldots, 0) \tag{70}
\end{equation*}
$$

or

$$
\left.x_{1}=0, \quad y_{1} \in\right] 0,1\left[\begin{array}{lll}
n_{1} & \text { or } & y_{1}=0,  \tag{71}\\
\left.x_{1} \in\right] 0,1\left[\left[_{1}\right.\right.
\end{array}\right.
$$

or

$$
\begin{equation*}
\left.x_{1}+y_{1}=1=(1, \ldots, 1), \quad x_{1}, y_{1} \in\right] 0,1\left[^{n_{1}}\right. \tag{72}
\end{equation*}
$$

in the domain of (69), while we keep

$$
\begin{equation*}
\left.x_{2}, y_{2}, x_{2}+y_{2} \in\right] 0,1\left[^{n-n_{1}} .\right. \tag{73}
\end{equation*}
$$

We first note that, for $\left.x_{1} \in\right] 0,1\left[{ }^{n_{1}}, x_{2}, y_{2} \in\right] 0,1\left[{ }^{n-n_{1}}, x_{2} \leqslant y_{2}\right.$,

$$
\lambda\left(x_{1}, x_{2}\right)-\lambda\left(x_{1}, y_{2}\right)
$$

depends only upon $x_{2} / y_{2}$. Indeed, by (36),

$$
\begin{equation*}
\lambda\left(x_{1} u_{1}, x_{2} u_{2}\right)=\lambda\left(x_{1}, x_{2}\right)+\lambda\left(u_{1}, u_{2}\right) \tag{74}
\end{equation*}
$$

for $\left.x_{1}, u_{1} \in\right] 0,1\left[{ }^{n_{1}}, x_{2}, u_{2} \in\right] 0,1\left[{ }^{n-n_{1}}\right.$. So, if also $\left.s_{2}, t_{2} \in\right] 0,1\left[{ }^{n-n_{1}}, s_{2} \leqslant t_{2}\right.$, and

$$
\frac{x_{2}}{y_{2}}=\frac{s_{2}}{t_{2}}, \quad \text { that is, } \quad t_{2} x_{2}=s_{2} y_{2}
$$

and $\left.s_{1} \in\right] 0,1\left[{ }^{n_{1}}\right.$, then
$\lambda\left(s_{1}, s_{2}\right)+\lambda\left(x_{1}, y_{2}\right)=\lambda\left(s_{1} x_{1}, s_{2} y_{2}\right)=\lambda\left(s_{1} x_{1}, t_{2} x_{2}\right)=\lambda\left(s_{1}, t_{2}\right)+\lambda\left(x_{1}, x_{2}\right)$,
that is,

$$
\lambda\left(s_{1}, s_{2}\right)-\lambda\left(s_{1}, t_{2}\right)=\lambda\left(x_{1}, x_{2}\right)-\lambda\left(x_{1}, y_{2}\right)
$$

as asserted. Thus we can extend the definition of $\lambda\left(u_{1}, u_{2}\right)$ to $u_{1}=1$ by

$$
\begin{gather*}
\lambda\left(1, \frac{x_{2}}{y_{2}}\right):=\lambda\left(x_{1}, x_{2}\right)-\lambda\left(x_{1}, y_{2}\right) \\
\left(x_{1} \in\right] 0,1\left[^{n_{1}} \text { arbitrary, } \quad x_{2}, y_{2}, \frac{x_{2}}{y_{2}} \in\right] 0,1\left[^{n-n_{1}}\right), \tag{75}
\end{gather*}
$$

and the extended $\lambda$ will still satisfy (74) and, as a consequence, also

$$
\begin{equation*}
\lambda\left(\frac{t_{1}}{u_{1}}, \frac{t_{2}}{u_{2}}\right)=\lambda\left(t_{1}, t_{2}\right)-\lambda\left(u_{1}, u_{2}\right) \tag{76}
\end{equation*}
$$

[compare (75)]. The extension (75) of $\lambda$ is similar to the extension (22) of $\mu$ and can also be carried out to $] 0, \infty\left[{ }^{n}\right.$ if desired.

Now we substitute into (69) first $y_{1}=0$ (including $\eta=0$ ) and $\left.x_{1} \in\right] 0,1\left[{ }^{n_{1}}\right.$ [cf. (71)], and get, by (65),

$$
\begin{aligned}
& \xi \lambda\left(x_{1}, x_{2}\right)+(1-\xi) \lambda\left(1-x_{1}, 1-x_{2}\right)+\gamma \xi+(1-\xi) \phi\left(0, \frac{y_{2}}{1-x_{2}}\right) \\
& \quad=\phi\left(0, y_{2}\right)+\xi \lambda\left(x_{1}, \frac{x_{2}}{1-y_{2}}\right)+(1-\xi) \lambda\left(1-x_{1}, \frac{1-x_{2}-y_{2}}{1-y_{2}}\right)+\gamma \xi
\end{aligned}
$$

or, in view of (75),

$$
\begin{aligned}
\xi \lambda\left(1,1-y_{2}\right)+(1-\xi) \phi(0, & \left.\frac{y_{2}}{1-x_{2}}\right) \\
& =\phi\left(0, y_{2}\right)+(1-\xi) \lambda\left(1, \frac{1-x_{2}-y_{2}}{\left(1-x_{2}\right)\left(1-y_{2}\right)}\right)
\end{aligned}
$$

and, with (75) and $t_{2}=y_{2} /\left(1-x_{2}\right)$,

$$
\begin{equation*}
\phi\left(0, y_{2}\right)-\lambda\left(1,1-y_{2}\right)=(1-\xi) \phi\left(0, t_{2}\right)-(1-\xi) \lambda\left(1,1-t_{2}\right) \tag{77}
\end{equation*}
$$

But this implies

$$
\left.\phi\left(0, y_{2}\right)-\lambda\left(1,1-y_{2}\right)=\beta \quad \text { (constant }\right)
$$

and, substituting $\phi\left(0, y_{2}\right)=\lambda\left(1,1-y_{2}\right)+\beta$ into (77), we see that $\beta=0$ and

$$
\begin{equation*}
\phi\left(0, y_{2}\right)=\lambda\left(1,1-y_{2}\right) \quad\left(y_{2} \in\right] 0,1\left[\left[^{n-n_{1}}\right)\right. \tag{78}
\end{equation*}
$$

Now, that is exactly what we expect as the extension of (65) to $x_{1}=0$ (consequently $\xi=0$ ), if we agree upon

$$
\begin{equation*}
0 \cdot \lambda\left(0, x_{2}\right):=0 \tag{79}
\end{equation*}
$$

which is customary (like $0 \cdot \log 0:=0$ ). The function given by (78) indeed satisfies (69) for (71) and also for (70), in view of (74).

We substitute now (72) into (69) and get, by use of (65),

$$
\begin{aligned}
& \xi \lambda\left(x_{1}, x_{2}\right)+(1-\xi) \lambda\left(1-x_{1}, 1-x_{2}\right)+\gamma \xi+(1-\xi) \phi\left(1, \frac{y_{2}}{1-x_{2}}\right) \\
& \quad=(1-\xi) \lambda\left(1-x_{1}, y_{2}\right)+\xi \lambda\left(x_{1}, 1-y_{2}\right)+\gamma(1-\xi)+\xi \phi\left(1, \frac{x_{2}}{1-y_{2}}\right)
\end{aligned}
$$

We transform this by using (75) again:

$$
\begin{align*}
(1-\xi)\left[\phi\left(1, \frac{y_{2}}{1-x_{2}}\right)-\lambda\left(1, \frac{y_{2}}{1-x_{2}}\right)\right. & -\gamma] \\
& =\xi\left[\phi\left(1, \frac{x_{2}}{1-y_{2}}\right)-\lambda\left(1, \frac{x_{2}}{1-y_{2}}\right)-\gamma\right] \tag{80}
\end{align*}
$$

or, with $s_{2}=y_{2} /\left(1-x_{2}\right), t_{2}=x_{2} /\left(1-y_{2}\right)$,

$$
(1-\xi)\left[\phi\left(1, s_{2}\right)-\lambda\left(1, s_{2}\right)-\gamma\right]=\xi\left[\phi\left(1, t_{2}\right)-\lambda\left(1, t_{2}\right)-\gamma\right] .
$$

This implies that $\phi\left(1, t_{2}\right)-\lambda\left(1, t_{2}\right)-\gamma=0$, i.e.

$$
\phi\left(1, t_{2}\right)=\lambda\left(1, t_{2}\right)+\gamma \quad\left(t_{2} \in\right] 0,1\left[n-n_{1}\right) .
$$

This is again what we expect as the extension of (65) to $x_{1}=1$, with the convention (79).

Going over to the remaining trivial case $\mu(t) \equiv 0$ [cf. (43)] of additive and multiplicative $\mu$, it is clear that, by extending (45) or (46) to some boundary points of their domains, the validity of (49) and (48), respectively, will also be extended to the values 0 (or 1 ) of the respective components. Thus, we have proved the following (cf. [8] for a special case).

Theorem 3. If, in addition to $D$ [see (14)], also the points satisfying (70) or (71) or (72), with (73), are included into the domain of (13) and $\mu$ is both additive and multiplicative, then the general solutions continue to be presented by $\phi(x)=\delta$ if $\mu(t) \equiv 0$, and by

$$
\begin{align*}
\phi(x) & =\phi\left(x_{1}, x_{2}\right)=\xi_{k} \lambda\left(x_{1}, x_{2}\right)+\left(1-\xi_{k}\right) \lambda\left(1-x_{1}, 1-x_{2}\right)+\gamma \xi_{k} \\
& =\xi_{k}[\lambda(x)+\gamma]+\left(1-\xi_{k}\right) \lambda(1-x) \tag{81}
\end{align*}
$$

[cf. (65)] if $\mu(t)=\tau_{k}$ [see (44)], where now $\left.x=\left(x_{1}, x_{2}\right), x_{1} \in\right] 0,1\left[{ }^{n_{1}} \cup\{0,1\}\right.$, $\left.x_{2} \in\right] 0,1\left[{ }^{n-n_{1}}\right.$ with the convention (79). Here $\gamma, \delta$ are arbitrary constants. In (81), $x_{1}$ contains the $k$ th component $\xi_{k}$ of $x$, and $\lambda$ is an arbitrary solution of (74) with (75).

The same conventions extend the respective solutions $\Delta_{m}\left(p_{1}, p_{2}, \ldots, p_{m}\right)=$ $\delta$ and

$$
\Delta_{m}\left(p_{1}, p_{2}, \ldots, p_{m}\right)=\pi_{1 k} \lambda\left(p_{1}\right)+\sum_{j=2}^{m} \pi_{j k}\left[\lambda\left(p_{j}\right)+\gamma\right]
$$

of (2) and (8) ( $\mu$ additive and multiplicative) to the case where some probabilities may be 0 , with the same restrictions.

We consider now (13) with $\mu(t) \equiv 1$, that is,

$$
\begin{equation*}
\phi\left(x_{1}, x_{2}\right)+\phi\left(\frac{y_{1}}{1-x_{1}}, \frac{y_{2}}{1-x_{2}}\right)=\phi\left(y_{1}, y_{2}\right)+\phi\left(\frac{x_{1}}{1-y_{1}}, \frac{x_{2}}{1-y_{2}}\right) \tag{82}
\end{equation*}
$$

allowing again, in addition to $D$, points satisfying (70), (71), or (72) with (73). By substituting, again, $\left.y_{1}=0, x_{1} \in\right] 0,1\left[{ }^{n_{1}}[\mathrm{cf} .(71)]\right.$ into (82), we get, in view of (37),
$\alpha+\lambda\left(1-x_{1}, 1-x_{2}\right)+\phi\left(0, \frac{y_{2}}{1-x_{2}}\right)=\phi\left(0, y_{2}\right)+\alpha+\lambda\left(1-x_{1}, \frac{1-x_{2}-y_{2}}{1-y_{2}}\right)$
or, with (75),

$$
\begin{aligned}
\phi\left(0, \frac{y_{2}}{1-x_{2}}\right)-\phi\left(0, y_{2}\right) & =\lambda\left(1, \frac{1-x_{2}-y_{2}}{\left(1-x_{2}\right)\left(1-y_{2}\right)}\right) \\
& =\lambda\left(1,1-\frac{y_{2}}{1-x_{2}}\right)-\lambda\left(1,1-y_{2}\right)
\end{aligned}
$$

Introducing $t_{2}=y_{2} /\left(1-x_{2}\right)$ again, this goes over into

$$
\phi\left(0, y_{2}\right)-\lambda\left(1,1-y_{2}\right)=\phi\left(0, t_{2}\right)-\lambda\left(1,1-t_{2}\right)=\beta \quad \text { (constant) } .
$$

So

$$
\begin{equation*}
\left.\phi\left(0, y_{2}\right)=\beta+\lambda\left(1,1-y_{2}\right) \quad \text { for all } \quad y_{2} \in\right] 0,1\left[^{n-n_{1}}\right. \tag{83}
\end{equation*}
$$

This satisfies (82) for (71) and also for (70).
At last, we substitute (72), that is $x_{1}+y_{1}=1$, into (82), using (37):

$$
\begin{equation*}
\alpha+\lambda\left(1-x_{1}, 1-x_{2}\right)+\phi\left(1, \frac{y_{2}}{1-x_{2}}\right)=\alpha+\lambda\left(x_{1}, 1-y_{2}\right)+\phi\left(1, \frac{x_{2}}{1-y_{2}}\right) \tag{84}
\end{equation*}
$$

and specify $x_{1}=\frac{1}{2}=\left(\frac{1}{2}, \ldots, \frac{1}{2}\right), s_{2}=x_{2} /\left(1-y_{2}\right), t_{2}=y_{2} /\left(1-x_{2}\right)$ in order to get

$$
\begin{aligned}
\phi\left(1, t_{2}\right)-\phi\left(1, s_{2}\right)= & \lambda\left(\frac{1}{2}, 1-y_{2}\right)-\lambda\left(\frac{1}{2}, 1-x_{2}-y_{2}\right) \\
& +\lambda\left(\frac{1}{2}, 1-x_{2}-y_{2}\right)-\lambda\left(\frac{1}{2}, 1-x_{2}\right) \\
= & \lambda\left(1,1-t_{2}\right)-\lambda\left(1,1-s_{2}\right) .
\end{aligned}
$$

So, for some constant $\gamma$,

$$
\begin{equation*}
\left.\phi\left(1, t_{2}\right)=\gamma+\lambda\left(1,1-t_{2}\right) \quad \text { for all } \quad t_{2} \in\right] 0,1\left[{ }^{n-n_{1}}\right. \tag{85}
\end{equation*}
$$

Putting (85) back into (84) or just choosing $y_{2}=x_{2}$ in (84), we are in for a surprise:

$$
\begin{equation*}
\lambda\left(1-x_{1}, 1-x_{2}\right)=\lambda\left(x_{1}, 1-x_{2}\right) \tag{86}
\end{equation*}
$$

Equation (74) implies (cf. [1, 25])

$$
\begin{equation*}
\lambda\left(x_{1}, x_{2}\right)=\lambda_{1}\left(x_{1}\right)+\lambda_{2}\left(x_{2}\right), \tag{87}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{i}\left(x_{i} y_{i}\right)=\lambda_{i}\left(x_{i}\right)+\lambda_{i}\left(y_{i}\right) \quad(i=1,2) \tag{88}
\end{equation*}
$$

So (86) goes over into

$$
\lambda_{1}\left(x_{1}\right)=\lambda_{1}\left(1-x_{1}\right)
$$

that is,

$$
\lambda_{1}\left(\frac{x_{1}}{1-x_{1}}\right)=0
$$

But, as we have mentioned before, every solution of (88), bounded on an interval (and $\left\{z_{1} \mid z_{1}=x_{1} /\left(1-x_{1}\right), x_{1} \in\right] 0, \frac{1}{2}\left[^{n_{1}}\right\}$ is an interval) is of the form

$$
\lambda_{1}\left(\xi_{1}, \ldots, \xi_{n_{1}}\right)=\sum_{k=1}^{n_{1}} \gamma_{k} \log \xi_{k}
$$

and this can be 0 on an interval only if

$$
\lambda_{1}\left(x_{1}\right) \equiv 0
$$

Therefore (87) becomes

$$
\begin{equation*}
\lambda\left(x_{1}, x_{2}\right)=\lambda_{2}\left(x_{2}\right)=\lambda\left(1, x_{2}\right) \tag{89}
\end{equation*}
$$

and (37) is reduced to

$$
-\phi(x)=\alpha+\lambda_{2}\left(1-x_{2}\right)
$$

Thus we have the remarkable fact that extending the domain $D$ of (82) to include some boundary points [those which satisfy (72)] restricts even the solution on the original domain $D$.

In view of (37), (83), (85), and (89), we have proved the following (cf. [2] for the special case $n=2, n_{1}=1$ ).

Theorem 4. The general solution of (82) for $D$ and for (70), (71), (72) with (73) is given by

$$
\phi\left(x_{1}, x_{2}\right)=\left\{\begin{array}{lll}
\alpha+\lambda_{2}\left(1-x_{2}\right) & \text { if } & \left.x_{1} \in\right] 0,1\left[^{n_{1}}\right. \\
\beta+\lambda_{2}\left(1-x_{2}\right) & \text { if } & x_{1}=0 \\
\gamma+\lambda_{2}\left(1-x_{2}\right) & \text { if } & x_{1}=1
\end{array}\right.
$$

where $\alpha, \beta, \gamma$ are arbitrary real constants and $\left.\lambda_{2}:\right] 0,1\left[{ }^{n-n_{1}} \rightarrow \mathbb{R}\right.$ is an arbitrary solution of (88).

From this we can build up $\Delta_{m}(m=2,3, \ldots)$ from $\phi$ with the aid of (11) and (8) $[\mu(t) \equiv 1]$.

Finally, if $\mu$ is multiplicative but not additive and not identically 1 , we write (13) as

$$
\begin{align*}
& \phi\left(x_{1}, x_{2}\right)+\mu\left(1-x_{1}, 1-x_{2}\right) \phi\left(\frac{y_{1}}{1-x_{1}}, \frac{y_{2}}{1-x_{2}}\right) \\
& \quad=\phi\left(y_{1}, y_{2}\right)+\mu\left(1-y_{1}, 1-y_{2}\right) \phi\left(\frac{x_{1}}{1-y_{1}}, \frac{x_{2}}{1-y_{2}}\right) \tag{90}
\end{align*}
$$

and put into it (71) ( $\left.y_{1}=0, x_{1} \in\right] 0,1\left[{ }^{n_{1}}\right)$ and (34):

$$
\begin{align*}
& \alpha \mu\left(x_{1}, x_{2}\right)+\beta \mu\left(1-x_{1}, 1-x_{2}\right)-\beta+\mu\left(1-x_{1}, 1-x_{2}\right) \phi\left(0, \frac{y_{2}}{1-x_{2}}\right) \\
& \quad=\phi\left(0, y_{2}\right)+\mu\left(1,1-y_{2}\right)\left[\alpha \mu\left(x_{1}, \frac{x_{2}}{1-y_{2}}\right)+\beta \mu\left(1-x_{1}, \frac{1-x_{2}-y_{2}}{1-y_{2}}\right)-\beta\right] . \tag{91}
\end{align*}
$$

Here and in what follows we suppose that $\mu$ has been extended with the aid of (22) to $] 0, \infty\left[{ }^{n}\right.$ (and omit the bars). Then $\mu$ satisfies [compare to (74) and (76)]

$$
\begin{array}{r}
\mu\left(t_{1} u_{1}, t_{2} u_{2}\right)=\mu\left(t_{1}, t_{2}\right) \mu\left(u_{1}, u_{2}\right) \text { and } \mu\left(\frac{t_{1}}{u_{1}}, \frac{t_{2}}{u_{2}}\right)=\frac{\mu\left(t_{1}, t_{2}\right)}{\mu\left(u_{1}, u_{2}\right)} \\
\text { for all } \left.t_{1}, t_{2} \in\right] 0, \infty\left[{ }^{n_{1}}, u_{1}, u_{2} \in\right] 0, \infty\left[\left[^{n-n_{1}}\right.\right. \tag{92}
\end{array}
$$

( $\mu$ is nowhere 0 , as shown in Section 2). So (91) can be written as

$$
\begin{aligned}
& \mu\left(1-x_{1}, 1-x_{2}\right)\left[\phi\left(0, \frac{y_{2}}{1-x_{2}}\right)+\beta-\beta \mu\left(1, \frac{1-x_{2}-y_{2}}{1-x_{2}}\right)\right] \\
&=\phi\left(0, y_{2}\right)+\beta-\beta \mu\left(1,1-y_{2}\right)
\end{aligned}
$$

If we divide this by $\mu\left(1, y_{2}\right)$ and write $t_{2}=y_{2} /\left(1-x_{2}\right)$ again, we get

$$
\begin{align*}
\frac{\phi\left(0, t_{2}\right)+\beta-\beta \mu\left(1,1-t_{2}\right)}{\mu\left(1, t_{2}\right)} \mu\left(1-x_{1}, 1\right) & =\frac{\phi\left(0, y_{2}\right)+\beta-\beta \mu\left(1,1-y_{2}\right)}{\mu\left(1, y_{2}\right)} \\
& =\alpha^{\prime} \quad \text { (constant) } \tag{93}
\end{align*}
$$

that is,

$$
\begin{equation*}
\phi\left(0, y_{2}\right)=\alpha^{\prime} \mu\left(1, y_{2}\right)+\beta \mu\left(1,1-y_{2}\right)-\beta \quad\left(y_{2} \in\right] 0,1\left[{ }^{n-n_{1}}\right) \tag{94}
\end{equation*}
$$

and

$$
\alpha^{\prime} \mu\left(1-x_{1}, 1\right)=\alpha^{\prime} .
$$

Hence either $\alpha^{\prime}=0$ and

$$
\begin{equation*}
\phi\left(0, y_{2}\right)=\beta \mu\left(1,1-y_{2}\right)-\beta \quad\left(y_{2} \in\right] 0,1\left[^{n-n_{1}}\right), \tag{95}
\end{equation*}
$$

or

$$
\mu\left(t_{1}, 1\right)=1,
$$

that is [cf. (92)]

$$
\begin{equation*}
\mu\left(t_{1}, t_{2}\right)=\mu\left(1, t_{2}\right)=\mu_{2}\left(t_{2}\right), \quad \text { where } \quad \mu_{2}\left(t_{2} u_{2}\right)=\mu_{2}\left(t_{2}\right) \mu_{2}\left(u_{2}\right) . \tag{96}
\end{equation*}
$$

The functions given by (95) with arbitrary constant $\beta$ and, if (96) holds, also (94) with arbitrary constants $\alpha^{\prime}, \boldsymbol{\beta}$ satisfy (91) and also

$$
\phi\left(0, x_{2}\right)+\mu\left(1,1-x_{2}\right) \phi\left(0, \frac{y_{2}}{1-x_{2}}\right)=\phi\left(0, y_{2}\right)+\mu\left(1,1-y_{2}\right) \phi\left(0, \frac{x_{2}}{1-y_{2}}\right)
$$

obtained from (90) by the substitution (70).
We conclude by putting (72) and (34) into (90):

$$
\begin{align*}
& \alpha \mu\left(x_{1}, x_{2}\right)+\beta \mu\left(1-x_{1}, 1-x_{2}\right)-\beta+\mu\left(1-x_{1}, 1-x_{2}\right) \phi\left(1, \frac{y_{2}}{1-x_{2}}\right) \\
& =\alpha \mu\left(1-x_{1}, y_{2}\right)+\beta \mu\left(x_{1}, 1-y_{2}\right)-\beta+\mu\left(x_{1}, 1-y_{2}\right) \phi\left(1, \frac{x_{2}}{1-y_{2}}\right) \tag{97}
\end{align*}
$$

We substitute here $x_{1}=\frac{1}{2}, s_{2}=x_{2} /\left(1-y_{2}\right), t_{2}=y_{2} /\left(1-x_{2}\right)$, divide (97) by $\mu\left(\frac{1}{2}, 1-x-y\right)$, and apply (92) in order to get

$$
\frac{\phi\left(1, s_{2}\right)+\beta-\alpha \mu\left(1, s_{2}\right)}{\mu\left(1,1-s_{2}\right)}=\frac{\phi\left(1, t_{2}\right)+\beta-\alpha \mu\left(1, t_{2}\right)}{\mu\left(1,1-t_{2}\right)}=\beta^{\prime} \quad \text { (constant) }
$$

Putting

$$
\begin{equation*}
\phi\left(1, t_{2}\right)=\alpha \mu\left(1, t_{2}\right)+\beta^{\prime} \mu\left(1,1-t_{2}\right)-\beta \tag{98}
\end{equation*}
$$

into (97), we get, with (92) and with $t_{1}=x_{1} /\left(1-x_{1}\right)$,

$$
\beta^{\prime}=\beta^{\prime} \mu\left(t_{1}, \mathbf{l}\right)
$$

So, either $\beta^{\prime}=0$ and

$$
\begin{equation*}
\phi\left(1, t_{2}\right)=\alpha \mu\left(1, t_{2}\right)-\beta \tag{99}
\end{equation*}
$$

or

$$
\mu\left(t_{1}, 1\right)=1
$$

and (96) holds. The functions given by (99) (with arbitrary constant $\alpha, \beta$ and, if (96) holds, also (98) with constant $\alpha, \beta, \beta^{\prime}$ indeed satisfy (97). So we have proved the following (cf. [2, 4] for $n=2, n_{1}=1, \mu\left(\tau_{1}, \tau_{2}\right)=\tau_{1}^{\alpha_{1}} \tau_{2}^{\alpha_{2}}$ ).

Theorem 5. The general solutions of (90) (with $\mu \neq 1$ multiplicative but not additive), for the domain covering $D$ and (70), (71), (72) along with (73), are given by (34), (95), (99), and, if (96) holds, also by

$$
\phi\left(x_{1}, x_{2}\right)=\left\{\begin{array}{lll}
\alpha \mu_{2}\left(x_{2}\right)+\beta \mu_{2}\left(1-x_{2}\right)-\beta & \text { for } & \left.x_{1} \in\right] 0,1\left[{ }^{n_{1}}\right. \\
\alpha^{\prime} \mu_{2}\left(x_{2}\right)+\beta \mu_{2}\left(1-x_{2}\right)-\beta & \text { for } & x_{1}=0, \\
\alpha \mu_{2}\left(x_{2}\right)+\beta^{\prime} \mu_{2}\left(1-x_{2}\right)-\beta & \text { for } & x_{1}=1,
\end{array}\right.
$$

where $\alpha, x^{\prime}, \beta, \beta^{\prime}$ are arbitrary constants and $\mu_{2}\left(x_{2}\right)=\mu\left(1, x_{2}\right)$.
Again, it is easy to build up $\Delta_{m}(m=2,3, \ldots)$ from $\phi$ with the aid of (11) and (8). In particular, since (95) and (99) can be considered as extensions of (34) with $\mu\left(0, t_{2}\right)=0$, in this case $\Delta_{m}$ is given by (35) also if some components of a vector $p_{j}$ are 0 . Values of $\phi$ and $\Delta_{m}$ at other boundary points can also be easily determined by extending the domains of (13) and (8), respectively.
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