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a b s t r a c t

A text is a word together with an additional linear order on it. We study quantitative
models for texts, i.e. text series which assign to texts elements of a semiring. We introduce
an algebraic notion of recognizability following Reutenauer and Bozapalidis as well as
weighted automata for texts combining an automaton model of Lodaya and Weil with a
model of Ésik andNémeth. After thatwe show that both formalisms describe the text series
definable in a certain fragment of weighted logics as introduced by Droste and Gastin. In
order to do so, we study certain definable transductions and show that they are compatible
with weighted logics.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Texts as introduced by Rozenberg and Ehrenfeucht [21] extend the model of words by an additional linear order. This
additional order gives a word a tree-like hierarchy and enriches its structure. The theory of texts originates in the theory of
2-structures (cf. [20]) and it turns out that texts represent an important subclass of 2-structures, namely T-structures [22].
Moreover, Ehrenfeucht and Rozenberg proposed texts as a well-suited model for natural texts that may carry in its tree-like
structure grammatical information [22, p. 264]. A number of authors [23,38,39] have investigated classes of text languages
such as the families of context-free, equational or recognizable text languages anddeveloped a language theory. In particular,
the fundamental result of Büchi and Elgot [9,24] on the coincidence of recognizable and definable languages has been
extended to texts [39].
In this paper we consider quantitative aspects of texts and study text series, i.e. functions form the domain of texts into

a semiring. Extending the result of Hoogeboom and ten Pas mentioned above as well as results of Lodaya andWeil [46] and
Ésik and Németh [30] we show that three different formalisms are expressively equivalent and yield the same classes of
text series. More precisely, we show that the class of series which are algebraically recognizable, the class of series that are
definable in a certain fragment of Droste and Gastin’s weighted logics and the class of series that describe the behavior of a
certain class of weighted automata coincide. Let us discuss the first two formalisms in more detail.
We consider a weighted algebraic recognizability concept for general algebras following a line of research initiated

by Reutenauer [58] and continued by Bozapalidis et al. [8,7,6]. It generalizes weighted automata on words and trees as
well as the notion of recognizable languages as defined by Mezei and Wright in the 1960s [55]. The algebraic notion of
recognizability has attracted much attention. One reason for this is the universality of this concept, since it is at hand
whenever we define an algebraic structure (external structure) on the class of objects, i.e. whenever we define operations
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on the class. Even more importantly, algebraic recognizability is closely connected to combinatorial regularity and logical
definability inmany important cases, such as words, trees and traces; see [67] for a survey. In this paper, we define algebraic
recognizability for series, i.e. functions from a general algebra into a semiring, and, furthermore, generalize the notion of a
syntactic algebra to the weighted setting.
Recently, Droste and Gastin [13] introduced weighted logics over words and showed a Büchi-type characterization for

weighted automata over words. They enrich the language of monadic second-order logic with values from a semiring in
order to add quantitative expressiveness. The semantics of a formula in their framework is a formal power series. In [13] they
showed a Büchi–Elgot-type characterization for weighted automata over words. Since they define their logic for arbitrary
commutative semirings, the framework is very flexible. This way, one may now, for example, express how often a certain
property holds, howmuch execution time a process needs, or how reliable it is. The result of Droste and Gastin was extended
to infinite words, (infinite) trees, nested words, pictures, traces and message sequence charts [16,18,53,50,54,4,17,57]. Let
us also note that a restriction of Łukasiewicz’s multi-valued logic coincides with Droste and Gastin’s weighted logics [61].
In order to show our main result we will establish a general translation technique for weighted logics. Therefore, we

study a certain subclass of Courcelle’s definable transductions [10] and show that they preserve definability with respect
to weighted logics. We then refine the transductions from texts to terms and vice versa given by Hoogeboom and ten Pas
such that they are compatible with weighted logics. This approach admits the advantage that decidability results for the
emptiness and equivalence problem, then come almost for free as a corollary.
We now summarize the content of each section of this paper and its structure.

Section 2. Here we start by recalling the definition of a recognizable subset of a Σ-algebra, which is due to Mezei and
Wright [55]. This notion subsumes recognizable subsets of a free monoid and is of outstanding importance in theoretical
computer science as it leads tomanydecidability andminimization results. Further,wedevelop the concept of a recognizable
series from aΣ-algebra into a semiring and show that this definition generalizes the notion of a recognizable subset ofMezei
andWright. Moreover, wewill see that for words and trees recognizable series form the same class of series as the behaviors
of weighted automata. The notion of a recognizable series always depends on a set of operations defined on the class under
consideration. Next, we turn to syntactic congruences and syntactic algebras of series. The concepts we introduce are in a
line with definitions of Reutenauer [58] and Bozapalidis et al. [8,7,6] for series over words and trees. Adapting an idea of
Reutenauer, we show thatwhenever the underlying semiring is a ring or a locally finite semiring then a series is recognizable
if and only if its syntactic algebra is a finitely generated semimodule. Moreover, we give two counterexamples for the case
where the underlying semiring does not meet this assumption. Let us point out that the concepts introduced in this section
were independently considered by Fülöp and Steinby [31].
Section 3. As described before, Droste and Gastin [13] considered so-called weighted logics and showed a Büchi–Elgot-type
characterization for weighted automata over words. In [14, Open Problem 1] they ask what happens when considering
weighted logics for general relational structures and which results of classical model theory can be developed also for
weighted logics. This section can be seen as a first contribution to this question.We investigateweighted logics and different
fragments thereof for arbitrary relational structures. In particular, we consider the fragment sRMSO, which was proposed
in [14]. It can be defined whenever the structures under consideration are equipped with a linear order, since in this
case classical monadic second-order logic can be embedded into its weighted counterpart. In fact, we demonstrate with a
counterexample that this is not possible if the structures admit non-trivial automorphisms. Furthermore, we investigate
how sRMSO and other fragments of weighted logics behave with respect to translations of formulae in the framework
of Courcelle’s definable transductions [10]. We prove a transfer theorem and show that under certain conditions these
transductions are compatible with weighted logics. In the subsequent part of the paper we will use this theorem to easily
transfer results on weighted logics between different classes of combinatorial structures.
Section 4. In this section we draw our attention to texts. Hoogeboom and ten Pas [39] defined operations on the class of
texts and showed that the languages which are recognizable with respect to these operations coincide with the languages
definable in MSO. They achieved this by encoding texts as trees and applying the corresponding characterization for tree
languages which was given by Doner, Thatcher and Wright [64,12]. Applying the results of the two previous sections and
using the transductions given by Hoogeboom and ten Pas, we first extend the result of [39] to a weighted setting where
we need the assumption that the underlying semiring is locally finite or a ring. This assumption already indicates that our
extension is not a straightforward adaption of the unweighted case. We will overcome the restrictions on the semiring
by introducing a new automaton model. We call these automata weighted branching and parenthesizing automata. These
automata forma joint extension of themodel of branching automata of Lodaya andWeil [46] and themodel of parenthesizing
automata of Ésik and Németh [30]. We will show that the behaviors of these automata are precisely the recognizable series
from texts into a semiring and that these automata are precisely as expressive as the fragment sRMSO of weighted logics.
Let us point out that this result now holds for any commutative semiring.
An extended abstract of this paper appeared as [49]. This paper differs from it in the following way. First, full proofs are

included. Second, in Section 2 we give two examples for series which are recognizable but whose syntactic algebra is not
finitely generated. Third, in [49] recognizable text serieswere characterizedusing a fragment ofweighted logics calledRMSO.
Here we use the fragment sRMSO which has the advantage of being decidable. Fourth, and most important, we introduce
a new model of weighted automata, which turns out to describe precisely the recognizable text series. These automata
permit us to drop the restrictions on the semiring we had to use in the main result of [49]. This main result now holds for
any commutative semiring.
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2. Recognizable series over general algebras

Let us start by fixing some notations. We assume in the following that ∆ is an alphabet1 and Σ = (Σ, rk) is a ranked
alphabet interpreted as a functional signature where rk(f ) ∈ N denotes the rank of f for all f ∈ Σ . We let Σ (k)

= {f ∈
Σ | rk(f ) = k} for any k ∈ N. A Σ-algebra (C, (f C)f∈Σ ) consists of a set C together with an interpretation f C : Crk(f ) → C
for any f ∈ Σ . If the operations are clear from the context, we simply denote (C, (f C)f∈Σ ) by C. Interpretations of function
symbols f of rank 0 are called constants and will be identified with an element f C ∈ C. The set ∆∗ of words together with
concatenation · as a binary operation and the empty word ε as a constant forms an algebra. Alternatively, we may equip the
set of words ∆∗ with unary operations ·a for any a ∈ ∆, interpreted as the right-concatenation of letters, i.e. consider the
algebra (∆∗, (·a)a∈∆). The free Σ-algebra over ∆ is denoted TΣ (∆) and comprises all Σ-terms or equivalently all Σ-trees
over∆.

In the rest of this section, let C be aΣ-algebra.

Let us assume that∆ generatesC. We denote by ηC : TΣ (∆)→ C the unique epimorphism extending the identity id(∆)
on ∆, called the natural epimorphism of C. Let X = {x1, x2, . . .} and let τ ∈ TΣ (∆ ∪ X). Let xi1 , . . . , xik with i1 < . . . < ik
those elements of X that appear in τ . Since TΣ (∆ ∪ {xi1 , . . . , xik}) is the free algebra in the class of all Σ-algebras, any
function α : ∆ ∪ {xi1 , . . . , xik} → C extends to a homomorphism α, in particular the function αs1,...,sk mapping xij to sj for
all 1 ≤ j ≤ k and mapping a to itself for all a ∈ ∆. Now, τ defines a k-ary operation (polynomial function) τC on C given by
τC(s1, . . . , sk) = αs1,...,sk(τ ). Again we sometimes omit the superscriptC. We conclude that for anyΣ

′
⊆ TΣ (∆∪X)we can

turnC into aΣ ′-algebra, again denoted byC. In the followingwewill in particular consider the set Ctx(Σ,∆) ⊆ TΣ (∆∪{x1})
of contexts, which is the set of trees where x1 appears exactly once.

2.1. Recognizable languages and recognizable series

The notion of a recognizable subset2 of C is due to Mezei andWright [55]. It generalizes the notion of a regular language,
i.e. of a regular subset of a finitely generated free monoid, to arbitrary algebras.

Definition 2.1 (Mezei & Wright [55]). A language L ⊆ C is (Σ-)recognizable if there is a finite Σ-algebra A and a
homomorphism ϕ : C → A such that ϕ−1(ϕ(L)) = L.

We say that a language L ⊆ ∆∗ is regular if there is a finite automaton A such that L is the language accepted by A.
By the well known Myhill–Nerode theorem, L ⊆ ∆∗ is regular iff it is {·}-recognizable (Myhill’s characterization) iff it is
{(·a)a∈∆}-recognizable (Nerode’s characterization).
Similarly for TΣ (∆), a tree automaton is a tupleA = (Q , δ, F), where Q is a finite set of states, F ⊆ Q and δ = (δf )f∈Σ∪∆

is a family of sets δf ⊆ Q rk(f )+1. Let δ∗ ⊆ Q × TΣ (∆) be the smallest set such that δa × {a} ⊆ δ∗ for any a ∈ ∆ ∪ Σ (0),
and for any n ∈ N and f ∈ Σ (n), if (q1, t1), . . . , (qn, tn) ∈ δ∗ and (q1, . . . , qn, q) ∈ δf , then (q, f (t1, . . . , tn)) ∈ δ∗. Let
L (A) = {t ∈ TΣ(∆) | ∃q ∈ F : (q, t) ∈ δ∗} denote the language accepted by A. A language L ⊆ TΣ (∆) is regular if there
is a tree automaton A such that L (A) = L. Again, a language L ⊆ TΣ (∆) is regular iff it is Σ-recognizable (see e.g. [32]).
Moreover, recognizable languages of finitely generated algebras can be characterized by tree automata:

Proposition 2.2 (cf. [11]). Let C be finitely generated by ∆. A language L ⊆ C is recognizable iff η−1C (L) ⊆ TΣ (∆) is a regular
tree language.

Similarly to Definition 2.1, we introduce a concept of recognizability for (formal C-)series, i.e. for functions from C to a
semiring K. For this, we follow ideas of Reutenauer [58] as well as Bozapalidis et al. [8,7,6], who studied series over words
and trees, respectively. After that we motivate the definition by showing that it generalizes several concepts, namely the
concept of regular word and tree series on the one hand and the notion of recognizable languages of arbitrary Σ-algebras,
as defined above, on the other. Series over general algebras were also considered by Kuich [42], although with an emphasis
on equationally defined series.
A semiring K is an algebraic structure (K,+, ·, 0, 1) such that (K,+, 0) is a commutative monoid, (K, ·, 1) is a monoid3,

multiplication distributes over addition (from both sides) and 0 is absorbing, i.e. 0 · k = k · 0 = 0 for all k ∈ K. If K
admits additive inverses, i.e. if (K,+, 0) is a group, then K is a ring . So, for example, the set of integers with the usual
operations form a ring (Z,+, ·, 0, 1). If multiplication is commutative, then K is a commutative semiring . For example,
the smallest subsemiring of any semiring K is commutative. In particular, the semiring of natural numbers (N,+, ·, 0, 1)
forms a commutative semiring. If addition is idempotent, i.e. k + k = k for all k ∈ K, then K is an idempotent semiring .
Important examples are givenby the semiring of formal languages (P(∆∗),∪, ·,∅, {ε}), whereP(∆∗)denotes thepowerset
of ∆∗ and · the concatenation of languages, the tropical semiring (Z ∪ {∞},min,+,∞, 0) and the arctic or max-plus

1 We use the term alphabet to indicate that a set is finite.
2 We also refer to a subset X ⊆ C as a C-language or simply language if C is clear from the context.
3 As usual · binds more strongly than+.
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semiring (Z ∪ {−∞},max,+,−∞, 0). The latter have been used to model real-time systems or discrete event systems.
They are commutative and idempotent. Idempotent semirings possess the property that any finitely generated submonoid of
(K,+, 0) is finite. Semiringswith this latter property are called additively locally finite. For example, any field of characteristic
6= 0 is additively locally finite. Another important example for a commutative, idempotent, and thus additively locally finite
semiring is the probabilistic semiring ([0, 1],max, ·, 0, 1). A semiring is zero-sum free if k+ k′ = 0 implies k = 0 or k′ = 0.
Moreover, we call a semiring locally finite if any finitely generated subsemiring is finite. For example, any Boolean algebra,
the min-max semiring (R+ ∪ {∞},max,min, 0,∞) and the fuzzy semiring ([0, 1],max,min, 0, 1) are each locally finite.
We denote by B the 2-valued Boolean algebra ({0, 1},∨,∧, 0, 1) and refer to it as the Boolean semiring.

In all of the following, let K be a commutative semiring such that 0 6= 1.

A K-semimodule M is a commutative monoid (M,+, 0) together with a scalar multiplication . : K × M → M such that
for all k, l ∈ K andm, n ∈ M we have

k.(m+ n) = k.m+ k.n, (k+ l).m = k.m+ l.m, (k · l).m = k.(l.m),
1.m = m, 0.m = 0.

Note that we use the same symbols + and 0 in both M and K. Furthermore, observe that from these axioms we get
k.0 = k.(0.0) = (k · 0).0 = 0.0 = 0 for all k ∈ K. We interpret K-semimodules as algebras over the signature (+, (k.)k∈K).
If M is generated by some set X , we say that X spans M . If K is a ring, then M is called a K-module. A module having only
finitely generated submodules is called Noetherian.

Example 2.3. 1. Any commutative monoid can naturally be interpreted as an N-semimodule (and vice versa: every N-
semimodule can be obtained this way), every commutative semiring is a semimodule over itself and every commutative
ring is a module over itself. In the latter case, the submodules are the ideals as considered in classical algebra and the
finitely generated submodules are precisely the finitely generated ideals. A commutative ring is Noetherian if it is a
Noetherian module over itself.

2. For any set Q and any K-semimodule M the set MQ of all mappings from Q to M forms again a semimodule by letting
(f +g)(q) = f (q)+g(q) and (k.f )(q) = k.f (q) for any f , g ∈ MQ , k ∈ K and q ∈ Q . The unit element is the zeromapping
0 : q 7→ 0. In particularKQ andKC formK-semimodules. They can be turned into semirings using the pointwise product
�. In the following, we denote KC by K〈〈C〉〉. For S ∈ K〈〈C〉〉 and s ∈ C we write (S, s) for the value of S at s. Elements of
K〈〈C〉〉 are called (formal C-)series, and elements of K〈〈∆∗〉〉 are called formal power series.

3. The support of a series S : C → K is the set supp(S) = {s ∈ C | (S, s) 6= 0}. The set K〈C〉 of series with finite support is
a subsemimodule of K〈〈C〉〉. It is the free K-semimodule over C. Hence, any function S : C → K extends linearly to K〈C〉.
We will not distinguish between S and its linear extension. A series P ∈ K〈C〉 is called a polynomial.

LetM,M ′ be twoK-semimodules. Let n ∈ N+. Amappingµ : Mn → M ′ ismultilinear ifµ(m1, . . . , k.mi+m′i, . . . ,mn) =
k.µ(m1, . . . ,mi, . . . ,mn)+µ(m1, . . . ,m′i, . . . ,mn) for all 1 ≤ i ≤ n,m

′

i,m1, . . . ,mn ∈ M and k ∈ K. Amultilinearmapping
µ : M → M ′ is also called linear and is nothing but a semimodule homomorphism. A linear mapping µ : M → K is called
a linear form. Alexandrakis and Bozapalidis [7] introduced the notion of a K-Σ-algebra. A K-Σ-algebra A = (A , (f )f∈Σ )
consists of aK-semimoduleA together withmultilinear operations f (of rank rk(f )). We interpretK-Σ-algebras as algebras
over the signature (+, (k·)k∈K, (f )f∈Σ ). Thus, any K-Σ-algebra is also a Σ-algebra. A homomorphism of K-Σ-algebras is
called a K-Σ-homomorphism and a congruence is called a K-Σ-congruence. A K-Σ-algebra A is said to have finite rank if A
is a finitely generated K-semimodule, i.e. if there is a finite set spanning A .

Example 2.4. 1. Let Q be a finite set. The K-semimodule KQ×Q can be turned into a K-{·}-algebra (where · is binary) by
means of the usual matrix multiplication, i.e. by letting (m ·m′)i,j =

∑
k∈Q mi,k ·m

′

k,j for anym,m
′
∈ KQ×Q and i, j ∈ Q .

In particular, · is associative, i.e. (KQ×Q , ·, E) is a monoid where E denotes the usual unit matrix. In fact, together with
the componentwise addition KQ×Q forms a semiring.

2. We equip theK-semimoduleK〈C〉withmultilinear operations in order tomake it aK-Σ-algebra.We define for all n ∈ N,
f ∈ Σ (n), P1, . . . , Pn ∈ K〈C〉 and s ∈ C:

(f (P1, . . . , Pn), s) =
∑

s1,...,sn∈C
f (s1,...,sn)=s

(P1, s1) · . . . · (Pn, sn).

Note that, as the Pi are polynomials, the sum is in fact finite. It is not hard to see that this definition indeed gives a
multilinear operation for each f ∈ Σ . Hence, K〈C〉 is a K-Σ-algebra and thus a Σ-algebra. Identifying s ∈ C with the
polynomial that maps s to 1 and any other element of C to 0, C becomes a subalgebra of K〈C〉.

3. Let R be a commutative ring that is finitely generated over∆. Let (M, ·, 1) be the free commutative monoid over∆. Then
K〈M〉 is a K-{·}-algebra. It is again a semiring; in particular,N〈M〉 is the free commutative semiring over∆. If K is a ring,
then K〈M〉 is a ring and Z〈M〉 is the free commutative ring over ∆4. Clearly, Z is Noetherian, and thus by Hilbert’s Basis

4 Z〈M〉 is the ring of polynomials over commuting variables∆ as considered in classical algebra.
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Theorem Z〈M〉 is Noetherian. As Z〈M〉 is free over ∆, the identity on ∆ extends to an epimorphism from Z〈M〉 onto R.
We conclude that R is Noetherian, too, since the preimage of any ideal I is an ideal of Z〈M〉which is finitely generated by
some set G, the image of which generates I .

4. It is not hard to see that K〈TΣ (∆)〉 is the free K-Σ-algebra over ∆. Hence, for any K-Σ-algebra A , any mapping
µ : ∆→ A extends uniquely to a K-Σ-homomorphism µA : K〈TΣ (∆)〉 → A .

Next, we define the notion of a recognizable series and show that it generalizes Definition 2.1.

Definition 2.5. A series S : C → K is (Σ-)recognizable if there is a K-Σ-algebra A of finite rank, a Σ-homomorphism
ϕ : C → A and a linear form γ : A → K such that γ ◦ ϕ = S. We call the pair (ϕ, γ ) a representation of S.

Remark 2.6. We note that as for Definition 2.1 the definition is independent of the set of constants. Moreover, if ϕ(s) =
ϕ(s′), then γ ◦ϕ(s) = γ ◦ϕ(s′). Hence, ker(ϕ) ⊆ ker(S), where for any function f the kernel of f is the equivalence relation
ker(f ) = {(x, y) | f (x) = f (y)}.

First, we show that Definition 2.5 generalizes Definition 2.1. For a language L ⊆ C, let 1L : C → K denote the
characteristic series of Lwhose value is given for all s ∈ C by (1L, s) = 1 if s ∈ L and 0 otherwise. As mentioned before, we
identify s ∈ C with 1{s}.

Proposition 2.7. Let L ⊆ C be recognizable. Then 1L is recognizable.

Proof. Let L ⊆ C be recognizable. There is thus a finite Σ-algebra A and a Σ-homomorphism ϕ : C → A such that
ϕ−1(ϕ(L)) = L. Since A is a subalgebra of K〈A 〉 (cf. Example 2.4(2)), we may interpret ϕ as a homomorphism from C to
K〈A 〉. Define γ : A → K by letting γ (m) = 1 if m ∈ ϕ(L) and γ (m) = 0 otherwise. Since K〈A 〉 is the free semimodule
over A , there is a unique extension of γ to a linear form γ : K〈A 〉 → K. Clearly, γ ◦ ϕ(s) = (1ϕ(L), ϕ(s)) = (1L, s) for any
s ∈ C. �

The following proposition is well known for words [60,63] and trees [47, Inverse Image Theorem].

Proposition 2.8. Let C be finitely generated by ∆. Let K be a locally finite semiring or let K be a ring and let S : C → K be
recognizable such that S(C) ⊆ K is finite. Moreover, let A ⊆ K. Then S−1(A) is recognizable.

Proof (Similar to [47, Inverse Image Theorem] and [2, Theorem 2.7]). Let a representation of S be given by (ϕ : C → A , γ ).
Assume that A is spanned by m1, . . . ,mn. Now, let f ∈ Σ ∪ ∆ with rk(f ) = k and let i1, . . . , ik ∈ [n]. Then choose
some δf (i1, . . . , ik)j ∈ K such that f (mi1 , . . . ,mik) =

∑
1≤j≤n δf (i1, . . . , ik)j.mj. Let L be the semiring, respectively ring,

generated by the finite set {δf (i1, . . . , ik)j | f ∈ Σ ∪∆, j, i1, . . . , ik ∈ [n]}∪ {γ (m1), . . . , γ (mn)}. For any τ ∈ Ctx(Σ,∆), let
ϕ(τ) ∈ Ctx(Σ, ϕ(∆)) be given by replacing a in τ by ϕ(a) for all a ∈ ∆. Consider the mapping µ : Ctx(Σ,∆)→ Ln given
by µ(τ)i = γ (ϕ(τ)(mi)) (1 ≤ i ≤ n) and its linear extension µ : L〈Ctx(Σ,∆)〉 → Ln. If K is locally finite, L is again finite. If
K is a ring, L is Noetherian (cf. Example 2.4(3)). Hence, the L-semimodule Ln is either finite or a Noetherian L-module by [45,
Proposition X.1.4]). There are thus l ∈ N and τ1, . . . , τl ∈ Ctx(Σ,∆) such that µ(τ1), . . . , µ(τl) span the L-subsemimodule
µ(L〈Ctx(Σ,∆)〉). Without loss of generality, we assume that τ1 is just the distinguished variable x1.
Consider X = {((S, τi(s)))1≤i≤l | s ∈ C} ⊆ Ll, which is finite by assumption. Wewill defineΣ-operations on X . For f ∈ Σ

with rk(f ) = k and s1, . . . , sk ∈ C, let f ((S, τi(s1))1≤i≤l, . . . , (S, τi(sk))1≤i≤l) = ((S, τi(f (s1, . . . , sk)))1≤i≤l). These operations
are well defined. Indeed, let s′1, . . . , s

′

k ∈ C with (S, τi(s1))1≤i≤l = (S, τi(s′1))1≤i≤l, . . . , (S, τi(sk))1≤i≤l = (S, τi(s′k))1≤i≤l.
We need to show that ((S, τi(f (s1, . . . , sk)))1≤i≤l) = ((S, τi(f (s′1, . . . , s

′

k)))1≤i≤l). Using the facts that the operations on A

are multilinear, that µ(τ1), . . . , µ(τl) span µ(L〈Ctx(Σ,∆)〉) and that ∆ generates C, we get that for 1 ≤ i ≤ l there are
τ ∈ Ctx(Σ,∆) as well as λ1, . . . , λn, λ′1, . . . , λ

′

l ∈ L such that

(S, τi(f (s1, . . . , sk))) = γ (ϕ(τ)(ϕ(s1))) =
∑
1≤j≤n

γ (ϕ(τ)(λj.mj)) =
∑
1≤j≤n

λj · µ(τ)j

=

∑
1≤j≤n

λj ·
∑
1≤j′≤l

λ′j′ · µ(τj′)j =
∑
1≤j′≤l

λ′j′ ·
∑
1≤j≤n

λj · µ(τj′)j =
∑
1≤j′≤l

λ′j′ · (S, τj′(s1)).

Similarly, we get (S, τi(f (s′1, . . . , sk))) =
∑
1≤j′≤l λ

′

j′ · (S, τj′(s
′

1)) and hence (S, τi(f (s1, . . . , sk))) = (S, τi(f (s′1, . . . , sk))).
Applying this argument successively k-times gives (S, τi(f (s1, . . . , sk))) = (S, τi(f (s′1, . . . , s

′

k))). Since this holds for all
1 ≤ i ≤ l, we conclude that the operations are well defined.
Now, let h : C → X be given by h(s) = ((S, τi(s))1≤i≤l). Clearly, this is a homomorphism. Since S−1(A) =

h−1({(ki)1≤i≤l) | k1 ∈ A})we conclude that S−1(A) is recognizable. �

Remark 2.9. Note that in particular L ⊆ C is recognizable iff 1L : C → B is recognizable. Moreover, 1∅ and 1C are
recognizable for any semiring K.

We now show that the proposed notion of recognizable series coincides with the well-known notion of the behavior of
a weighted automaton over words and the behavior of a weighted tree automaton (over trees in TΣ (∆)). For an overview
on weighted automata over words the reader is referred to the survey articles [59,43,2,41,15]. For an overview on weighted
automata over trees the reader may consult [29,15]. A weighted automaton is a tuple A = (Q , λ, µ, γ ) such that Q is
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a finite set of states, λ, γ : Q → K and µ : ∆ → KQ×Q . Since ∆∗ is the free monoid over ∆, there is a unique
monoid homomorphism µ : ∆∗ → KQ×Q extending µ. Now, the behavior ‖ A ‖: ∆∗ → K of A is defined by
(‖A‖, w) =

∑
q,q′∈Q λ(q) · µ(w)q,q′ · γ (q

′) for all w ∈ ∆∗. We say that a formal power series S : ∆∗ → K is regular
if it is the behavior of a weighted automaton.

Proposition 2.10. A formal power series S : ∆∗ → K is regular iff it is {·}-recognizable iff it is {(·a)a∈∆}-recognizable.

Proof. Let S =‖A‖ for a weighted automatonA = (Q , λ, µ, γ ). Define the linear form κ(m) =
∑
q,q′∈Q λ(q) ·mq,q′ · γ (q

′).
Then κ ◦ µ = S and thus S is {·}-recognizable.
Let S be {·}-recognizable. Since the operation ·a is the polynomial function of the context ·(x1, a), any {·}-homomorphism

is an {(·a)a∈∆}-homomorphism. Thus S is {(·a)a∈∆}-recognizable.
We now show that S is regular if S is {(·a)a∈∆}-recognizable. A similar idea was used in [2, Lemma 1.2]. Let S be {(·a)a∈∆}-

recognizable. There is thus a K-{(·a)a∈∆}-algebra A of finite rank spanned bym1, . . . ,mn ∈ A , a {(·a)a∈∆}-homomorphism
ϕ : ∆∗ → A and a linear form γ : A → K such that γ ◦ ϕ = S. For all 1 ≤ i, j ≤ n and a ∈ ∆ choose µ(a)i,j ∈ K
such that mi · a =

∑n
j=1 µ(a)i,j.mj. Now extend µ to a monoid homomorphism µ : ∆∗ → Kn×n. Moreover, choose

λ(i) ∈ K (1 ≤ i ≤ n) such that ϕ(ε) =
∑n
i=1 λ(i).mi. This defines λ : [n] → K. Let κ : [n] → K be given by

κ(i) = γ (mi) (1 ≤ i ≤ n). We show by induction on w ∈ ∆∗ that ϕ(w) =
∑
1≤i,j≤n λ(i) · µ(w)i,j.mj. For w = ε this

is clear by definition. Now, for the induction step suppose that the claim holds for u and letw = u · a for some a ∈ ∆. Then
ϕ(ua) = ϕ(u) · a = (

∑
1≤i,k≤n λ(i) ·µ(u)i,k.mk) · a =

∑
1≤i,k≤n λ(i) ·µ(u)i,k.(mk · a) =

∑
1≤i,k,j≤n λ(i) ·µ(u)i,k ·µ(a)k,j.mj =∑

1≤i,j≤n λ(i) · µ(ua)i,j.mj. We conclude that γ (ϕ(w)) =
∑
1≤i,j≤n λ(i) · µ(w)i,j · κ(j). Hence, S is regular. �

A weighted tree automaton A is a tuple (Q , δ, κ), where Q is a finite set of states, κ : Q → K and δ = (δf )f∈Σ∪∆ is a
family of mappings δf : Q rk(f ) → KQ . Let f ∈ Σ with rk(f ) = k. We extend δf to δf : KQ × . . .× KQ︸ ︷︷ ︸

k

→ KQ by letting, for

all v1, . . . , vk ∈ KQ and q ∈ Q ,

δf (v1, . . . , vk)q =
∑

q1,...,qk∈Q

δf (q1, . . . , qk)q · (v1)q1 · . . . · (vk)qk .

Note that the δf are multilinear. Hence, they turn KQ into a K-Σ-algebra and in particular into aΣ-algebra. As TΣ (∆) is the
free Σ-algebra over ∆, there is a unique homomorphism δ : TΣ (∆) → KQ extending δ : ∆ → KQ : a 7→ δa. Now, the
behavior ‖A‖: TΣ (∆)→ K ofA is defined by (‖A‖, t) =

∑
q∈Q δ(t)q · κ(q). We say that a formal tree series is regular if it

is the behavior of a weighted tree automaton. The following proposition was established by Borchardt for fields [5].

Proposition 2.11. Let S : TΣ (∆)→ K. Then S is regular iff it is recognizable.

Proof. (Only if ). Immediately clear from the definition of a weighted tree automaton.
(If ). Let (ϕ : TΣ (∆) → A , γ ) be a representation of S such that A is a K-Σ-algebra of finite rank spanned by

m1, . . . ,mn ∈ A . We set Q = [n]. Let f ∈ Σ ∪∆with rk(f ) = k and let i1, . . . , ik ∈ Q . Then choose δf (i1, . . . , ik)j ∈ K such
that f (mi1 , . . . ,mik) =

∑
1≤j≤n δf (i1, . . . , ik)j.mj. This defines δf : Q

k
→ KQ . We define κ : Q → K by setting κ(i) = γ (mi)

for all i ∈ Q . Let A = (Q , δ, κ). By induction we show that ϕ(t) =
∑
j∈Q δ(t)j.mj. For a ∈ ∆ ∪ Σ

(0) this is the definition.
Now, for the induction step let k ∈ N and f ∈ Σ (k). Suppose that the claim holds for t1, . . . , tk. Then

ϕ(f (t1, . . . , tk)) = f (ϕ(t1), . . . , ϕ(tk)) = f

(∑
j∈Q

δ(t1)j.mj, . . . ,
∑
j∈Q

δ(tk)j.mj

)
=

∑
i1,...,ik∈Q

δ(t1)i1 · · · δ(tk)ik .f (mi1 , . . . ,mik)

=

∑
i1,...,ik∈Q

δ(t1)i1 · · · δ(tk)ik .
∑
j∈Q

δf (i1, . . . , ik)j.mj

=

∑
j∈Q

∑
i1,...,ik∈Q

δf (i1, . . . , ik)j · δ(t1)i1 · · · δ(tk)ik .mj =
∑
j∈Q

δ(t)j.mj.

Hence, ‖A‖= γ ◦ ϕ = S. �

Let us remark that weighted nested word automata andweighted hedge automata have also been characterized in the spirit
of the last proposition [52].
In the following lemma we collect some immediate observations concerning closure properties of the class of recogniz-

able series for future reference. Let C ′ be a Σ-algebra and ψ : C → C ′ a function. Moreover, let S ∈ K〈〈C ′〉〉 (cf. Exam-
ple 2.3(2)). Then ψ−1(S) denotes the composition S ◦ ψ .
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Lemma 2.12. Let C,C ′ be Σ-algebras, let S, T : C → K and let k ∈ K. Let ψ : C ′ → C be a homomorphism and let
Σ ′ ⊆ TΣ (∆ ∪ X).

1. If S and T areΣ-recognizable, then so are k.S and S + T .
2. If S isΣ-recognizable, then so is ψ−1(S).
3. S isΣ ′-recognizable if it isΣ-recognizable.
4. IfΣ ⊆ Σ ′, then S isΣ ′-recognizable iff it isΣ-recognizable.
5. If C ′ is a subalgebra of C and S isΣ-recognizable, then S|C′ isΣ-recognizable.

2.2. Syntactic congruences and syntactic algebras

In this subsection, let us assume that the finite set ∆ generates C. As the kernel of a homomorphism is a congruence
and conversely any congruence gives rise to a homomorphism, namely the natural homomorphism, we immediately get
that L ⊆ C is recognizable iff L is a union of congruence classes of a finite index congruence. We can now associate to a
language L a canonical homomorphism, respectively congruence, namely the coarsest congruence such that L is the union of
equivalence classes. This congruence∼L is called the syntactic congruence. It can also be given explicitly by defining s ∼L s′
if τC(s) ∈ L⇔ τC(s′) ∈ L for any τ ∈ Ctx(Σ,∆). The syntactic congruence of some regular language L ⊆ ∆∗, where∆∗ is
equipped with right-concatenation, describes the minimal deterministic automaton of L.
A similar notion of a syntactic idealwas also considered by Reutenauer for formal power series over rings [58]. Bozapalidis

et al. considered the syntactic ideal of a tree series over fields [8,7,6]. We note that the syntactic ideal is not a generalization
of the syntactic congruence for languages. In particular, over the Boolean semiring it does not correspond to a deterministic
automaton. However, this is the case for the syntactic congruence of a regular language. Here, we generalize the notion of
a syntactic ideal to the notion of a syntactic congruence and to the notion of a syntactic algebra for series S : C → K. We
note that our definition was independently used by Fülöp and Steinby [31] for series over fields. Let S : C → K and let
∼S= {(P1, P2) ∈ K〈C〉 × K〈C〉 | (S, τ (P1)) = (S, τ (P2)) for all τ ∈ Ctx(Σ,∆)}5. It is not hard to see that this is a K-Σ-
congruence which we call the syntactic congruence of S. Let∼ be any congruence contained in ker(S) and let P1 ∼ P2. Then
τ(P1) ∼ τ(P2) for any τ ∈ Ctx(Σ,∆) as∼ is a congruence. Therefore, we have (S, τ (P1)) = (S, τ (P2)) for all τ ∈ Ctx(Σ,∆).
This shows that∼⊆∼S and, hence, that∼S is the coarsest congruence fully contained in ker(S). We define AS = K〈C〉/ ∼S ,
the syntacticK-Σ-algebra of S. Note that this definition is independent of the choice of∆ as a generating set ofC. Moreover,
note thatAS is of finite rank iff there is a finite set G ⊆ C such that the congruence classes of elements in G span the syntactic
algebra (as a semimodule).

Proposition 2.13. A series S : C → K is recognizable if AS is of finite rank.

Proof. Let ϕ be the natural K-Σ-epimorphism ϕ : K〈C〉 → AS . Define γ : AS → K by letting γ ([P]∼S ) = (S, P). This is
well defined as ker(ϕ) ⊆ ker(S). Moreover, γ is a linear form as S : K〈C〉 → K is linear by definition. Clearly, γ ◦ϕ = S. �

Theorem 2.14. Let K be a commutative ring or a commutative and locally finite semiring and let C be finitely generated by∆. A
series S : C → K is recognizable iff AS is of finite rank.

Proof (Similar to the Proof of Theorem II.1.2 in [58]). By Proposition 2.13we only have to show the only-if part. Let (ϕ : C →
A , γ ) be a representation for S and hence ker(ϕ) ⊆ ker(S). Assume thatA is spanned bym1, . . . ,mn. We extend ϕ linearly
to ϕ : K〈C〉 → A . Now, let f ∈ Σ ∪ ∆ with rk(f ) = k and let i1, . . . , ik ∈ [n]. Then choose some δf (i1, . . . , ik)j ∈ K
such that f (mi1 , . . . ,mik) =

∑
1≤j≤n δf (i1, . . . , ik)j.mj. Let L be the semiring, respectively ring, generated by the finite set

{δf (i1, . . . , ik)j | f ∈ Σ ∪ ∆, j, i1, . . . , ik ∈ [n]}. As in the proof of Proposition 2.8, we conclude that the L-subsemimodule
L < m1, . . . ,mn > of A spanned by m1, . . . ,mn using only coefficients from L is either finite or a Noetherian L-module.
Thus, ϕ(L〈C〉) ⊆ L < m1, . . . ,mn > is spanned by a finite set and consequently ϕ(K〈C〉) = K〈C〉/ ker(ϕ) is a K-Σ-algebra
of finite rank. Since ker(ϕ) ⊆ ker(S), we have ker(ϕ) ⊆∼S . This shows that AS = K〈C〉/ ∼S is of finite rank, too. �

Wang [66, Subsection 4] asked the question whether the last theorem holds for arbitrary commutative semirings in the
case where C is a finitely generated free monoid. Next, we want to point out that the answer is negative. Let S : ∆∗ → K be
a formal power series. TheHankel matrix HS of S is an infinitary matrix inK∆

∗
×∆∗ given by (HS)u,v = (S, uv). Wemay regard

the set of words as the free monoid or we may equip it with right-concatenation. In the latter case, for two wordsw,w′ we
have w ∼S w′ iff (S, wu) = (S, w′u) for all u ∈ ∆∗. Thus the syntactic algebra is isomorphic (as a K-semimodule) to the
subsemimodule ofK〈〈∆∗〉〉 spanned by the rows of the Hankel matrix. Hence, this submodule is of finite rank iff the syntactic
algebra with respect to right-concatenation is of finite rank. The syntactic congruence in the monoid case, however, is a
refinement of the syntactic congruence with respect to right-concatenation, and thus if the syntactic algebra in the monoid
case is of finite rank, then so is the subsemimodule spanned by the rows of the Hankel matrix. Exercise II.3.1 in [59] shows
that this does not need to be of finite rank even if S is recognizable. Therefore for both cases the theorem does not hold in
general. In the following counterexamples we show this fact explicitly.

5 Here we switch from S to its linear extension S : K〈C〉 → K (cf. Example 2.3).
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Example 2.15 (Counterexample, cf. [59, Exercise II.3.1]). We consider the semiring of the natural numbersN and the regular
formal power series S : {a}∗ → N given by (S, an) = n. Let n ∈ N and let P =

∑
1≤i≤m ki.a

i be a polynomial such that
an ∼S P (where ∼S is defined with respect to the monoid structure of {a}∗). Then by definition k + n + l = (S, akanal) =∑
1≤i≤m ki · (S, a

kaial) = (k + l) ·
∑
1≤i≤m ki +

∑
1≤i≤m ki · i for all k, l ∈ N.For k = l = 0 we get n =

∑
1≤i≤m ki · i. For

k + l = 1 we get n + 1 =
∑
1≤i≤m ki +

∑
1≤i≤m ki · i. Thus

∑
1≤i≤m ki = 1. We conclude that a

n
= P . Hence, an ∼S P iff

P = an. This shows that there is no finite set F ⊂ {a}∗ such that {[an]∼S | a
n
∈ F} spans the semimodule AS .

Example 2.16 (Counterexample). Now we consider the arctic semiring Rmax = (R ∪ {−∞},max,+,−∞, 0) and the
alphabet {a}. Consider the weighted automatonA = (Q , λ, µ, γ )with Q = {1, 2}, where λ,µ and γ are given by

λ(1) = 0, λ(2) = −∞, µ(a)1,1 = µ(a)2,2 = −∞, µ(a)1,2 = µ(a)2,1 = 1, γ (1) = 0, γ (2) = −∞.

The behavior of the automatonA = (Q , λ, µ, γ ) is

an 7→
{
n if n is even
−∞ otherwise.

Consider the regular series S given by the pointwise sum of ‖A‖ and the characteristic function (with respect to the semiring
Rmax) of the regular language of words an such that n is odd. Thus S maps an to n if n is even and to 0 otherwise. By our
results of the previous subsection, S is recognizable. Suppose for contradiction that the semimodule AS is spanned by the
congruence classes of the elements of some finite set F ⊂ {a}∗, i.e. AS is spanned by [a]∼S , [a

2
]∼S . . . , [a

n
]∼S for some

n ≥ 1. Hence, [a2n]∼S =
∑
1≤i≤n ki.[a

i
]∼S for some ki ∈ Rmax (where the sum and product are taken in Rmax). That is to say

(S, a2n+l) = max1≤i≤n ki + (S, ai+l) for all l ∈ N. For l = 1 we obtain 0 = (S, a2n+1) = max1≤i≤n ki + (S, ai+1) and thus
ki ≤ 0 for all 1 ≤ i ≤ n. But then for l = 0 we get 2n = (S, a2n) ≤ max1≤i≤n(S, ai) ≤ n, a contradiction.

Lemma 2.17. Let K be a commutative ring or a commutative and locally finite semiring and let C be finitely generated by∆. Let
C ′ be aΣ-algebra and let ψ : C → C ′ be an epimorphism. Then S : C ′ → K is recognizable iff ψ−1(S) is recognizable.

Proof. (Only if ). This is Lemma 2.12(2).
(If ). Let ψ−1(S) : C → K be recognizable. Hence, Aψ−1(S) is of finite rank by Theorem 2.14. We show that this implies

that AS is of finite rank, too. We may extend ψ linearly to a K-Σ-homomorphism ψ : K〈C〉 → K〈C ′〉. We have

P1 ∼ψ−1(S) P2 ⇐⇒ (ψ−1(S), τ (P1)) = (ψ−1(S), τ (P2)) for all τ ∈ Ctx(Σ,∆)
⇐⇒ (S, ψ(τ(P1))) = (S, ψ(τ(P2))) for all τ ∈ Ctx(Σ,∆)
⇐⇒ (S, τ (ψ(P1))) = (S, τ (ψ(P2))) for all τ ∈ Ctx(Σ, ψ(∆))
⇐⇒ ψ(P1) ∼S ψ(P2).

There is, hence, an epimorphism from Aψ−1(S) to AS . Thus, we conclude that AS is of finite rank, too, and therefore S must
be recognizable by Proposition 2.13. �

Corollary 2.18. Let K be a commutative ring or a commutative and locally finite semiring and let C be finitely generated by∆. A
series S : C → K is recognizable iff η−1C (S) is recognizable.

If K is a field, a K-semimodule is a vector space as considered in classical linear algebra and a K-semimodule of finite
rank is a finite-dimensional vector space. Now, if we have a representation (ϕ : C → A , γ ) of some recognizable series
S : C → K, we may extend ϕ linearly to ϕ : K〈C〉 → A . Then ϕ(K〈C〉) is a K-Σ-subalgebra of A and thus again a finite-
dimensional vector space. Moreover, since ker(ϕ) ⊆ ker(S) we have ker(ϕ) ⊆∼S , and thus there is an epimorphism from
ϕ(K〈C〉) ontoAS . We conclude thatAS has the smallest dimension among all representations. The syntactic algebra of some
regular series S : ∆∗ → K with respect to right-concatenation, which is isomorphic to the semimodule spanned by the
columns of the Hankel matrix, can be used to construct a minimal automaton for S [2]. Moreover, we note that syntactic
algebras were used to develop learning algorithms for recognizable formal power series and recognizable tree series over
fields [1,33].

3. Relational structures and weighted logics

The connection between automata and logic, first considered by Büchi and Elgot [9,24], is of outstanding importance in
theoretical computer science and led to many applications. However, a characterization of weighted automata in terms of
logic was lacking for a long time, until in 2005 Droste and Gastin [13] considered so-called weighted logics. In this section
we will consider weighted logics for arbitrary relational structures and investigate how different fragments behave with
respect to translations of formulae. Let us start by recalling classical monadic second-order logic.
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3.1. Classical monadic second-order logic

A relational signature (σ , ρ) consists of a set σ of relation symbols, each element of which is equipped with an arity
through ρ : σ → N+. We only write σ , if ρ is clear from the context. A σ -structure s = (V (s), (Rs)R∈σ ) consists of a set
V (s), its domain, together with a relation Rs of arity ρ(R) for every relation symbol R ∈ σ . We also write R for Rs if s is
clear. An isomorphism is a bijection ϕ : V (s) → V (s′) between two structures s and s′ such that for all R ∈ σ and for all
v1, . . . , vρ(R) ∈ V (s)wehave (v1, . . . , vρ(R)) ∈ Rs iff (ϕ(v1), . . . , ϕ(vρ(R))) ∈ Rs

′

. In this case s and s′ are said to be isomorphic .
An automorphism ϕ of s is an isomorphism ϕ : V (s)→ V (s).

In this section let C be a class of σ -structures. Subsequently, we only consider relational structures with finite domains.
Moreover, we will distinguish relational structures only up to isomorphisms.

Example 3.1. 1. We identify a word a1 . . . an ∈ ∆∗ with the relational structure ([n], (Laba)a∈∆,≤), where Laba = {i ∈
[n] | ai = a} (a ∈ ∆) and≤ is the usual order on [n].

2. Let m ∈ N be minimal such that rk(f ) ≤ m for all f ∈ Σ . We identify a tree t ∈ TΣ (∆) with a relational structure
(V (t), (Labf )f∈Σ∪∆, (Ei)1≤i≤m). The domain of a tree is a finite, non-empty, prefix-closed subset of (N+)∗. Intuitively, a
tree has unary relations Labf for the labeling and binary relations Ei such that (x, y) ∈ Ei expresses that y is the i-th child
of x. More precisely, the definition is given inductively as follows:
(a) If t = a for some a ∈ Σ (0)

∪ ∆, then V (t) = {ε}, Labta = {ε} and Lab
t
f = E

t
i = ∅ for all f ∈ Σ ∪ ∆ \ {a} and for all

1 ≤ i ≤ m.
(b) If n ∈ N+, f ∈ Σ (n) and t = f (t1, . . . , tn) for some t1, . . . , tn ∈ TΣ (∆), then V (t) = {ε} ∪

⋃
1≤i≤n i · V (ti). Moreover,

Labtf = {ε}∪
⋃
1≤i≤n i ·Lab

ti
f and Lab

t
g =

⋃
1≤i≤n i ·Lab

ti
g for all g ∈ ∆∪Σ \{f }. Furthermore, Ei = {(u, ui) | ui ∈ V (t)}

for all 1 ≤ i ≤ m.
We denote the corresponding signature by (Ei). A vertexw ∈ V (t)which is a proper prefix of some v ∈ V (t) is called an
inner vertex or inner node. Any other vertex is called a leaf . The vertex ε is called the root .

Now we review classical monadic second-order logic for relational structures over the signature σ . The set MSO(σ ) (if
the signature is known from the context, then we sometimes drop σ ) of monadic second-order formulae over σ is given by
the following grammar.

ϕ ::= x = y | R(x1, . . . , xρ(R)) | x ∈ X | ϕ ∨ ϕ | ¬ϕ | ∃x.ϕ | ∃X .ϕ

where R ranges over σ , where x, y, xj are first-order variables andwhere X is a second-order variable. As usual we abbreviate
ϕ ∧ ψ = ¬(¬ϕ ∨ ¬ψ), ϕ → ψ = ¬ϕ ∨ ψ , ϕ ↔ ψ = (ϕ → ψ) ∧ (ψ → ϕ), ∀x.ϕ = ¬(∃x.¬ϕ) and ∀X .ϕ = ¬(∃X .¬ϕ)
for any ϕ,ψ ∈ MSO(σ ).
Let ϕ ∈ MSO(σ ) and let Free(ϕ) denote the set of variables that occur free in ϕ. Let V be a finite set of first-order and

second-order variables and let s ∈ C. A (V, s)-assignment γ is a mapping from V to V (s) ∪ P(V (s)) such that first-order
variables are mapped to elements of V (s) and second-order variables are mapped to subsets of V (s). For v ∈ V (s) and
T ⊆ V (s)we denote by γ [x→ v] the (V ∪ {x}, s)-assignment which equals γ on V \ {x} and assumes v at x; by γ [X → T ]
we denote the (V ∪ {X}, s)-assignment which equals γ on V \ {X} and assumes T at X . Now, let Free(ϕ) ⊆ V and γ be
a (V, s)-assignment. Then we write (s, γ ) |= ϕ if ϕ holds true in s under the assignment γ . A closed formula, that is one
without free variables, is called a sentence.
For a formula ϕ we write ϕ(x1, . . . , xn, X1, . . . , Xm) to denote the fact that Free(ϕ) ⊆ {x1, . . . , xn, X1, . . . , Xm}. In this

case we write s |= ϕ[v1, . . . , vn, T1, . . . , Tm] whenever we have (s, γ ) |= ϕ if γ (xi) = vi and γ (Xi) = Ti. This is
justified by the fact that (s, γ ) |= ϕ only depends on the restriction γ|Free(ϕ) of γ to Free(ϕ). In particular, we simply
write s |= ϕ for sentences ϕ. A formula ϕ(x1, . . . , xk) ∈ MSO(σ ) which has only free first-order variables together
with the ordered list of first-order variables x1, . . . , xk defines a relation ϕs on the domain of a σ -structure s as follows:
ϕs = {(v1, . . . , vk) ∈ V (s)k | s |= ϕ[v1, . . . , vk]}.
Now, let ϕ ∈ MSO(σ ) and V ⊇ Free(ϕ) be a finite set of variables, then LV(ϕ) = {(s, γ ) | (s, γ ) |= ϕ}. Moreover,

L (ϕ) = LFree(ϕ)(ϕ). Two formulae ϕ, ϕ′ ∈ MSO(σ ) are said to be equivalent ifL (ϕ) = L (ϕ′). Let Z ⊆ MSO(σ ). A language
L ⊆ C is Z-definable (relatively to C) iff L = L (ϕ) for a sentence ϕ ∈ Z . Formulae containing no quantification at all are
called propositional. First-order formulae, i.e. formulae in MSO(σ ) containing only quantification over first-order variables,
are collected in FO(σ ). The class EMSO(σ ) consists of all formulae ϕ of the form ∃X1. . . . ∃Xm.ψ , where ψ ∈ FO(σ ).

Theorem 3.2 (Büchi, Elgot [9,24]). Let∆ be an alphabet. Then L ⊆ ∆∗ is regular iff it isMSO-definable iff it is EMSO-definable.

Theorem 3.3 (Thatcher & Wright, Doner [64,12]). Let ∆ be an alphabet and let Σ be a ranked alphabet. Then L ⊆ TΣ (∆) is
regular iff it isMSO-definable iff it is EMSO-definable.
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3.2. Weighted logics

Let us now come to weighted logics. We now define weighted monadic second-order logic, introduced in [13] for words,
for relational structures over the signatureσ . The setMSO(K, σ ) (againwedropσ if it is known from the context) ofweighted
MSO formulae over K and σ is given by the following grammar:

ϕ ::= k | x = y | R(x1, . . . , xρ(R)) | x ∈ X | ¬(x = y) | ¬R(x1, . . . , xρ(R)) | ¬(x ∈ X)
| ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∃X .ϕ | ∀x.ϕ | ∀X .ϕ

where k ∈ K, where R ranges over σ , where x, y, xj are first-order variables and where X is a second-order variable. Note
that we allow negation only for atomic formulae i.e. for the formulae x = y, R(x1, . . . , xρ(R)) and x ∈ X . This is because in
general semirings we do not have a natural complement, and for this reason it will not be clear how to define the semantics
of negation for values other than 0 and 1 (cf. [13]).
Definition 3.4. Let ϕ ∈ MSO(K, σ ) and Free(ϕ) ⊆ V . Moreover, let s ∈ C and let γ be a (V, s)-assignment. The weighted
semantics JϕKV of ϕ is a function assigning to each such pair (s, γ ) an element of K. It is given inductively as follows. For
k ∈ K we put JkKV(s, γ ) = k. For all other atomic formulae and their negations ϕ the semantics JϕKV is given by the
characteristic function 1LV (ϕ). Moreover, we define

(Jϕ ∨ ψKV, (s, γ )) = (JϕKV, (s, γ ))+ (JψKV, (s, γ )),
(Jϕ ∧ ψKV, (s, γ )) = (JϕKV(s, γ )) · (JψKV, (s, γ )),

(J∃x.ϕKV, (s, γ )) =
∑
v∈V (s)

(JϕKV∪{x}, (s, γ [x→ v])),

(J∃X .ϕKV, (s, γ )) =
∑
T⊆V (s)

(JϕKV∪{X}, (s, γ [X → T ])),

(J∀x.ϕKV, (s, γ )) =
∏
v∈V (s)

(JϕKV∪{x}, (s, γ [x→ v])),

(J∀X .ϕKV, (s, γ )) =
∏
T⊆V (s)

(JϕKV∪{X}, (s, γ [X → T ])).

Recall that, by our general assumption, V (s) is finite; hence the sums and products occurring above are defined. In the
following we write JϕK for JϕKFree(ϕ). Observe that in the case where ϕ is a sentence, JϕK is a series from C to K.
Remark 3.5. 1. A formulaϕ ∈ MSO(K, σ )which does not contain a subformula k ∈ K can also be interpreted as an element
of MSO(σ ). Conversely, any unweighted formula which only contains negations of atomic formulae is also a weighted
formula. Note, moreover, that using the abbreviations introduced for classical MSO we can pull negation through to
atomic formulae without altering the unweighted semantics.

2. Let K be the Boolean semiring B. Then it is easy to see that weighted logics and classical monadic second-order logic
coincide. In this case k is either 0 (false) or 1 (true). Sometimes it will be convenient to use these constants also in classical
MSO.

3. As for classical MSO, one can easily see by induction that weighted formulae assign to isomorphic structures the same
values. Hence, also for weighted MSO it is justified to consider relational structures only up to isomorphism.

4. Let ϕ ∈ MSO(K, σ ) contain no subformula k (k ∈ K). It can easily be shown by induction that, if (JϕK, (s, γ )) 6= 0, then
(s, γ ) |= ϕ. Moreover, the converse also holds iff the least subsemiring ofK is zero-sum free. This is in particular the case
for idempotent semirings K, where additionally we have (JϕK, (s, γ )) = 1 iff (s, γ ) |= ϕ.

Example 3.6. 1. Let K = N be the semiring of the natural numbers. Let ∆ be a finite alphabet, let a ∈ ∆ and let
w = a1 . . . an ∈ ∆∗. Then (J∃x.Laba(x)K, w) counts the number of a’s inw.

2. Again, let K = N, let ∆ be a finite alphabet and let w = a1 . . . an ∈ ∆∗. Consider the formula ϕ = ∀x.∃y.1. Then
(J∃x.1K, w) = n and (J∀y.∃x.1K, w) = nn. The latter is not regular as it grows too fast (cf. Example 3.4 in [13]).
The following lemma shows that the definition of the semantics is consistent in the sense that for the value only the

assignment of the free variables matter. It can easily be shown by induction.
Lemma 3.7 (cf. [13]). Let s ∈ C, let ϕ ∈ MSO(K, σ ) and letV ⊇ Free(ϕ) be a finite set. Moreover, let γ be a (V, s)-assignment.
Then

(JϕKV, (s, γ )) = (JϕK, (s, γ|Free(ϕ))).

Let Z ⊆ MSO(K, σ ). A series S : C → K is Z-definable if S = JϕK for a sentence ϕ ∈ Z . We let FO(K, σ ) consist of all
weighted formulae without second-order quantifiers.
As pointed out earlier, a formula ϕ(x, y) ∈ MSO(σ ) defines a binary relation R = ϕs for any s ∈ C. In this way we can

derive a new relational structure s(ϕ) fromagiven s ∈ C. Even thoughwe can then easily translate a formulaψ ∈ MSO(σ∪R)
into a formula ψ ′ ∈ MSO(σ ) such that s |= ψ ′ iff s(ϕ) |= ψ , it is not clear if we can translate weighted formulae such that
the values are preserved. The following lemma indicates why this can be problematic.
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Lemma 3.8. Let C be the class of graphs where the vertices are labeled with a or b. Then there is no sentence ϕ ∈ MSO(N) such
that JϕK = 1L (∃x.Laba(x)).

Proof. We show that 1L (∃x.Laba(x)) cannot be defined relatively to the subclass C ′ of C consisting of all graphs having no
edge at all. Assume for contradiction that there is a sentence ϕ ∈ MSO(N) such that, for all G ∈ C ′, (JϕK,G) = 1 if G has a
vertex labeled a and (JϕK,G) = 0 otherwise.Wemay assume that for any variable occurring in ϕ there is a unique quantifier
binding this variable. Moreover, since our semiring is N, we may assume that ϕ does not contain constant formulae other
than 0 and 1 and hence is a formula in classical MSO. By removing all existential quantifiers, in the following we transfer
ϕ into a sentence ϕ′, which hence contains only universal quantifiers and has the property that G |= ϕ iff G |= ϕ′ for all
G ∈ C ′. Recall that since N is zero-sum free we then have G |= ϕ′ iff (JϕK,G) 6= 0. First, we extend our logic by adding the
new atomic formulae SingV(F), where V is a finite set of variables and F ⊆ {a, b} × {0, 1}V . The free variables of SingV(F)
are the elements ofV . Let G ∈ C ′ and let γ be a (V,G)-assignment. We let (G, γ ) |= SingV(F) iff there is exactly one vertex
v of G with the following property: There is an element (c, f ) ∈ F such that v is labeled with c , γ (x) = v iff f (x) = 1 and
v ∈ γ (X) iff f (X) = 1 for all first-order variables x ∈ V and all second-order variables X ∈ V . As for the other atomic
formulae, we define its weighted semantics by letting the value be 1 if the formula holds true and 0 otherwise.
Now,we replace all subformulae inϕ of the form ∃x.ψ by ∃X .Sing{X}({(a, 1), (b, 1)})∧ψ[x/X], whereψ[x/X] is obtained

by replacing any subformulae ϑ(x) of ψ , which is an atomic formula or a negation of an atomic formula and contains x, by
∀y.¬(y ∈ X) ∨ (y ∈ X ∧ ϑ(y)). Hence, the formulawe obtain does not contain existential first-order quantification. Observe
that so far we have not changed the weighted semantics.
Next, we successively remove existential second-order quantification proceeding from the innermost quantifiers to the

outermost. Let ϕ̃ be the formula we obtained so far. Let ∃X .ψ̃ be a subformula which does not contain another existential
quantifier. LetV = Free(ψ̃)\{X}. Moreover, letV1 consist of all first-order variables ofV andV2 consist of all second-order
variables of V . Let F ⊆ {a, b} × {0, 1}V . We define the formula ψ̃[X/F ] by replacing in ψ̃ all subformulae of the form y ∈ X
and SingV′(F ′) as follows. A formula y ∈ X is replaced by∨

(c,f )∈F

(
Labc(y) ∧

∧
z∈V1,f (z)=1

y = z ∧
∧

z∈V1,f (z)=0

¬(y = z) ∧
∧

Z∈V2,f (Z)=1

y ∈ Z ∧
∧

Z∈V2,f (Z)=0

¬(y ∈ Z)
)
.

If y ∈ X occurs negated, then we pull negation down to atomic formulae. A formula SingV′(F ′) is replaced only if X ∈ V ′. In
this case it will be replaced by SingV′\{X}∪V(F ′′), where we obtain F ′′ from F ′ by proceeding over all (c ′, f ′) ∈ F ′ as follows.
If f ′(X) = 1, then replace (c ′, f ′) by all pairs (c ′, f ′′), where f ′′ is an extension of f ′

|V′\{X} such that (c
′, f ′′
|V) ∈ F . In the case

where f ′(X) = 0, replace (c ′, f ′) by all pairs (c ′, f ′′), where f ′′ is an extension of f ′
|V′\{X} such that (c

′, f ′′
|V) /∈ F . Now, let

G ∈ C ′ and γ be a (V,G)-assignment. Let TF be the set of all vertices of (G, γ ) which are labeled by some f ∈ F . Observe
that (G, γ ) |= ψ̃[X/F ] iff (G, γ [X → TF ]) |= ψ̃ . Now, we replace ∃X .ψ̃ in ϕ̃ by∨

F⊆{a,b}×{0,1}V
ψ̃[X/F ].

Wewill argue that this manipulation preserves the unweighted semantics of ϕ̃. This is clear, if we could replace ∃X .ψ̃ with
0 and would still preserve the weighted semantics of ϕ̃. Otherwise there is some G ∈ C ′, some assignment γ : V → V (G)∪
P(V (G)) and some T ⊆ V (G) such that (Jψ̃K, (G, γ [X → T ])) 6= 0, and this is not ruled out by multiplication with 0 when
calculating (J ϕ̃K,G). Consider the subformula ∃X .ψ of ϕ which corresponds to ∃X .ψ̃ . As we proceed from the innermost
quantifiers to the outermost, we conclude that (JψK, (G, γ [X → T ])) 6= 0, and this is not ruled out by multiplication
with 0 when calculating (JϕK,G). Consider an automorphism Φ of the graph (G, γ ). Clearly, this is also an isomorphism
Φ : (G, γ [X → T ]) → (G, γ [X → Φ(T )]), and hence (JψK, (G, γ [X → T ])) = (JψK, (G, γ [X → Φ(T )])). We conclude
that T must be invariant under all automorphisms of (G, γ ), since otherwise (JϕK, (G, γ )) ≥ (JψK, (G, γ [X → T ]) +
(JψK, (G, γ [X → Φ(T )])) ≥ 2, using that our semiring isN. Now observe that the subsets of V (G)which are invariant under
all automorphisms of (G, γ ) are precisely the sets (TF )F⊆{a,b}×{0,1}V as defined above. We conclude that our manipulation
preserves the unweighted semantics.
After replacing all existential quantifiers we end up with a formula ϕ′ which has the same unweighted semantics as ϕ

and contains only universal quantifiers. Let G ∈ C ′ such that G has vertices labeled with b and at least two vertices labeled
with a. Hence, G |= ϕ′. Consider the subgraph G′ of Gwhich consists of the vertices labeled with b only. Observe that for all
formulae SingV(F) in ϕ′ and all (V,G′)-assignments γ , we have, if (G, γ ) |= SingV(F), then (G′, γ ) |= SingV(F). Moreover,
observe that no formula SingV(F) occurs negated. Using this and the fact that ϕ′ does only contain universal quantifiers it
is easy to see that G′ |= ϕ′. But sinceN is zero-sum free we have G′ |= ϕ′ iff (JϕK,G′) 6= 0 iff there is a vertex in G′ labeled a.
Contradiction! �

The last lemma motivates us to only consider classes of structures C such that for all formulae ϕ ∈ MSO(σ ) there are
formulae ϕ+, ϕ− ∈ MSO(K, σ ) such that Jϕ+K = 1L (ϕ) and Jϕ−K = 1L (¬ϕ). We therefore require that each s ∈ C is
equipped with a linear order.
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3.3. Classes of ordered structures

From now on for the rest of this section we assume that there is a binary relation symbol≤ ∈ σ such that≤s is a linear order
for all s ∈ C. Note that the assumption that a class of relational structures is equipped with a linear order is very natural
and has been proven useful and important in many different situations, for example in descriptive complexity, where it is
common to consider so-called ‘‘built-in relations’’ and in particular a ‘‘built-in linear order’’. In order to stress how natural
the assumption of a linear order is, Immerman, a developer of descriptive complexity, said [40]:

‘‘An unordered graph makes sense mathematically, but you can’t store such an object in a computer as far as I know.’’

Following the ideas of [14] we show how to define for any classical (unweighted) MSO formula ϕ formulae ϕ+ and ϕ−
such that Jϕ+K = 1L (ϕ) and Jϕ−K = 1L (¬ϕ). In the end this will lead to a syntactically defined fragment sRMSO(K, σ ) ⊆
MSO(K, σ ) which over words is equally expressive as weighted automata. We will give the definition of ϕ+ and ϕ−
inductively.

1. If ϕ is of the form x = y, Ri(x1, . . . , xρ(i)), x ∈ X , then ϕ+ = ϕ and ϕ− = ¬ϕ.
2. If ϕ = ¬ψ , then ϕ+ = ψ− and ϕ− = ψ+.
3. If ϕ = ψ ∨ ψ ′, then ϕ+ = ψ+ ∨ (ψ− ∧ ψ ′+) and ϕ− = ψ− ∧ ψ ′−.

The problem that arises is that by definition of the semantics∨ gets translated by means of+. Hence, in order to find ϕ+ in
the case ϕ = ψ ∨ ψ ′, we only evaluate ψ ′ if ψ evaluates to 0, otherwise we might end up with a sum greater than one. A
similar problem occurs for ∃x. and ∃X . Therefore we define as follows:

4. If ϕ = ∃x.ψ(x), then ϕ+ = ∃x.(ψ(x)+ ∧ ∀y. y < x
+
−→ ψ(y)−) and ϕ− = ∀x.ψ(x)−,

where y < x
+
−→ ψ(y)− is an abbreviation for x ≤ y ∨ (y < x ∧ ψ(y)−). In order to deal with set quantification, we have to

define a linear order on the subsets of the domain or, since we have a linear order, equivalently on words (of fixed length)
over the alphabet {0, 1}. We take the strict lexicographic order<, which is given by the following formula.

X < Y = ∃y. y ∈ Y ∧ ¬(y ∈ X) ∧ ∀z. z < y→ (z ∈ X ↔ z ∈ Y ).

Observe that we get JX < Y K = 1L (X<Y ). Now we proceed:

5. If ϕ = ∃X .ψ(X), then ϕ+ = ∃X .(ψ(X)+ ∧ ∀Y .Y < X
+
−→ ψ(Y )−) and ϕ− = ∀X .ψ(X)−,

where Y < X
+
−→ ψ(Y )− is an abbreviation for (Y < X)− ∨ (Y < X ∧ ψ(Y )−).

All formulae ϕ+ or ϕ− given in this way for some ϕ ∈ MSO(σ ) are called syntactically unambiguous. Observe that, if ϕ
is syntactically unambiguous, then JϕKV = 1LV (ϕ) for any finite set of variables V ⊇ Free(ϕ). For ϕ ∈ MSO(σ ) and any

ψ ∈ MSO(K, σ )we let ϕ
+
−→ ψ = ϕ− ∨ (ϕ+ ∧ ψ). Note that Jϕ

+
−→ ψ+K = 1L (ϕ→ψ) for all ψ ∈ MSO(σ ).

We define aUMSO(K, σ ), the collection of almost unambiguous formulae, to be the smallest subset of MSO(K, σ )
containing all constants k (k ∈ K) and all syntactically unambiguous formulae which is closed under conjunction and
disjunction. Clearly, from (2) in the definition abovewe get that we canwrite any syntactically unambiguous formula ϕ both
as ψ+ as well as ψ ′− for some appropriate ψ,ψ ′ ∈ MSO(σ ) and hence from (3) we obtain that if ϕ and ϕ′ are syntactically
unambiguous then so is ϕ ∧ ϕ′. Now, using the distributivity, observe that for any ψ ∈ aUMSO(K, σ ) there is a formula ψ ′
of the form ψ ′ =

∨n
i=1 ki ∧ ψi for some ki ∈ K and syntactically unambiguous ψi such that JψK = Jψ ′K (cf. [14]). We are

now ready to define the fragment sRMSO(K, σ ).

Definition 3.9. A weighted formula ϕ ∈ MSO(K, σ ) is syntactically restricted if for all subformulae ϑ of ϕ the following two
conditions hold:

1. If ϑ = ∀X .ψ for some ψ ∈ MSO(K, σ ), then ψ is syntactically unambiguous.
2. If ϑ = ∀x.ψ for some ψ ∈ MSO(K, σ ), then ψ ∈ aUMSO(K, σ ).

We collect all syntactically restricted formulae in sRMSO(K, σ ).

For this definition it is important to note that conditions (1) and (2) in the last definition are in particular true for
all syntactically unambiguous formulae. For this we need to check that formulae of the form y < x

+
−→ ψ(y)− and

Y < X
+
−→ ψ(Y )− are syntactically unambiguous. Indeed y < x

+
−→ ψ(y)− = (¬(y < x)∨¬ψ(y))+ and Y < X

+
−→ ψ(Y )− =

(¬(Y < X) ∨ ¬ψ(Y ))+.
Let sRFO(K, σ ) = sRMSO(K, σ ) ∩ FO(K, σ ). In sREMSO(K, σ ) ⊂ sRMSO(K, σ ) we collect all formulae of the form

∃X1. . . . ∃Xm.ψ such that ψ ∈ sRFO(K, σ ).
Now, let wUMSO(K, σ ), the collection ofweakly unambiguous formulae, be the smallest subset of MSO(K, σ ) containing

all constants k (k ∈ K) and all syntactically unambiguous formulae which is closed under conjunction, disjunction and
existential quantification (both first- and second-order). We define the fragment swRMSO(K, σ ) as follows.

Definition 3.10. A weighted formula ϕ ∈ MSO(K, σ ) is syntactically weakly restricted if for all subformulae ϑ of ϕ the
following two conditions hold:
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1. If ϑ = ∀X .ψ for some ψ ∈ MSO(K), then ψ is syntactically unambiguous.
2. If ϑ = ∀x.ψ for some ψ ∈ MSO(K), then ψ ∈ wUMSO(K, σ ).

We collect all syntactically restricted formulae in swRMSO(K, σ ).

Clearly, aUMSO(K, σ ) ⊂ wUMSO(K, σ ) ⊂ sRMSO(K, σ ) ⊂ swRMSO(K, σ ) ⊂ MSO(K, σ ). Droste and Gastin showed:

Theorem 3.11 (Droste & Gastin [14]). Let K be a commutative semiring and let S : ∆∗ → K be a formal power series. Then S is
regular iff S is sRMSO(K)-definable iff S is sREMSO(K)-definable. Moreover, if K is additively locally finite, then S is regular iff S
is swRMSO(K)-definable. If K is locally finite, then S is regular iff S isMSO(K)-definable.

Let us now consider the class of trees TΣ (∆). Given a tree t ∈ TΣ (∆), we may order its domain V (t) ⊂ N∗
+
lexicograph-

ically. This order is easily seen to be definable in MSO. Let (Ei,≤) be the signature which we obtain from (Ei) by adding the
binary relation symbol≤whichwe interpret by the lexicographic order. Using the signature (Ei,≤)we obtain the fragments
sRMSO(K, (Ei,≤)), swRMSO(K, (Ei,≤)) and sREMSO(K, (Ei,≤)) for trees.

Theorem 3.12 (Droste & Vogler, Mathissen [18,52]). Let K be a commutative semiring and let S : TΣ (∆)→ K be a tree series.
Then S is regular iff S is sRMSO(K)-definable iff S is sREMSO(K)-definable. Moreover, if K is additively locally finite, then S is
regular iff S is swRMSO(K)-definable. If K is locally finite, then S is regular iff S isMSO(K)-definable.

Note that the proof is constructive. Given an effectively given semiring K and an sRMSO(K) sentence ϕ, we can compute a
weighted tree automatonA such that ‖A‖= JϕK and vice versa.

3.4. Definable transductions

Transductions realized by different machine models on different structures play an important role in theoretical
computer science; maybe most notable are rational transductions of words and transductions realized by different kinds
of tree transducers. Using logical interpretations, a common notion of model theory, Courcelle [10] introduced a new kind
of transductions between classes of relational structures, so-called MSO-definable transductions. Here one derives a new
structure from a given one by interpreting it in m copies of the given structure for some fixed m ∈ N, that is by describing
it in m copies of a given structure using logical formulae. In this subsection let σ ′ be a second relational signature and let
C ′ be a class of finite σ ′-structures. In order to define sRMSO(K, σ ′), sREMSO(K, σ ′) and swRMSO(K, σ ′), we assume that
there is a binary relation symbol≤′∈ σ ′ such that≤′s

′

is a linear order for all s′ ∈ C ′.

Definition 3.13. Letm ∈ N+. A (σ ′, σ )-m-copying definition scheme with parameters X1, . . . , Xn is a tuple

D = (ϑ, (δj)1≤j≤m, (ϕl)l∈σ?m), where σ ?m = {(R,Ej) | R ∈ σ ,Ej ∈ [m]ρ(R)},

of formulae in MSO(σ ′) such that Free(ϑ) ⊆ {X1, . . . , Xn}, Free(δj) ⊆ {x1, X1, . . . , Xn} and Free(ϕl) ⊆

{x1, . . . , xρ(R), X1, . . . Xn} (where l = (R,Ej) ∈ σ ?m) for some first-order variables xi.

Now, letD be as in Definition 3.13, let s′ ∈ C ′ and let T1, . . . , Tn ⊆ V (s′) such that s′ |= ϑ[T1, . . . , Tn]. Then define the
σ -structure defD(s′, T1, . . . , Tn) = s = (V (s), (Rs)R∈σ )with V (s) ⊆ V (s′)× [m] as follows:

(v, j) ∈ V (s)⇐⇒ s′ |= δj[v, T1, . . . , Tn] for all v ∈ V (s′) and all j ∈ [m].
((v1, j1), . . . , (vr , jr)) ∈ Rs ⇐⇒ s′ |= ϕR,(j1,...,jr )[v1, . . . , vr , T1, . . . , Tn] for all R ∈ σ

and all ((v1, j1), . . . , (vr , jr)) ∈ V (s)r where r = ρ(R).

By abusing notation, we define the relation defD by letting (s′, s) ∈ defD if s′ ∈ C ′ and there are sets T1, . . . , Tn ⊆ V (s′)
with s′ |= ϑ[T1, . . . , Tn] such that s = defD(s′).

Definition 3.14. A relation Φ ⊆ C ′ × C is called a transduction. Now, let Z ⊆ MSO(σ ′). A transduction Φ ⊆ C ′ × C is
Z-definable if there is a m-copying definition schemeD = (ϑ, (δj)1≤j≤m, (ϕl)l∈σ?m) for some m ∈ N+ with ϑ, δj, ϕl ∈ Z for
all 1 ≤ j ≤ m and l ∈ σ ?m such thatΦ = defD .

Example 3.15. Without giving proofs, the following transductions were stated to be MSO-definable in [10]. Let A, B be
alphabets and let h : A∗ → B∗ be a homomorphism.

1. We show that h is an MSO-definable transduction. For this let m be the maximal length of an element of the finite set
h(A). We give an m-copying definition schemeD = (ϑ, (δj)j∈[m], (ϕLabb,j)b∈B,j∈[m], (ϕ≤,j1,j2)j1,j2∈[m]) without parameters
for h. Since h is a total function we let ϑ be some tautology. Moreover, we let

δj(x) =
∨
|h(a)|≥j

Laba(x), ϕLabb,j(x) =
∨

a∈A,h(a)j=b

Laba(x),

ϕ≤,j1,j2(x, y) =
{
x ≤ y if j1 ≤ j2
x < y if j1 > j2.
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Here h(a)j denotes the label of the j-th position of the word h(a). Intuitively the i-th position of the j-th copy of a word
w = a1 . . . an corresponds to the j-th position of h(ai). See the following picture for the transduction h : {a, b}∗ → {c, d}∗
given by h(a) = cc and h(b) = dcd.

2. Let h be non-erasing, i.e. a homomorphism such that h−1(ε) = {ε}. We show that h−1 ⊆ B∗ × A∗, given by (v,w) ∈ h−1
iff h(w) = v, is an MSO-definable transduction. We give a 1-copying definition scheme with parameters (Xa,k)a∈A,k=1,2.
The idea is to use the parameters to partition a word into non-empty subwords by coloring these subwords with 1 and 2
and to assign to each subword a preimage a ∈ A under h provided it exists. See the following picture for the transduction
h : {a, b}∗ → {c, d}∗ given by h(a) = h(b) = cd.

Let us informally describe some macros which are easily seen to be expressively in MSO. For all 1 ≤ i ≤ n, the macro
Posi(Y , y) says that y is the ith position of the subword formed by the set Y , Eqlw(Y ) says that the subword formed by
Y is w. The macro MxCn(X, Y ) states that Y is a maximal connected component of the subgraph induced by X in the
successor structure of the word. And Prt((Xa,k)a,k) expresses that the Xa,k’s form a partition. Now, a 1-copying definition
schemeD = (ϑ, δ, (ϕLaba)a∈A, ϕ≤) for h

−1 is given by

ϑ((Xa,k)a,k) = Prt((Xa,k)a,k) ∧
∧
a,k

∀Y .MxCn(Xa,k, Y )→ Eqlh(a)(Y ),

δ(x, (Xa,k)a,k) =
∨
a,k

∃Y .MxCn(Xa,k, Y ) ∧ Pos1(Y , x),

ϕLaba(x, (Xa,k)a,k) = x ∈ Xa,1 ∨ x ∈ Xa,2,
ϕ≤(x, y) = x ≤ y.

Proposition 3.16 (Courcelle [10]). Let Φ ⊆ C ′ × C be anMSO-definable transduction and let L ⊆ C beMSO-definable. Then
Φ−1(L) = {s′ ∈ C ′ | ∃s ∈ L. (s′, s) ∈ Φ} isMSO-definable.

We show a similar result for series. Let Φ ⊆ C ′ × C be a transduction such that Φ(s′) = {s ∈ C | (s′, s) ∈ Φ} is
finite for every s′ ∈ C ′, and let S : C → K. We define Φ−1(S) : C ′ → K by letting (Φ−1(S), s′) =

∑
s∈Φ(s′)(S, s). If the

transduction Φ−1 = {(s, s′) |(s′, s) ∈ Φ} given by the inverse of the relation Φ also has only finite images, then we denote
by Φ(S) the series (Φ−1)−1(S) for any series S : C ′ → K. Clearly, for any MSO-definable transduction Φ ⊆ C ′ × C we
have Φ(s′) is finite, since the parameter can only assume a finite number of values, as the domain of s′ was assumed to be
finite for all s′ ∈ C ′. Let us call a definition schemeD with parameters X1, . . . , Xn unambiguous if for any pair (s′, s) ∈ defD
there is at most one assignment of parameters γ : {X1, . . . , Xn} → P(V (s′)) such that defD(s′, γ (X1), . . . , γ (Xn)) = s. For
Z ⊆ MSO(σ ′)we call any transduction which can be defined by an unambiguous definition scheme where all the formulae
are in Z unambiguously Z-definable transduction. In particular, any definition scheme D without parameters, which hence
defines a partial function, is unambiguous.
Let us remark that functions f : ∆∗ → ∆′∗ and functions f : TΣ (∆)→ TΣ ′(∆′)which are definable by definition schemes

without parameters were characterized in [27,3,25]; (see also [26] for a characterization of MSO-definable transductions
Φ ⊆ ∆∗ ×∆′∗). There it is shown that these functions are precisely those which can be realized by deterministic two-way
transducers for words and by finite-copying deterministic macro tree transducers for trees.

Theorem 3.17 (Transfer Theorem). LetΦ ⊆ C ′ × C be unambiguouslyMSO-definable and let S : C → K.

1. If S isMSO(K)-definable, thenΦ−1(S) isMSO(K)-definable.
2. If S is sRMSO(K)-definable, thenΦ−1(S) is sRMSO(K)-definable.
3. If S is swRMSO(K)-definable, thenΦ−1(S) is swRMSO(K)-definable.
4. IfΦ is unambiguously FO-definable and S is sREMSO(K)-definable, thenΦ−1(S) is sREMSO(K)-definable.
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Proof. (1.) LetD = (ϑ, (δj)1≤j≤m, (ϕl)l∈I?m) be an unambiguous (σ ′, σ )-m-copying definition scheme such that defD = Φ
and ψ ∈ MSO(K, σ ). Let ψ ∈ MSO(K, σ ) and let V1 and V2 be finite sets of first-order and second-order variables,
respectively, such that V = V1 ] V2 ⊇ Free(ψ). Let F : V1 → [m]. We agree to write F [x → j] for the mapping
that equals F on V1 \ {x} and assumes j for x. Let

χF =

 ∧
1≤j≤m

∧
y∈F −1(j)

δj(y, X1, . . . , Xn)+

 .
By induction on the structure of ψ we now define the formula ψF

∈ MSO(K, σ ′).

kF = k,

(x = y)F =
{
x = y if F (x) = F (y)
0 otherwise,

(x ∈ X)F = x ∈ X j for j = F (x),

R(x1 . . . xρ(R))F = ϕR,Ej(x1 . . . xρ(R), X1, . . . , Xn)
+ forEj = (F (x1), . . . ,F (xρ(R))).

If ψ is x = y, x ∈ X or R(x1, . . . , xρ(R)), let (¬ψ)F = (ψF )− with the convention 0− = 1. Moreover, let

(ψ1 ∧ ψ2)
F
= ψF

1 ∧ ψ
F
2

(ψ1 ∨ ψ2)
F
= ψF

1 ∨ ψ
F
2

(∃x.ψ)F =
∨
1≤j≤m

∃x.(δj(x, X1, . . . , Xn)+ ∧ ψF [x→j])

(∃X .ψ)F = ∃X1. . . . ∃Xm.
[ ∧
1≤j≤m

∀x.(x ∈ X j → δj(x, X1, . . . , Xn))+ ∧ ψF
]

(∀x.ψ)F =
∧
1≤j≤m

∀x.δj(x, X1, . . . , Xn)
+
−→ ψF [x→j]

(∀X .ψ)F = ∀X1. . . .∀Xm.

( ∧
1≤j≤m

∀x.x ∈ X j → δj(x, X1, . . . , Xn)

)
+
−→ ψF .

This concludes the inductive definition of ψF . Now, let s′ ∈ C ′, T1, . . . , Tn ⊆ V (s′) and s ∈ C such that s =
defD(s′, T1, . . . , Tn). Let V ′2 =

⋃m
j=1{X

j
| X ∈ V2}. Moreover, let γ : V ′ = V1 ∪ V ′2 ∪ {X1, . . . , Xn} → V (s′) ∪P(V (s′)) be a

(V ′, s′)-assignment such that γ (Xi) = Ti for 1 ≤ i ≤ n and s′ |= δj[γ (x), T1, . . . , Tn] for all x ∈ V1 with j = F (x). Observe
that V ′ ⊇ Free(ψF ). We now define the (V, s)-assignment γ F as follows. Let γ F (x) = (γ (x),F (x)) for all x ∈ V1 and let
γ F (X) = {(v, j) | 1 ≤ j ≤ m, v ∈ γ (X j) and s′ |= δj[v, T1, . . . , Tn]} for all X ∈ V2. By induction on the structure of ψ , we
show that

(JψF KV′ , (s′, γ )) = (JψKV, (s, γ F )). (1)
For the formula k (k ∈ K)we have (JkF KV′ , (s′, γ )) = k = (JkKV, (s, γ F )). Note that the translation of an atomic formula

and its negation take on either 0 or 1 as values. We get

(J(x = y)F KV′ , (s′, γ )) = 1 iff F (x) = F (y) and γ (x) = γ (y)
iff γ F (x) = γ F (y) iff (Jx = yKV, (s, γ F )) = 1,

(J(x ∈ X)F KV′ , (s′, γ )) = 1 iff γ (x) ∈ γ (X j) for j = F (x)
iff γ F (x) ∈ γ F (X) iff (Jx ∈ XKV, (s, γ F )) = 1

(JRi(x1, . . . , xρ(i))F KV′ , (s′, γ )) = 1 iff (s′, γ ) |= ϕRi,Ej(x1, . . . , xρ(i), X1, . . . , Xn) for
Ej = (F (x1), . . . ,F (xρ(i))).

iff Rsi (γ
F (x1), . . . , γ F (xρ(i)))

iff (JRi(x1, . . . , xρ(i))KV, (s, γ F )) = 1.

If ψ equals x = y, x ∈ X or Ri(x1, . . . , xρ(i)), we have

(J(¬ψ)F KV′ , (s′, γ )) = 1 iff (JψF KV′ , (s′, γ )) = 0
iff (JψKV, (s, γ F )) = 0 iff (J¬ψKV, (s, γ F )) = 1.

Now, for disjunction we get

(J(ψ1 ∨ ψ2)
F KV′ , (s′, γ )) = (JψF

1 KV′ , (s′, γ ))+ (JψF
2 KV′ , (s′, γ ))

= (Jψ1KV, (s, γ F ))+ (Jψ2KV, (s, γ F )) = (Jψ1 ∨ ψ2KV, (s, γ F )).



646 C. Mathissen / Theoretical Computer Science 411 (2010) 631–659

Similarly for conjunction. For universal first-order quantification we have

(J(∀x.ψ)F KV′ , (s′, γ )) =
∏
1≤j≤m

∏
v∈V (s′)

(Jδj(x, X1, . . . , Xn)
+
−→ ψF [x→j]KV′∪{x}, (s′, γ [x→ v]))

=

∏
1≤j≤m
v∈V (s′)

(
(Jδj(x, X1, . . . , Xn)+KV′∪{x}, (s′, γ [x→ v])) · (JψF [x→j]KV′∪{x}, (s′, γ [x→ v]))

+(Jδj(x, X1, . . . , Xn)−KV′∪{x}, (s′, γ [x→ v]))
)

=

∏
1≤j≤m

∏
v∈V (s′)

s′|=δj[v,T1,...,Tn]

(JψF [x→j]KV′∪{x}, (s′, γ [x→ v]))

=

∏
1≤j≤m

∏
v∈V (s′)

s′|=δj[v,T1,...,Tn]

(JψKV∪{x}, (s, (γ [x→ v])F [x→j]))

and using crucially the commutativity of Kwe get

=

∏
v∈V (s)

(JψKV∪{x}, (s, γ F
[x→ v])) = (J∀x.ψKV, (s, γ F )).

Similarly for existential quantification. Moreover, using the abbreviationX = {X1, . . . , Xm}we get, for ∃X .,

(J(∃X .ψ)F KV′ , (s′, γ ))

=

∑
T1⊆V (s′)

. . .
∑

Tm⊆V (s′)

(
J
m∧
j=1

∀x.(x ∈ X j → δj(x, X1, . . . , Xn))+ ∧ ψF KV′∪X, (s′, γ [X1 → T 1, . . . , Xm → Tm])
)

=

∑
T1⊆V (s′)
T1×{1}⊆V (s)

. . .
∑

Tm⊆V (s′)
Tm×{m}⊆V (s)

(JψF KV′∪X, (s′, γ [X1 → T 1, . . . , Xm → Tm]))

=

∑
T1⊆V (s′)
T1×{1}⊆V (s)

. . .
∑

Tm⊆V (s′)
Tm×{m}⊆V (s)

(JψKV∪{X}, (s, γ [X1 → T 1, . . . , Xm → Tm]F ))

=

∑
T⊆V (s)

(JψKV∪{X}, (s, γ F
[X → T ]))

= (J∃X .ψKV, (s, γ F )).

Again similarly for ∀X .

Thus, we have (JψF KV′ , (s′, γ )) = (JψKV, (s, γ F )). Now assume thatψ ∈ MSO(K, σ ) is a sentence such that S = JψK. As
before, let s′ ∈ C ′, let T1, . . . , Tn ⊆ V (s′) and let s ∈ C such that s = defD(s′, T1, . . . , Tn). Moreover, let γ : {X1, . . . , Xn} →
P(V (s′)) be given by γ (Xi) = Ti for all 1 ≤ i ≤ n. By what we just showed we get (Jψ∅K, (s′, γ )) = (JψK, s). Hence, we get

(Φ−1(S), s′) =
∑
s∈Φ(s′)

(S, s)
D unambiguous
=

∑
T1,...,Tn⊆V (s′)
s′|=ϑ[T1,...,Tn]

(S, defD(s′, T1, . . . , Tn))

=

∑
T1,...,Tn⊆V (s′)
s′|=ϑ[T1,...,Tn]

(JψK, defD(s′, T1, . . . , Tn)) = (J∃X1, . . . , Xn.ϑ(X1, . . . , Xn)+ ∧ ψ∅K, s′).

We conclude that J∃X1, . . . , Xn.ϑ(X1, . . . , Xn)+ ∧ ψ∅K = Φ−1(S).

(2. & 3.) As in the proof of (1), letD = (ϑ, (δj)1≤j≤m, (ϕl)l∈I?m) be an unambiguous (σ ′, σ )-m-copying definition scheme
such that defD = Φ and ψ ∈ MSO(K, σ ). In addition to the proof of (1), we adapt the inductive definition of ψF in the
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following cases:

(ψ1 ∨ ψ2)
F
=

{
(ψF
1 ∨ ψ

F
2 )
+ if ψ1 ∨ ψ2 is syntactically unambiguous

ψF
1 ∨ ψ

F
2 otherwise

(∃x.ψ)F =


(
m∨
j=1
∃x.(δj(x, X1, . . . , Xn) ∧ ψF [x→j])

)+
if ∃x.ψ is syntactically unambiguous

m∨
j=1
∃x.(δj(x, X1, . . . , Xn)+ ∧ ψF [x→j]) otherwise

(∃X .ψ)F =


(
∃X1, . . . , Xm.

( ∧
j∈[m]
∀x.(x ∈ X j → δj(x, X1, . . . , Xn)) ∧ ψF

))+ if ∃X .ψ is syntactically unam-
biguous

∃X1, . . . , Xm.
( ∧
j∈[m]
∀x.(x ∈ X j → δj(x, X1, . . . , Xn))+ ∧ ψF

)
otherwise.

Now, for the inductive proof of Eq. (1) it remains to consider the cases where ψ is syntactically unambiguous and of one of
the three forms above. Hence, let ψ be of this kind. Observe that ψF as well as ψ only takes on 0 and 1 as values. Let ψF

old
be the translation of ψ we would obtain if we had not adapted the inductive definition of ψF , i.e. the definition we would
obtain in the proof of (1). ThenψF

= (ψF
old)
+. Observe that, sinceψ does not contain constant formulae, using the Boolean

semiring B Eq. (1) gives (s′, γ ) |= ψF
old iff (s, γ

F ) |= ψ . Hence

(J(ψ)F KV′ , (s′, γ )) = (J(ψF
old)
+KV′ , (s′, γ )) = 1 iff (s′, γ ) |= ψF

old

iff (s, γ F ) |= ψ iff (JψKV, (s, γ F )) = 1.

Now assume that ϕ ∈ sRMSO(K, σ ) (respectively ϕ ∈ swRMSO(K, σ )) is a sentence such that S = JϕK. As in the
proof of (1), we conclude that J∃X1, . . . , Xn.ϑ(X1, . . . , Xn)+ ∧ ϕ∅K = Φ−1(S). Analyzing the translation we obtain that a
syntactically unambiguous formula ψ is translated to an syntactically unambiguous ψF and hence we get that formulae
in aUMSO(K) are translated to formulae in aUMSO(K). The fact that wUMSO(K) is preserved is also easy to see since
∀x.(x ∈ X j∧δj(x, X1, . . . , Xn))+ is a syntactically unambiguous formula. It is now clear thatϕ∅ ∈ sRMSO(K, σ ′) (respectively
ϕ∅ ∈ swRMSO(K, σ ′)). ThusΦ−1(S) is sRMSO(K)-definable (respectively swRMSO(K)-definable).
(4.) From the last proof and using the distributivity of the semiring in order to pull the existential quantifiers to the front

this immediately follows. �

Remark 3.18. For Theorem 3.17(1) the assumption that C ′ is equipped with a linear order ≤′ is needed to guarantee the
existence ofϕ+ for certain formulaeϕ in the definition ofψF . Theremight be other reasonswhy this is possible. For example,
if K is idempotent, then Theorem 3.17(1) holds even if there is no such a linear order ≤′. A more general transfer theorem
can be found in [52].

The author believes that Transfer Theorem 3.17 provides a powerful tool not only to transfer definability results between
different structures, as we will do in the following sections, but also to show that certain transformations on formal power
series or on tree series realized by transductions preserve regularity. For example, for words we immediately get from the
result of [25] that if S : ∆′∗ → K is regular and g : ∆∗ → ∆′∗ is a function realized by a deterministic two-way transducer,
then g−1(S) is regular. Or for trees we immediately get from the result of [27,3] that if S : TΣ (∆) → K is regular and
g : TΣ ′(∆′)→ TΣ (∆) is a function realized by a finite-copying deterministic macro tree transducer, then g−1(S) is regular.
To provide somemore evidence we show how to obtain Theorem 3.1 of [19] in this context. We note however that the proof
in [19] is much more elementary.

Corollary 3.19 (Droste & Zhang [19, Theorem 3.1]). Let A, B be alphabets with B ⊆ A and let h : A∗ → B∗ be a non-erasing
homomorphism. If S : A∗ → K is regular, then so is h̃S : B∗ → K given by (̃hS, v) =

∑
w∈h−1(v)

(S, vw) for all v ∈ B∗.

Proof. Let S : A∗ → K be regular and thus sRMSO(K)-definable by Theorem 3.11. By Example 3.15(2) the transduction
h−1 ⊆ B∗ × A∗ is MSO-definable. Let S(x, y) ∈ FO define the successor relation. If we now replace in the definition scheme
of Example 3.15(2) the formula ϑ by the following formula

ϑ ∧ ∃y.

(
∀z.y ≤ z ∧

∨
a∈A

y ∈ Xa,1

)
∧

∧
a∈A

∀x.
(
x ∈ Xa,1 ∧ ∃z.S(x, z) ∧ ¬(z ∈ Xa,1)

)
→

∨
a′∈A

z ∈ Xa′,2

∧

∧
a∈A

∀x.
(
x ∈ Xa,2 ∧ ∃z.S(x, z) ∧ ¬(z ∈ Xa,2)

)
→

∨
a′∈A

z ∈ Xa′,1,
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we obtain an unambiguous definition scheme. From this it is easy to deduce that the transduction g = {(v, vw) | w ∈
h−1(v)} ⊆ B∗ × A∗ is again unambiguously MSO-definable. From Transfer Theorem 3.17 we obtain that g−1(S) = h̃S is
sRMSO(K)-definable and hence, again by Theorem 3.11, regular. �

In [14] weighted logics over words have also been considered for non-commutative semirings. For this it is assumed
that whenever we have a conjunction ϕ ∧ ψ which is not in the scope of a universal first-order quantifier, the values of
the constant subformulae k (k ∈ K) in ϕ all commute with the values of the constant subformulae in ψ . For the fragment
sRMSO(K)which characterizes regular series it is further assumed that for the semantics of the universal quantification the
product is taken along the order of positions and along the lexicographic order of the subsets, respectively. The translation
of the first-order universal quantification in the proof of our Transfer Theorem 3.17 does not work for this fragment
since we cannot assure that the product is taken along the order of positions. In fact, a counterexample showing that
Theorem 3.17(2) and (3) do not hold for non-commutative semirings can be obtained from [19, p.379]. There, the semiring
K = (P({a, b}∗),∪, ·,∅, {ε}) and the regular series S ∈ K〈〈{a, b}∗〉〉 given by (S, w) = {w} were considered. It was shown
that for the identity mapping id : {a, b}∗ → {a, b}∗ the series ĩdS (as defined in Corollary 3.19) is not regular any more.
Hence from the proof of Corollary 3.19 above we conclude that Theorem 3.17(2) and (3) do not hold for non-commutative
semirings.

4. Characterizations of recognizable text series

Texts, introduced by Ehrenfeucht and Rozenberg [21], extend the model of words by a second linear order. Think for
example of an algebraic term which could be written in infix notation or in polish notation and hence is an object with two
linear orders on it. Or think of a list of web pages in alphabetical orderwhich contain a certain keyword and should be ranked
by relevance. This ranking gives a second linear order. These considerations lead naturally to the notion of a text. The theory
of texts originates in the theory of 2-structures, which was developed by Rozenberg and Ehrenfeucht (cf. [20]). They also
proposed texts as a well-suited model for natural texts that may carry in its structure grammatical information [22, p.264].
A number of authors [23,38,39] investigated classes of text languages such as the families of context-free, equational

or recognizable text languages and developed a language theory. In particular, the fundamental result of Büchi and Elgot
(Theorem 3.2) was extended to texts by Hoogeboom and ten Pas [39]. In this section we generalize this result to a weighted
setting by using and adapting definable transductions ofHoogeboomand ten Pas. Furthermore,we characterize recognizable
series in terms of automata.

4.1. Definable and recognizable text series

Let∆ be a finite alphabet. A text is a word over∆ equipped with an additional linear order; more precisely it is defined
as follows:

Definition 4.1. A text over ∆ is a tuple (V , λ,≤1,≤2), where ≤1 and ≤2 are linear orders over the finite but non-empty
domain V and λ : V → ∆ is a labeling function.

We consider texts as relational structures where the relations are given by the labeling and by≤1 and≤2. More formally,
a text is a relational structure over the signature txtsig∆ = {(Laba)a∈∆,≤1,≤2} , where for all a ∈ ∆we let Laba be a unary
symbol interpreted by the set of elements labeled with a and where ≤1 and ≤2 are binary symbols interpreted by the two
linear orders.We define sRMSO(K, txtsig∆) and swRMSO(K, txtsig∆)with respect to the linear order≤1. We collect all texts
over∆ in TXT(∆), where as usual we identify isomorphic texts. For this reason, if not stated otherwise, we assume that for a
text (V , λ,≤1,≤2)we have V = [n] for some positive integer n and that the first order≤1 coincides with the usual order on
[n]. We may thus represent a text with domain [n] by the pair (λ(1) . . . λ(n), (i1, . . . , in)), where i1, . . . , in ∈ [n] such that
i1 <2 . . . <2 in. When visualizing a text in a picture we will often omit the first order and assume the nodes to be ordered
from the left to the right. By [i, j]1 we denote the set {k ∈ V | i ≤1 k ≤1 j} for some i, j ∈ V with i ≤1 j. For i, j ∈ V with
i ≤2 j the subset [i, j]2 of V is defined analogously. Subsets of V of this form are called intervals of the first and second order,
respectively.
Let us start by defining an algebraic structure on the set of texts following [39]. A biorder is a pair of two linear orders over

a common finite domain, i.e. a text without labeling. Again we identify isomorphic biorders and assume that the domain
equals [n] for some positive integer n. Consequently we represent a biorder with domain [n] by the successor structure
(i1, . . . , in) of its second order. When visualizing a biorder we again often omit its first order. Each biorder π with domain
[n] defines an n-ary operation on texts — we obtain a new text π(τ1, . . . , τn) by substituting given texts τ1, . . . , τn into the
nodes of the biorder. That is, we consider the disjoint union of the domains where, given two elements of the union, if they
belong to the same text τi, their order is determined by τi; otherwise, if they belong to τi and τj for some i 6= j, then their
order is given by the order of i and j in π . More formally, for all i ∈ [n], let τi be a text with domain [di] for some di ∈ N.
Define τ = π(τ1, . . . , τn) by letting V (τ ) =

⋃
i∈[n][di] × {i}, by letting (k, i) ∈ Lab

τ
a iff k ∈ Lab

τi
a for all a ∈ ∆ and by letting

(k, i) ≤j (k′, i′) iff either i <πj i
′ or i = i′ and k ≤τij k

′ for j ∈ {1, 2}. The texts τ1, . . . , τn then become intervals of the new
text of both the first and the second order. This kind of operations for graphs is known as modular decomposition and has
been rediscovered several times (cf. [56]).
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Example 4.2. There are two biorders ◦ = (1, 2), • = (2, 1) of cardinality two.

Consider the texts τ1 = (ab, (2, 1)), τ2 = (cd, (1, 2)) and τ3 = (ca, (2, 1)). Then •(τ1, τ2) = (abcd, 3421) and
◦(•(τ1, τ2), τ3) = (abcdca, (3, 4, 2, 1, 6, 5)). In the following, we will also use infix notation and write τ1 ◦ τ2 for ◦(τ1, τ2)
and τ1 • τ2 for •(τ1, τ2).

A subset of the domain of some text being an interval of both orders is called a clan. A biorder is primitive if it contains
at least two elements and has only trivial clans, i.e. the singletons and the domain itself. Clearly, the two biorders ◦ and • of
cardinality two (cf. Example 4.2) are both primitive. LetΣ be a set of primitive biorders and let TXTΣ (∆) be the set of all texts
generated from the singleton texts, i.e. from∆, usingΣ . IfΣ comprises all primitive biorders, then TXTΣ (∆) = TXT(∆) [39].
We consider TXTΣ (∆) as aΣ-algebra. Let txt : TΣ (∆)→ TXTΣ (∆) be the natural epimorphism assigning to each term over
Σ and∆ its value.

Example 4.3. Let n ≥ 3 and let πn = (2n− 1, 2n− 3, . . . , 1, 2n, 4, 6, 8, . . . , 2n− 2, 2) a biorder of length 2n.

Observe that for any two vertices i, i + 1 of πn the smallest clan containing i, i + 1 contains 1 and 2n since either
i ≤2 1 ≤2 2n ≤2 i + 1 or i + 1 ≤2 1 ≤2 2n ≤2 i. Thus, for any n ≥ 3, πn does not contain non-trivial clans and is
hence primitive. This shows that the cardinality of the set of all primitive biorders is ℵ0.

Applying the theory of 2-structures developed by Ehrenfeucht and Rozenberg [21], one obtains that TXTΣ (∆) is the
free algebra in the class of all Σ-algebras where ◦ and • satisfy the associativity law. Thus, different preimages of a text
τ ∈ TXT(∆) under txt only differ with respect to these two associativity laws [39]. Let sh(τ ) be the preimage of τ where the
brackets are in the rightmost form, that is, which contains neither ◦(◦(t1, t1), t3) nor •(•(t1, t1), t3) as a subterm for all terms
t1, t2, t3. Hoogeboom and ten Pas called sh(τ ) the r-shape of τ . They considered finite setsΣ and called L ⊆ TXTΣ (∆) in this
case a language of bounded primitivity.We now fix a finite set of primitive biordersΣ .We will only consider the semantics of
formulae relatively to TXTΣ (∆).

Proposition 4.4 (Hoogeboom & ten Pas [39]). The functions sh : TXTΣ (∆) → TΣ (∆) and txt : TΣ (∆) → TXTΣ (∆) are
unambiguouslyMSO-definable.

Since clearly sh−1(txt−1(L)) = L for any L ⊆ TXTΣ (∆), Hoogeboom and ten Pas deduce from Proposition 3.3,
Proposition 3.16 and Proposition 2.2 the following theorem.

Theorem 4.5 (Hoogeboom & ten Pas [39]). Let Σ be a finite set of primitive biorders. A text language L ⊆ TXTΣ (∆) is
recognizable iff L isMSO-definable.

We will now consider formal text series, i.e. functions S : TXTΣ (∆)→ K, and extend the latter result.
From Proposition 4.4 and the results of the previous sections we can immediately extend Theorem 4.5 to text series.

Recall that a text series S : TXTΣ (∆) → K is recognizable if there is a K-Σ-algebra A of finite rank, a Σ-homomorphism
ϕ : TXTΣ (∆)→ A and a linear form γ : A → K such that γ ◦ ϕ = S.

Theorem 4.6. LetK be a commutative ring or letK be a commutative and locally finite semiring. LetΣ be a finite set of primitive
biorders. Then S : TXTΣ (∆)→ K is recognizable iff S is sRMSO(K)-definable. Moreover, if K is additively locally finite, then S is
recognizable iff S is swRMSO(K)-definable. Furthermore, if K is locally finite, then S is recognizable iff S isMSO(K)-definable.

Proof. Since the lexicographic order of the nodes of a tree is MSO(Ei)-definable, by Proposition 4.4 the function sh is
MSO(txtsig∆)-definable even if we add the lexicographic order to MSO logic on trees. Hence, by Transfer Theorem 3.17(2)
we get that S = sh−1(txt−1(S)) is sRMSO(K, txtsig∆)-definable if txt−1(S) is sRMSO(K, (Ei,≤))-definable. Conversely, since
txt is MSO(Ei)-definable, we get, again by Theorem 3.17(2), that txt−1(S) is sRMSO(K, (Ei,≤))-definable if S is sRMSO(K)-
definable and thus S is sRMSO(K, txtsig∆)-definable iff txt−1(S) is sRMSO(K, (Ei,≤))-definable.
Now, we have

S is sRMSO(K, txtsig∆)-definable ⇐⇒ txt−1(S) is sRMSO(K, (Ei,≤))-definable
Theorem 3.12
⇐⇒ txt−1(S) is regular

Proposition 2.11
⇐⇒ txt−1(S) is recognizable

Corollary 2.18
⇐⇒ S is recognizable
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where in the last step we used the assumption on K. This proves the first assertion. The second and third assertions can be
shown analogously. �

By observing additional properties of sh, in the following,wewill extend the latter result also to the fragment sREMSO(K).

Proposition 4.7. The function sh : TXTΣ (∆)→ TΣ (∆) is an unambiguously FO-definable function. This holds even if we equip
trees with the lexicographic order.

Proof. Let τ ∈ TXTΣ (∆) with domain [n]. Clearly, the leaves of sh(τ ) are in bijection with [n]. (We choose the bijection
such that the lexicographic order of the leaves corresponds to the order ≤1 on [n].) Moreover, since any primitive biorder
has cardinality at least two, sh(τ ) has at most n−1 inner nodes. In [39] a 2-copying definition scheme (without parameters)
for sh was givenwhere the first copy of the text τ corresponds to the leaves of sh(τ ) and the second copy to the inner nodes.
More precisely, if we identify the nodes [n] of τ with the leaves of sh(τ ) and if we let v be an inner node of sh(τ ), then the
node of τ which corresponds to v is given by moving to the last child of v and then repeatedly moving to the first child until
a leaf iv ∈ [n] is reached.
Now, let Iv ⊆ [n] be the set of leaves of the subtree of sh(τ ) rooted at v. Crucial for the definition scheme of Hoogeboom

and ten Pas is the formula assoc(x, X) for which we have τ |= assoc[i, I] iff i = iv and I = Iv for some inner node v
of sh(τ ). There are other formulae involved in the definition scheme of Hoogeboom and ten Pas which contain nested
universal quantification over sets. However, on analyzing the formulae it turns out that any quantification only concerns
intervals of the first order. Hence, we can transform them into equivalent first-order formulae by identifying an interval
with its first and its last elements. So, for example, we transform assoc(x, X) into a formula assoc(x, x1, x2) such that we
have τ |= assoc[i, i1, i2] iff i = iv and {i ∈ [n] | i1 ≤1 i ≤1 i2} = Iv for some inner node v of sh(τ ). This way we transform
the definition scheme into one consisting of first-order formulae only.
If we now add the lexicographic order ≤ to MSO logic on trees, we also have to give interpreting formulae for it. The

formulae are as follows:

ϕ1,1
≤
(x, y) = x ≤1 y

ϕ1,2
≤
(x, y) = ∃y1, y2.assoc(y, y1, y2) ∧ x <1 y1

ϕ2,1
≤
(x, y) = ∃x1, x2.assoc(x, x1, x2) ∧ x1 ≤1 y

ϕ2,2
≤
(x, y) = ∃x1, x2, y1, y2. assoc(x, x1, x2) ∧ assoc(y, y1, y2) ∧ (x1 <1 y1 ∨ (x1 = y1 ∧ y2 ≤ x2)). �

Hence, similarly to Theorem 4.6, using Proposition 4.7 and Transfer Theorem 3.17(4), we obtain the following.

Theorem 4.8. LetK be a commutative ring or letK be a commutative and locally finite semiring. LetΣ be a finite set of primitive
biorders and let S : TXTΣ (∆)→ K. Then S is recognizable iff S is sREMSO(K)-definable.

Let us call a field computable if all operations (+,−, ·, −1) are computable. So, for example, the rationals Q form a
computable field.

Corollary 4.9. LetK be a computable field and letΣ be a finite set of primitive biorders. It is decidablewhether two given sentences
ϕ,ψ ∈ sRMSO(K, txtsig∆) satisfy JϕK = JψK.

Proof. The proofs of Proposition 4.4 and Transfer Theorem 3.17 are effective. Thus, given ϕ,ψ ∈ sRMSO(K, txtsig∆) we
can construct tree formulae ϕ′, ψ ′ ∈ sRMSO(K, (Ei,≤)) from which in turn we can effectively construct two weighted tree
automata A,A′ such that ‖A‖= txt−1(JϕK) and ‖A′‖= txt−1(JψK). Clearly, JϕK = JψK iff ‖A‖=‖A′‖. The latter can be
decided by Theorem 4.1 of [62]. �

Similarly, for locally finite semirings the proof of Theorem 3.12 is also effective; hence, given a formula ϕ ∈ MSO(K)we
can construct a weighted tree automatonA such that JϕK =‖A‖, and we obtain:

Corollary 4.10. LetK be a computable locally finite semiring and letΣ be a finite set of primitive biorders. It is decidable whether
two given sentences ϕ,ψ ∈ MSO(K, txtsig∆) satisfy JϕK = JψK.

Using the Boolean semiring B, we obtain from Theorem 4.8 the following corollary, which sharpens one implication of
the result of Hoogeboom and ten Pas (Theorem 4.5).

Corollary 4.11. LetΣ be a finite set of primitive biorders. A language L ⊆ TXTΣ (∆) isMSO-definable iff it is EMSO-definable.

Example 4.12. Let K = Z be the ring of integers. Let Clan(x1, x2) be a first-order formula saying that the interval [x1, x2]1
is a proper clan:

Clan(x1, x2) = x1 <1 x2 ∧ ∃z1, z2. ∀x′2. (x1 ≤1 x
′

2 ≤1 x2)→ (z1 ≤2 x′2 ≤2 z2).

Consider

ϕ = ∃x1, x2.Clan(x1, x2)+ ∧ ∀x, y. x1 ≤1 x, y ≤1 x2
+
−→ (x ≤1 y↔ y ≤2 x)+.

For a text τ , (JϕK, τ ) gives the number of proper clans generated only from the biorder •. By Theorem4.6, JϕK is recognizable.
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4.2. Automata over texts

Next, we discuss an automaton model inspired by the model of branching automata of Lodaya and Weil [46] and
the model of parenthesizing automata of Ésik and Németh [30]. We combine both models into a generalized automaton
model which again is generalized using weights. The automata will enable us to extend Theorems 4.6 and 4.8 to arbitrary
commutative semirings. Note that in [51] it was demonstrated that, when considered for texts, Thomas graph acceptors [65]
are weaker than the automata presented now.

For the rest of this section letΠ be a finite set of primitive biorders of cardinality at least four6 and letΣ = Π ∪ {◦, •}.

All the following definitions can be easily adapted to the cases whereΣ = Π ∪ {◦},Σ = Π ∪ {•} orΣ = Π such that all
the results hold true. However, we will only consider the caseΣ = Π ∪ {◦, •}, which is the most complicated one.

Definition 4.13. A weighted branching and parenthesizing automaton (WBPA) A is a tupleA = (H,V,Ω, λ, µ̄, γ ), where
µ̄ = (µop, µcl, µ, (µ

fo
π )π∈Π , (µ

jo
π )π∈Π ) such that

• H and V are finite, disjoint sets of horizontal and vertical states, respectively,
• Ω is a finite set of parentheses, 7
• µ : (H ×∆×H) ∪ (V ×∆× V)→ K is the transition function,
• µop, µcl : (H ×Ω × V) ∪ (V ×Ω ×H)→ K are the opening and closing parenthesizing functions, respectively,
• µfoπ , µ

jo
π : (H ∪ V)k+1 → K, where k = rk(π), are the fork and join transition functions and

• λ, γ : H ∪ V → K are the initial and final weight functions, respectively.

We now come to the notion of a run r of A. We will given an inductive definition where we also define its label
lab(r) ∈ TXTΣ (∆), its weight wgtA(r) ∈ K, its initial state init(r) ∈ H ∪ V and its final state fin(r) ∈ H ∪ V . Formally, the
set of runs ofA is the smallest set of words over the alphabet∆ ∪Ω ∪H ∪ V ∪ {(, [, ], )} ∪ {, } such that:

1. The word (q1, a, q2) is a run for all (q1, q2) ∈ (H ×H) ∪ (V × V) and a ∈ ∆. We set

lab((q1, a, q2)) = a ∈ TXTΣ (∆), wgtA((q1, a, q2)) = µ(q1, a, q2),
init((q1, a, q2)) = q1 and fin((q1, a, q2)) = q2.

2. If r1 and r2 are runs such that fin(r1) = init(r2) ∈ H (respectively, such that fin(r1) = init(r2) ∈ V), then r = r1r2 is a
run having

lab(r) = lab(r1) ◦ lab(r2), (resp. lab(r) = lab(r1) • lab(r2)),
wgtA(r) = wgtA(r1) ·wgtA(r2), init(r) = init(r1) and fin(r) = fin(r2).

3. If r is a run resulting from (2) having init(r) ∈ H (respectively, init(r) ∈ V) and if q1, q2 ∈ V (respectively, if q1, q2 ∈ H)
and s ∈ Ω , then r ′ = (q1, (s, init(r)) r (fin(r), )s, q2) is a run. We set

lab(r ′) = lab(r), init(r ′) = q1 and fin(r ′) = q2,
wgtA(r

′) = µop((q1, (s, init(r))) ·wgtA(r) · µcl((fin(r), )s, q2)).

4. If π ∈ Π with rk(π) = k and if r1, . . . , rk are runs, moreover, if q, p ∈ H (respectively, q, p ∈ V), then r =
(q, π, init(r1), . . . , init(rk))[r1, . . . , rk](fin(r1), . . . , fin(rk), π, p) is a run having

lab(r) = π(lab(r1), . . . , lab(rk)), init(r) = q and fin(r) = p,
wgtA(r) = µ

fo
π (q, init(r1), . . . , init(rk)) ·wgtA(r1) · . . . ·wgtA(rk) · µ

jo
π (fin(r1), . . . , fin(rk), p).

Now, let τ ∈ TXTΣ (∆). Since in (3) above we require that the run r we start with results from (2), we do not allow
repeated application of (3), and therefore there are only finitely many runs r ofA with label τ . Intuitively we do not allow
for doubled parentheses. If r is a run ofA with lab(r) = τ , init(r) = q1, fin(r) = q2, we write r : q1

τ
→ q2. Observe that q1

and q2 are either both inH or both in V . The behavior ofA is a text series ‖A‖: TXTΣ (∆)→ K. It is given by

(‖A‖, τ ) =
∑

q1,q2∈H∪V

λ(q1) ·
∑
r:q1

τ
→q2

wgtA(r) · γ (q2).

A text series S is regular if there is a WBPAA such that ‖A‖= S.

Remark 4.14. We note that a WBPA could also be defined in the same manner for any free algebra over a finite family of
operationsΠ and two associative operations. It is even straightforward to extend the definition tomore than two associative

6 Observe that there is no primitive biorder of cardinality three.
7 We let s ∈ Ω represent both the opening and the closing parentheses. To help the intuition we also write (s or )s for s.
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Fig. 1. The visualization of a sample run ofA on τ as given in Example 4.15.

operations. However, if we admit unary operations inΠ , then the proof of Proposition 4.17 below does not work. In order
to make it work, one has to introduce ‘‘dummy waiting states’’ (cf. [46, p.274]).
Let us further remark that WBPAs are related to the weighted branching automata of Kuske and Meinecke [44]. These are
automata processing elements of free algebras over two associative operations, one of which is commutative. This extra
commutativitymakes the objectsmore complicated to deal with. Moreover, Kuske andMeinecke used so-called bisemirings
rather than semirings as aweight structure. Bisemirings are essentially commutative semiringswith a secondmultiplication
which also distributes over addition. Bisemiring-weighted automata for the free algebra over a finite family of operations
Π and a single associative operation were considered by Heger [37].

Example 4.15. A run r of a WBPA can be visualized as a graph. The nodes correspond to the states that appear in the run.
The edges are given as follows. If r = (q1, a, q2), then we have an edge between q1 and q2 labeled with a/µ(a). If r is
of the form r1r2 for two runs r1, r2, then we identify the nodes corresponding to init(r1) and fin(r2). If r is of the form
(q1, (s, init(r ′)) r ′ (fin(r ′), )s, q2), then we introduce two new nodes for q1 and q2 and two new edges, one from q1 to init(r ′)
labeled (s and µ(q1, (s, init(r ′)), and one from fin(r ′) to q2 labeled with )s and µ(fin(r ′), )s, q2). Last, if r is of the form
(q, π, init(r1), . . . , init(rk))[r1, . . . , rk](fin(r1), . . . , fin(rk), π, p), then we introduce two new nodes for q and p and two
new edges for each ri (1 ≤ i ≤ k), one from q to init(ri) and one from fin(ri) to p.
Consider for example the following primitive biorder π of cardinality 4.

The text τ = (bbccbbccbaaabaac, (10, 8, 11, 9, 7, 1, 2, 3, 12, 14, 15, 13, 4, 6, 5, 16)) is given by

π(b ◦ (b ◦ c), c ◦ (b • b), c • π(c, b, a, a), a ◦ (b • (a ◦ a))) ◦ c.

Now, let the WBPAA = (H,V,Ω, λ, µ̄, γ ) be given as follows. We haveH = {h, h′}, V = {v} andΩ = {1, 2}. Moreover,
we let µop(h, (2, v) = µop(v, (1, h′) = 1, µop(h′, (1, v) = 3, µcl(v, )2, h) = 7 and µcl(v, )1, h′) = µcl(h′, )1, v) = 1.
Additionally, letµ(h, b, h) = 1,µ(h, c, h′) = 11,µ(h′, a, h) = µ(h, a, h′) = 13 andµ(v, δ, v) = 5 for all δ ∈ {a, b, c}. Last,
let µfoπ (h, h, h, v, h

′) = µfoπ (v, v, h, v, v) = µ
jo
π (v, h, v, v, v) = µ

jo
π (h
′, h′, v, h, h) = 17. We set any other value to 0. Now,

Fig. 1 shows a sample run ofA on τ .

Proposition 4.16. Let S : TXTΣ (∆)→ K. If S is regular then S is recognizable.

Proof. Let P = (H,V,Ω, λ, µ̄, γ ), where µ̄ = (µop, µcl, µ, (µfoπ )π∈Π , (µ
jo
π )π∈Π ) be a WBPA. We start by constructing a

tree automatonA = (Q , δ, κ) over TΣ (∆) such that ‖A‖= txt−1(‖P‖). For this, letQ = (H×H)∪(V×V). The idea is that
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the runs ofA on some tree t where the root is assigned state (q, p) correspond to the runs ofP on txt(t) from q to p. We now
define formally δa ∈ KQ for all a ∈ ∆, δ◦ : Q×Q → KQ and δ• : Q×Q → KQ as well as δπ : Q k → KQ for allπ ∈ Π , where
k = rk(π) and κ : Q → K. Let, for all h1, h2, h3 ∈ H and v1, v2, v3 ∈ V as well as for all (q, p), (q1, p1), . . . (qk, pk) ∈ Q ,

(δa)(q,p) = µ(q, a, p),
δ◦((h1, h3), (h3, h2))(h1,h2) = 1 = δ•((v1, v3), (v3, v2))(v1,v2),

δ◦((h1, h2), (h2, h3))(v1,v2) =
∑
s∈Ω

µop(v1, (s, h1) · µcl(h3, )s, v2),

δ•((v1, v2), (v2, v3))(h1,h2) =
∑
s∈Ω

µop(h1, (s, v1) · µcl(v3, )s, h2),

δπ ((q1, p1), (q2, p2), . . . , (qk, pk))(q,p) = µfoπ (q, q1, . . . , qk) · µ
jo
π (p, p1, . . . , pk),

κ((q, p)) = λ(q) · γ (p).

Any other value is set to 0. As described in Section 2.1 after the definition of weighted tree automata, we can extend these
functions (δf )f∈∆∪Σ to multilinear operations onKQ and hence turnKQ into aK-Σ-algebra. Moreover, again as described in
Section 2.1, we obtain aΣ-homomorphism δ : TΣ (∆)→ KQ and a linear form κ : KQ → K. Let t ∈ TΣ (∆). We show that

δ(t)(q1,q2) =
∑

r:q1
txt(t)
−→q2

wgtP (r) for all (q1, q2) ∈ Q . (2)

Therefore we proceed by induction on t . For a ∈ ∆we have

δ(a)(q1,q2) = µ(q1, a, q2) =
∑
r:q1

a
→q2

wgtP (r).

Let t = ◦(t1, t2), then

δ(t)(h1,h2) =
∑

(q1,q2),(q3,q4)∈Q

δ◦((q1, q2), (q3, q4))(h1,h2) · δ(t1)(q1,q2) · δ(t2)(q3,q4)

=

∑
h3∈H

δ◦((h1, h3), (h3, h2))(h1,h2) · δ(t1)(h1,h3) · δ(t2)(h3,h2)

=

∑
h3∈H

∑
r1:h1

txt(t1)
−→ h3

wgtP (r1) ·
∑

r2:h3
txt(t2)
−→ h2

wgtP (r2)

=

∑
r:h1

txt(t)
−→h2

wgtP r)

and

δ(t)(v1,v2) =
∑

(q1,q2),(q3,q4)∈Q

δ◦((q1, q2), (q3, q4))(v1,v2) · δ(t1)(q1,q2) · δ(t2)(q3,q4)

=

∑
h1,h2,h3∈H

δ◦((h1, h2), (h2, h3))(v1,v2) · δ(t1)(h1,h2) · δ(t2)(h2,h3)

=

∑
h1,h2,h3∈H

∑
s∈Ω

µop(v1, (s, h1) ·
∑

r1:h1
txt(t1)
−→ h2

wgtP (r1) ·
∑

r2:h2
txt(t2)
−→ h3

wgtP (r2) · µcl(h3, )s, v2)

=

∑
r:v1

txt(t)
−→v2

wgtP (r).

The case where t = •(t1, t2) can be shown analogously, since the definition of δ is symmetric. Now, let t = π(t1, . . . , tk)
for some π ∈ Π with rk(π) = k and some t1, . . . , tk ∈ TΣ (∆). Then

δ(t)(q,p) =
∑

(q1,p1),...,(qk,pk)∈Q

δπ ((q1, p1), . . . , (qk, pk))(q,p) · δ(t1)(q1,p1) · · · δ(tk)(qk,pk)

=

∑
(q1,p1),...,(qk,pk)∈Q

µfoπ (q, q1, . . . , qk) ·
∑

r1:q1
txt(t1)
−→ p1

wgtP (r1) · · ·
∑

rk:qk
txt(tk)
−→ pk

wgtP (rk) · µ
jo
π (p, p1, . . . , pk)

=

∑
r:q
txt(t)
−→p

wgtP (r).
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This concludes the proof of Eq. (2). Together with the definition of κ we hence get ‖A‖= txt−1(‖P‖). Clearly, from Eq. (2)
we also get δ(◦(◦(t1, t2), t3)) = δ(◦(t1, ◦(t2, t3))) and δ(•(•(t1, t2), t3)) = δ(•(t1, •(t2, t3))) for all t1, t2, t3 ∈ TΣ (∆). We
conclude that ker(txt) ⊆ ker(δ). There is thus aΣ-homomorphism ϕ : TXTΣ (∆)→ KQ such that ϕ ◦ txt = δ. We conclude
that ‖P‖= txt−1(‖P‖) ◦ sh = κ ◦ δ ◦ sh = κ ◦ ϕ ◦ txt ◦ sh = κ ◦ ϕ. Hence, (ϕ, κ) is a representation of ‖P‖. �

Proposition 4.17. Let S : TΣ (∆)→ K be a regular tree series. Then sh−1(S) is regular.

Proof. Let A = (Q , (δg)g∈Σ , κ) be a weighted tree automaton over TΣ (∆) and let δ : TΣ (∆) → KQ be defined as in
Section 2.1. Let f be a fresh symbol not in Q and let Q ′ = {f } ] Q . We setH = {qH | q ∈ Q ′} × Q ′, V = {qV | q ∈ Q ′} × Q ′
andΩ = Q ′. We construct a WBPA P = (H,V,Ω, λ, (µop, µcl, µ, (µ

fo
π )π∈Π , (µ

jo
π )π∈Π ), γ ) such that ‖P‖= sh

−1(‖A‖).
Given some τ ∈ TXTΣ (∆), the idea of our construction will be as follows. The WBPA will simulate the (top-down)

behavior ofA on sh(τ ). The traversal of sh(τ )will be such that at nodes labeled ◦ or • first the tree rooted at the right child
is processed and then the tree rooted at the left child is processed. For a node labeled with some π ∈ Π the WBPA will
use its ability to fork and process the trees rooted at the children in parallel. Let us consider a small example and look at
the text τ given by (a • b) ◦ π(a, b, c, d) ◦ e and sh(τ ) = ◦(•(a, b), ◦(π(a, b, c, d), e)), where π is some 4-ary operation
inΠ . Recall that we identify the nodes of sh(τ ) with words in (N+)∗ as described in Example 3.1(2). Let us assume that P
starts in state (qH , p). It will first use an opening parenthesizing transition to simulate a transition ofA at the root of sh(τ ).
Suppose that A assigns states q1 and q2 to nodes 1 and 2 of sh(τ ), respectively. Then P will change to state (qV1 , p) while
storing q2 in the parenthesis (i.e. opening the parenthesis (q2 ). The weight of this transition will equal the weight of the
transition ofA, i.e. δ◦(q1, q2)q. In the next step when processing the first a, the WBPA will simulate transitions ofA at both
nodes 1 and 11. Next, P will simulate a transition of A at node 12. We ask the reader to observe in the formal definition
below that the fresh state f is used to distinguish the last two cases. Next,P will close the parenthesis and recover q2. Now,
P will execute a forking transition and simulate transitions ofA at nodes 2 and 21. Assume thatA assigns states p1, . . . , p4
to nodes 211, 212, 213, 214, respectively, and state q3 to node 22. Then P will fork in states (pH1 , p), (p

H
2 , p), (p

H
3 , p) and

(pH4 , q3), storing state q3 in the second component of the fourth state. It will recover this state when joining again. Observe
that since forks and joins can be nested, we also have to memorize p and hence the latter trick only works as rk(π) ≥ 2
for all π ∈ Π . A similar trick was used in [46]. Now, after joining, P will finally simulate the behavior ofA at node 22 and
terminate.
We now give the definitions more formally. We define µ,µop, µcl, µfo, µjo, λ, γ . For all a ∈ ∆, π ∈ Π with rk(π) = k,

for all q, q̃, q1, q2, q3, . . . , qk ∈ Q and q′, q′′ ∈ Q ′, let

µ((qV, q′), a, (f V, q′)) = µ((qH , q′), a, (f H , q′)) = (δa)q,

µ((qH1 , q
′), a, (qH2 , q

′)) =
∑
s∈Q

δ◦(s, q2)q1 · (δa)s,

µ((qV1 , q
′), a, (qV2 , q

′)) =
∑
s∈Q

δ•(s, q2)q1 · (δa)s,

µop((qH1 , q
′), (q3 , (q

V
2 , q
′)) = δ◦(q2, q3)q1 ,

µop((qV1 , q
′), (q3 , (q

H
2 , q

′)) = δ•(q2, q3)q1 ,

µop((qH , q′), (f , (qV, q′)) = µop((qV, q′), (f , (qH , q′)) = 1,

µcl((f H , q′), )q, (qV, q′)) = µcl((f V, q′), )q, (qH , q′)) = 1,

µcl((f H , q′), )f , (f V, q′)) = µcl((f V, q′), )f , (f H , q′)) = 1,

µfoπ ((q
H , q′), (qH1 , q

′), . . . , (qHk−1, q
′), (qHk , q̃)) =

∑
s∈Q

δ◦(s, q̃)q · δπ (q1, . . . , qk)s

µfoπ ((q
V, q′), (qV1 , q

′), . . . , (qVk−1, q
′), (qVk , q̃)) =

∑
s∈Q

δ•(s, q̃)q · δπ (q1, . . . , qk)s

µfoπ ((q
H , q′), (qH1 , q

′), . . . , (qHk−1, q
′), (qHk , f )) = δπ (q1, . . . , qk)q

µfoπ ((q
V, q′), (qV1 , q

′), . . . , (qVk−1, q
′), (qVk , f )) = δπ (q1, . . . , qk)q

µjoπ ((f
H , q′), . . . , (f H , q′), (f H , q′′), (q′′H , q′)) = 1

µjoπ ((f
V, q′), . . . , (f V, q′), (f V, q′′), (q′′V, q′)) = 1

γ ((f H , f )) = 1,
λ((qH , f )) = κ(q).

In all other cases set the values to 0. Observe that there is no run r of P with init(r) = (f V, q′) or init(r) = (f H , q′)
and wgtP (r) 6= 0 for some q′ ∈ Q ′. Moreover, for all p, p′ ∈ {qH | q ∈ Q ′} ∪ {qV | q ∈ Q ′} and for all q, q′ ∈ Q ′, if
r : (p, q)

τ
→ (p′, q′) is a run of P on some text τ with wgtP (r) 6= 0, then q = q′. Indeed, if τ = a for some a ∈ ∆, then this

is trivial. If τ = τ ′ • τ ′′, then there are either runs r1 : (p, q)
τ ′

→ (p′, q′), r2 : (p′, q′)
τ ′′

→ (p′′, q′′) of weight 6= 0 and we can
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conclude that q = q′ = q′′ by induction hypothesis, or there are transitions µop((p, q), (s, (p1, q1)), µcl((p4, q4, )s, (p′, q′))

and runs r1 : (p1, q1)
τ ′

→ (p3, q3), r2 : (p3, q3)
τ ′′

→ (p4, q4) all ofweight 6= 0 andwe can conclude that q = q1 = . . . = q4 = q′
by induction hypothesis and definition of µop and µcl. Similar arguments can be used for the case τ = τ ′ ◦ τ ′′. Now, if τ =
π(τ1, . . . , τ2) for some π ∈ Π with rk(τ ) = k and some τ1, . . . , τk ∈ TXTΣ (∆), then there are runs ri : (pi, qi)

τi
→ (p′i, q

′

i)

for 1 ≤ i ≤ k and there are transitionsµfoπ ((p, q), (p1, q1), . . . , (pk, qk)) andµ
jo
π ((p

′

1, q
′

1), . . . , (p
′

k, q
′

k), (p
′, q′)) all of weight

6= 0. From induction hypothesis and from the definition of µfo and µjo we conclude that q = q1 = q′1 = q
′.

Now, let τ ∈ TXTΣ (∆), let q ∈ Q and let q′ ∈ Q ′. By induction on the structure of τ we show, for all τ ∈ TXTΣ (∆),∑
r:(qV ,q′)

τ
→(f V ,q′)

wgtP (r) =
∑

r:(qH ,q′)
τ
→(fH ,q′)

wgtP (r) = δ(sh(τ ))q. (3)

For a ∈ ∆, we have∑
r:(qH ,q′)

a
→(fH ,q′)

wgtP (r) = µ((q
H , q′), a, (f H , q′)) = δ(a)q

= µ((qV, q′), a, (f V, q′)) =
∑

r:(qV ,q′)
a
→(f V ,q′)

wgtP (r).

Now, let τ = π(τ1, . . . , τk) for some π ∈ Π with rk(π) = k and some τ1, . . . , τk ∈ TXTΣ (∆). Then∑
r:(qV ,q′)

τ
→(f V ,q′)

wgtP (r) =
∑

q1,...,qk∈Q

µfoπ ((q
V, q′), (qV1 , q

′), . . . , (qVk−1, q
′), (qVk , f ))

·

( ∑
r1:(qV1 ,q

′)
τ1
→(f V ,q′)

· · ·

∑
rk−1:(qVk−1,q

′)
τk−1
→ (f V ,q′)

∑
rk:(qVk ,f )

τk
→(f V ,f )

wgtP (r1) · . . . ·wgtP (rk)
)

·µjoπ ((f
V, q′), . . . , (f V, q′), (f V, f ), (f V, q′))

=

∑
q1,...,qk∈Q

δπ (q1, . . . , qk)q · δ(sh(τ1))q1 · · · δ(sh(τk))qk

= δ(sh(τ ))q.

The calculations showing
∑
r:(qH ,q′)

τ
→(fH ,q′)wgtP (r) = δ(sh(τ ))q are exactly the same; simply replace V byH .

Now, let τ = τ ′ • τ ′′ for some τ ′, τ ′′ ∈ TXTΣ (∆). We may assume that τ ′ is not a •-product. First, we show that∑
r:(qV ,q′)

τ
→(f V ,q′)wgtP (r) = δ(sh(τ ))q. For this we consider three subcases. First, let τ

′
= a for some a ∈ ∆. We have∑

r:(qV ,q′)
τ
→(f V ,q′)

wgtP (r) =
∑
q1∈Q ′

∑
r1:(qV ,q′)

a
→(qV1 ,q

′)

wgtP (r1) ·
∑

r2:(qV1 ,q
′)
τ ′′
→(f V ,q′)

wgtP (r2)

=

∑
q1∈Q

∑
s∈Q

δ•(s, q1)q · (δa)s · δ(sh(τ ′′))q1 = δ(sh(τ ))q.

Second, let τ ′ = τ̇ ◦ τ̈ for some τ̇ , τ̈ ∈ TXTΣ (∆) . Then∑
r:(qV ,q′)

τ
→(f V ,q′)

wgtP (r) =
∑
q1∈Q ′

∑
r1:(qV ,q′)

τ ′
→(qV1 ,q

′)

wgtP (r1) ·
∑

r2:(qV1 ,q
′)
τ ′′
→(f V ,q′)

wgtP (r2)

=

∑
q1∈Q

∑
r1:(qV ,q′)

τ ′
→(qV1 ,q

′)

wgtP (r1) · δ(sh(τ
′′))q1

=

∑
q1∈Q

q2,q3,q4∈Q ′

µop((qV, q′), (q4 , (q
H
2 , q

′)) ·
∑

r1:(qH2 ,q
′)
τ ′
→(qH3 ,q

′)

wgtP (r1) · µcl((q
H
3 , q

′), )q4 , (q
V
1 , q
′)) · δ(sh(τ ′′))q1

=

∑
q1,q2∈Q

µop((qV, q′), (q1 , (q
H
2 , q

′)) ·
∑

r1:(qH2 ,q
′)
τ ′
→(fH ,q′)

wgtP (r1) · µcl((f
H , q′), )q1 , (q

V
1 , q
′)) · δ(sh(τ ′′))q1

=

∑
q1,q2∈Q

δ•(q2, q1)q · δ(sh(τ ′))q2 · δ(sh(τ
′′))q1

= δ(sh(τ ))q.
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And third, let τ ′ = π(τ1, . . . , τk) for some π ∈ Π with rk(π) = k and some τ1, . . . , τk ∈ TXTΣ (∆). Then, we have∑
r:(qV ,q′)

τ
→(f V ,q′)

wgtP (r) =
∑
q̃∈Q ′

∑
r1:(qV ,q′)

τ ′
→(q̃V ,q′)

wgtP (r1) ·
∑

r2:(q̃V ,q′)
τ ′′
→(f V ,q′)

wgtP (r2)

=

∑
q̃∈Q

∑
r1:(qV ,q′)

τ ′
→(q̃V ,q′)

wgtP (r1) · δ(sh(τ
′′))q̃

=

∑
q̃∈Q

∑
q1,...,qk∈Q

µfoπ ((q
V, q′), (qV1 , q

′), . . . , (qVk−1, q
′), (qVk , q̃))

·

( ∑
r1:(qV1 ,q

′)
τ1
→(f V ,q′)

· · ·

∑
rk−1:(qVk−1,q

′)
τk−1
→ (f V ,q′)

∑
rk:(qVk ,q̃)

τk
→(f V ,q̃)

wgtP (r1) · . . . ·wgtP (rk)
)

·µjoπ ((f
V, q′), . . . , (f V, q′), (f V, q̃), (q̃V, q′)) · δ(sh(τ ′′))q̃

=

∑
q̃∈Q

∑
q1,...,qk∈Q

∑
s∈Q

δ•(s, q̃)q · δπ (q1, . . . , qk)s · δ(sh(τ1))q1 · · · · · δ(sh(τj))qk · δ(sh(τ
′′))q̃

= δ(sh(τ ))q.

We thus have
∑
r:(qV ,q′)

τ
→(f V ,q′)wgtP (r) = δ(sh(τ ))q if τ = τ

′
•τ ′′ for some τ ′, τ ′′ ∈ TXTΣ (∆). In this case, we can calculate∑

r:(qH ,q′)
τ
→(fH ,q′)

wgtP (r) = µop((q
H , q′), (f , (qV, q′)) ·

∑
r:(qV ,q′)

τ
→(f V ,q′)

wgtP (r) · µcl((f
V, q′), )f , (f H , q′)) = δ(sh(τ ))q.

Thus, we showed Eq. (3) in the case where τ = π(τ1, . . . , τk) and in the case where τ = τ ′ • τ ′′ for some τ ′, τ ′′ ∈ TXTΣ (∆).
The case where τ = τ ′ ◦τ ′′ can be shown analogously; one just has to swapH andV , h and v, and ◦ and • in the calculations
above. We conclude that, for all τ ∈ TXTΣ (∆),

(‖P‖, τ ) =
∑
q∈Q

λ((qH , f )) ·
∑

r:(qH ,f )
τ
→(fH ,f )

wgtP (r) · γ ((f
H , f ))

=

∑
q∈Q

δ(sh(τ ))q · κ(q) = (‖A‖, sh(τ )). �

With the help of the last two propositions we are now ready to extend Theorems 4.6 and 4.8 to arbitrary commutative
semirings and conclude the main theorem of this section.
Theorem 4.18. Let K be any commutative semiring, let Σ be a finite set of primitive biorders and let S : TXTΣ (∆)→ K. Then
the following are equivalent.
1. S is recognizable.
2. S is regular.
3. S is sRMSO(K)-definable.
4. S is sREMSO(K)-definable.
Proof. (1)⇒ (4). Let S be recognizable. By Lemma 2.12(2), txt−1(S) is recognizable. As in the proof of Theorem 4.6, we
conclude that S is sRMSO(K)-definable and with Proposition 4.7 that S is sREMSO(K)-definable.
(4)⇒ (3). Trivial.
(3)⇒ (2). Let S be sRMSO(K)-definable. As in the proof of Theorem4.6, we conclude that txt−1(S) is regular.We conclude

from Proposition 4.17 that sh−1(txt−1(S)) = S is regular.
(2)⇒ (1). This is Proposition 4.16. �

We note that the equivalence of (1) and (2) is a generalization of a result of Ésik and Németh [30, Theorem 3.8] and of a
result of Lodaya and Weil [46, Theorem 3.1]. Similarly to the last theorem, we get:
Theorem 4.19. Let K be additively locally finite and let S : TXTΣ (∆)→ K. Then S is regular iff S is swRMSO(K)-definable.
Note that again all proofs are constructive. Hence, given an sRMSO(K) (respectively, swRMSO(K)) sentence ϕ and an

effectively given semiring K we can compute a WBPA A such that ‖A‖= JϕK. Also the converse is constructive, and given
a WBPAA we can construct an sREMSO(K) sentence ϕ such that ‖A‖= JϕK. From a result of Maletti [48] we therefore get
the following corollary:
Corollary 4.20. Let K be a computable zero-sum free semiring and let S : TXTΣ (∆) → K be regular. It is decidable whether
(S, τ ) = 0 for all τ ∈ TXTΣ (∆).
Proof. Let P be a WBPA such that ‖P ‖= S. The proof of Proposition 4.16 is effective and gives a tree automaton A such
that ‖A‖= txt−1(S). Clearly, (S, τ ) = 0 for all τ ∈ TXTΣ (∆) iff (‖A‖, t) = 0 for all t ∈ TΣ (∆). The latter can be decided by
[48, Corollary 3]. �
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4.3. A note on alternating texts and SP-biposets

Now, letΣ = {◦, •} be the set of the two biorders of cardinality two. Then TXTΣ (∆), which is called the set of alternating
texts [22, p. 261], is the free bisemigroup over ∆, where a bisemigroup is a set together with two associative operations.
Several authors have investigated the free bisemigroup as a fundamental, two-dimensional extension of classical automaton
theory; see, for example, Ésik and Németh [30] and Hashiguchi et al. [34–36]. Ésik and Németh considered the so-called sp-
biposets as a representation for the free bisemigroup.
A ∆-labeled biposet is a finite non-empty set V of vertices equipped with two partial orders ≤h and ≤v and a labeling

function λ : V → ∆. Suppose two biposets p1 = (V1, λ1,≤1h,≤
1
v), p2 = (V2, λ2,≤

2
h,≤

2
v), where we assume that V1 and V2

are disjoint. We define p1 ◦ p2 = (V1 ] V2, λ1 ∪ λ2,≤◦h,≤
◦
v) as follows:

≤
◦

h=≤
1
h ∪ ≤

2
h ∪(V1 × V2) and ≤

◦

v=≤
1
v ∪ ≤

2
v .

The operation • is defined analogously: p1 • p2 = (V1 ] V2, λ1 ∪ λ2,≤•h,≤
•
v) is then given by

≤
•

h=≤
1
h ∪ ≤

2
h and ≤

•

v=≤
1
v ∪ ≤

2
v ∪(V1 × V2).

Clearly, both products are associative. Of course we consider biposets only up to isomorphism. The set of biposets generated
from the singletons using ◦ and • is denoted SPB(∆). Its elements are called sp-biposets.

Proposition 4.21 (Ésik [28]). SPB(∆) is the free bisemigroup over∆.

Hence, SPB(∆) and TXT{◦,•}(∆) are isomorphic, and since the notion of recognizability depends on the algebraic structure
of SPB(∆) it is clear that a set L ⊆ SPB(∆) is ({◦, •}))-recognizable iff it is recognizable considered as a set of alternating texts.
Likewise, the notion of regularity for texts which we introduced only depends on the algebraic Σ-structure of TXTΣ (∆)
and, hence, it makes sense to define that S : SPB(∆) → K is regular if it is regular as a set of alternating texts. This
is exactly how Ésik and Németh defined regular subsets of SPB(∆). In fact, WBPAs were inspired by Ésik and Németh’s
parenthesizing automata and generalize them. An isomorphism between SPB(∆) and TXT{◦,•}(∆) is given bymapping an sp-
biposet p = (V , λ ≤h,≤v) to the alternating text (V , λ,≤h ∪ ≤v,≤h ∪ ≤−1v ), where≤

−1
v is the inverse relation of≤v [30].

From this it is clear that ≤h ∪ ≤v is a linear order on V . We define MSO(K), over the relation symbols (Laba)a∈∆,≤h,≤v ,
which are interpreted as one expects. For sRMSO(K) and sREMSO(K)we add the binary symbol≤, which is interpreted by
the linear order≤h ∪ ≤v . Clearly, both the isomorphismgiven above and its inverse are FO-definable. In fact, the interpreting
formulaemay be chosen propositional. Hence, we get immediately from Transfer Theorem 3.17 together with Theorem 4.18
and Theorem 4.6 the following extension of Theorem 5.2 in [30].

Theorem 4.22. Let K be any commutative semiring and let S : SPB(∆)→ K. Then S is regular (recognizable) iff S is sRMSO(K)-
definable iff it is sREMSO(K)-definable. If K is additively locally finite, then S is regular (recognizable) iff S is swRMSO(K)-
definable. Moreover, if K is locally finite, then S is regular (recognizable) iff S isMSO(K)-definable.

Corollary 4.23. Let K be a computable field. It is decidable whether two given sentences ϕ,ψ ∈ sRMSO(K) over sp-biposets
satisfy JϕK = JψK.

Corollary 4.24. Let K be a computable locally finite commutative semiring. It is decidable whether two given sentences ϕ,ψ ∈
MSO(K) over sp-biposets satisfy JϕK = JψK.

Corollary 4.25. A language L ⊆ SPB(∆) isMSO-definable iff it is definable in EMSO.

5. Conclusion and open problems

We introduced an algebraic concept of weighted recognizability and the notion of the syntactic algebra of a series from
a general algebra into a semiring. These notions extend the corresponding concepts of Reutenauer [58] and Bozapalidis
et al. [8,7,6] for words and trees, respectively. We then considered weighted logics of Droste and Gastin [13] over arbitrary
relational structures and showed a transfer theoremmaking use of Courcelle’s MSO-definable transductions [10]. In the last
section we applied this transfer theorem to text series. Utilizing the transductions of Hoogeboom and ten Pas [39] and the
results of the first section we could immediately deduce a characterization of recognizable text series in terms of weighted
logics; however, only under the assumption that the underlying semiring is a ring or locally finite. After that we introduced a
newweighted automatonmodel operating on texts. The model was inspired by Lodaya andWeil’s branching automata [46]
and Ésik and Németh’s parenthesizing automata [30]. We succeeded in showing that these automata precisely describe the
recognizable series and the ones definable in a certain fragment of weighted logics. This way we were able to drop the
restrictions on the semiring mentioned above and showed a characterization valid for any commutative semiring.
Let us conclude by pointing to some open problems and future work:

1. In Section 2 we showed that if the semiring we consider is locally finite or a ring, then a series over a general algebra
is recognizable iff its syntactic algebra is of finite rank. Furthermore, we gave counterexamples showing that this
characterization does not hold for the natural numbers and the arctic semiring.
Can one characterize the semirings which offer the above-mentioned characterization?
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2. Similarly to [14], we defined ϕ+ for ϕ ∈ MSO in case the class of relational structures under consideration is equipped
with a linear order. Due to the definition of (∃x.ψ)+, the length of ϕ+ in terms of ϕ might be exponential. Hence, the
translation preserving sRMSO(K), which we used in the proof of our transfer theorem, also gives an exponential blow-up
in the length of the formulae. In contrast, note that for the automaton constructions we gave we only had a polynomial
blow-up in the number of states.
Is it possible to syntactically adapt the definition of sRMSO(K) and to prove a transfer theorem for this new sRMSO(K),
avoiding an exponential blow-up of the size of the formulae?

3. To obtain our logical characterization of regular series we used an interpretation (in trees) and made use of a general
transfer theorem. This admits the advantage that decidability results can be deduced straightforwardly from the
corresponding results for trees. However, we paid the price that we had to restrict ourselves to commutative semirings.
For words and trees, weighted logic over non-commutative semiringswas investigated in [14,18] and regular series were
characterized.
Can one give a logical characterization of regular text series in case the semiring is non-commutative?
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