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Abstract

We determine Riemannian distances between a large class of multivariate probability

densities with the same mean, where the Riemannian metric is induced by a weighted Fisher

information matrix. We reduce the evaluation of distances to quadrature and in some cases

give closed form expressions.
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1. Introduction

The problem of measuring the distance between probability densities is pervasive
in applied sciences. Among other applications it comes up in applied statistics,
speech recognition and image analysis. There are a number of approaches to this
problem, but the one which is our focus of study here is the method introduced by
Rao [12]. Generally speaking, the Rao method puts a Riemannian structure on the
parameter space which determines the family of probability densities under
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consideration and then the distance between two probability densities is measured by
the distance between their corresponding parametric realizations. Needless to say
these distances are difficult to identify. There are a few cases for which they have
been obtained. For example, the Riemannian distance induced by the Fisher
information matrix between two multivariate normal densities with the same mean
was identified in [2] as well as the distance between any two univariate normals.
Other cases for which distances have been computed are multivariate normals with a
non-Rao Riemannian metric [8], and elliptical densities with the same mean and the
Rao Riemannian metric [3]. Other sources of interest in this connection are
[1,6,11,13].

Recently one of us extended some results in [2] to a certain family of
weighted Fisher information matrices as proposed in [4]. Our purpose here
is to give improvements of this result in two directions. First, we consider a
wide class of elliptical densities which include as a special case normal densities
and secondly measure their Riemannian distances by a weighted Fisher in-
formation matrix which includes all the cases considered in [9]. In this
generality, we shall demonstrate here that the computation of the Riemannian
distance reduces to quadrature, that is, the computation of univariate integrals, and
in many cases of interest can be obtained explicitly. In this regard, we exploit the
invariance of the elliptical densities as reflected in the Riemannian structure on the
parameter space.

Let us begin by establishing necessary terminology and notation. For any integer
mX1; let M be a CN manifold of dimension m: We choose a yAM; a real number
aAR and a CN function o : R-M satisfying the equation oðaÞ ¼ y: The velocity
v ¼ ’oðaÞ of the curve at time a is said to be tangent to M at y and the set of all such
velocities is a real vector space of dimension m called the tangent space TMy of M at
y: Evidently, TMy is independent of the choice of aAR: A Riemannian metric on M is
a CN assignment of an inner product on TMy for each yAM;

yAM/o�; �jy4

and with this metric is associated a Riemannian norm jj � jyjj defined for vATMy by

the equation jjv jyjj2 :¼ /v; vjyS: For any nonempty finite interval I :¼ ða; bÞ of the
real numbers R; the Riemannian length of o restricted to I is defined as the integral

lðo; IÞ :¼
Z

I

jj ’oðtÞjoðtÞjjdt

and the Riemannian distance between y0; y1AM is then defined to be

dðy0; y1Þ ¼ infflðo; IÞ: oACNðy0; y1; I ;MÞg; ð1Þ

where CNðy0; y1; I ;MÞ is the space of all CN curves o : I-M satisfying the
equations oðaÞ ¼ y0 and oðbÞ ¼ y1: Notice that the distance dðy0; y1Þ is independent
of the choice of I which we often take to be ½0; 1
 and the distance d is said to be
induced by the Riemannian metric on M: In this case, we simply write CNðy0; y1;MÞ
for CNðy0; y1; ½0; 1
;MÞ and lðoÞ for lðo; ½0; 1
Þ: The manifold M is said to be
complete with respect to the Riemannian metric whenever, for every y0; y1AM and
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every finite interval I there exists a curve gACNðy0; y1; I ;MÞ such that dðy0; y1Þ ¼
lðg; IÞ: In such a case there is no loss of generality in supposing g parameterised

proportionally to arc-length, namely jj’gjj constant, since lengths are unaffected by
reparameterisations. Then g minimises the energy

EðgÞ :¼
Z

I

jj ’oðtÞjoðtÞjj2dt

among all curves in CNðy0; y1; I ;MÞ; as well as minimising length.

Definition 1. A curve gACNðy0; y1;MÞ parameterised proportionally to arc-length is
called a geodesic whenever for any cAI there exists a subinterval J ¼ ðc�; cþÞ of I

containing c such that

dðgðc�Þ; gðcþÞÞ ¼ lðg; JÞ:

So a geodesic minimises the distance between sufficiently nearby points. In
particular, given y0; y1AM; any gACNðy0; y1;MÞ parameterised proportionally to
arc-length and satisfying dðy0; y1Þ ¼ lðgÞ is a geodesic. On the other hand, not all
geodesics minimise length, and unless M is complete there might be no length-
minimising curve joining given points in M:

The example described in the next section is central to our investigation. To
prepare for it, we let fe1; e2;y; eng be the standard basis of Rn; GLðnÞ be the group
of invertible n 
 n real matrices, SLðnÞ the subgroup of matrices of determinant 1,
OðnÞ denote the subgroup of orthogonal matrices and I the identity n 
 n matrix. We
use Rn

þ for the positive orthant (all vectors with positive coordinates) in Rn and

CNðM;NÞ for all CN functions from the manifold M to a manifold N and when
M ¼ N we simply write CNðMÞ for CNðM;MÞ:

2. Riemannian metrics

Let Pn be the space of n 
 n real symmetric positive definite matrices. The tangent
space for any point ðm;LÞ on the manifold M :¼ Rn 
 Pn is Rn"Sn where Sn is the
vector space of all n 
 n real symmetric matrices. We consider a family of
Riemannian norms induced by three functions a; b; c in CNðRþ;RÞ: Specifically, at
any point ðm;LÞ in M and any point ðg;GÞ in the tangent space we define

jjðg;GÞjðm;LÞjj2 to be

aðdet LÞgTLgþ bðdet LÞðTrðL�1GÞÞ2 þ cðdet LÞTrððL�1GÞ2Þ: ð2Þ

The choice of this norm comes from Statistics and will be explained in detail in the
next section. For later use, we shall first discuss here some properties of this
quadratic form.

A necessary and sufficient condition to ensure that this is indeed a norm on the
tangent space for all points ðm;LÞ of M is that for all tARþ; there holds
the inequalities aðtÞ40; cðtÞ40 and nbðtÞ þ cðtÞ40: The necessity of this
condition follows from simple choices of ðm;LÞ and ðg;GÞ: The sufficiency of this
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assertion requires

Tr C2 � n�1ðTr CÞ2
X0; ð3Þ

valid for any square matrix C; with strict equality if and only if C is a multiple of I :
This follows from Cauchy–Schwarz.

We have two comments to make about the Riemannian norm (2). First,
the distance of any two points in M with the same second coordinate,
that is, dððm0;L0Þ; ðm1;L0ÞÞ is the Euclidean distance between the vectors

aððdet L0Þ
1
2ÞL

1
2

0m0 and aððdet L0Þ
1
2ÞL

1
2

0m1: The second comment concerns the

computation of the distance between two points in M with the same first

coordinate, that is, dððm0;L0Þ; ðm0;L1ÞÞ: Since the first components are the same,
we see that this distance is the same as the Riemannian distance between L0; L1

relative to the norm

jjGjOjj2 ¼ bðdet LÞðTrðL�1GÞÞ2 þ cðdet LÞTrððL�1GÞ2Þ ð4Þ

on the tangent space Sn of L as an element of the manifold Pn: By our previous
comment for the metric (2), we see that (4) is a norm for all LAPn and GASn if and

only if for all tARþ there holds the inequalities cðtÞ40 and bðtÞ4� n�1cðtÞ: When
the pair of functions ðb; cÞ satisfy these conditions we say they are acceptable. Unless
otherwise stated ðb; cÞ will always be assumed to be acceptable.

There are important observations to be made about the computation of the
Riemannian distances dðL0;L1Þ induced by norm (4). These observations take
the form of reductions which terminate at a calculation of Riemannian length in the

plane R2: Let us explain in detail what we have in mind. Every OASLðnÞ determines

an automorphism on Pn given by L- *L :¼ OTLO for LAPn which takes the metric
(4) into itself.

Now, let us explain how to choose O: We consider the matrix G :¼ L
�1

2

1 L0L
�1

2

1 APn

and choose UAOðnÞ such that D1 :¼ UTGU is a diagonal matrix. In this case, the

diagonal elements of D1 are the eigenvalues l1;y; ln of the matrix L�1
0 L1: With this

choice of U we set O :¼ ðdet L0Þ1=2L
�1

2

0 U so that *L0 ¼ ðdet L0ÞI and *L1 ¼ ðdet L0ÞD1

and we conclude that dðL0;L1Þ ¼ d̃ð *L0; *L1Þ; that is, it suffices to compute the
distance between a scalar multiple of the identity matrix and a diagonal matrix.

Next, we restrict the Riemannian metric (4) to the manifold Dn of all diagonal

matrices in Pn and let %d be the corresponding distance in the submanifold Dn: Since

the distance %d is calculated as the infimum of lengths of curves in Dn we have for all

D0;D1ADn that dðD0;D1Þp %dðD0;D1Þ: We shall show that indeed

dðD0;D1Þ ¼ %dðD0;D1Þ: ð5Þ

Since Pn is not necessarily complete we do not prove this result by using geodesics.
Instead, for e40 and oACNðD0;D1;PnÞ we choose

#oACNðD0;D1;PnÞ; so that

lð #oÞolðoÞ þ e
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and the eigenvalues of #oðtÞAPn are distinct for all tA %T where %T :¼ ½0; 1
\T for some
finite subset T of ð0; 1Þ: From the definition of distance it is enough to find

%oACNðD0;D1;Dn; %TÞ with lð %oÞplð #oÞ: To this end, using continuity of the spectrum
of oðtÞ as a set-valued function of t we write #oðtÞ in the form

#oðtÞ ¼ UðtÞT
%oðtÞUðtÞ;

where UACNð %T;OðnÞÞ and %oACNðD0;D1;Dn; %TÞ is CN; see [7]. For teintðTÞ;
UTðtÞ ’UðtÞ is skew-symmetric and it follows that

Trð #o�1ðtÞ ’#oðtÞÞ ¼ Trð %o�1ðtÞ ’%oðtÞÞ:

Therefore, after some calculation we conclude that

Trðð #o�1ðtÞ ’#oðtÞÞ2Þ ¼ Trðð %o�1ðtÞ ’%oðtÞÞ2Þ þ 4TrððABÞ2Þ;

where A :¼ #o�1ðtÞ and B is the symmetric part of ’UT %oðtÞU : We recall Eq. (3) to

obtain TrððABÞ2ÞX0 and conclude that lð %oÞplð #oÞ: This completes the proof of
Eq. (5). The argument demonstrates that geodesics in Dn are also geodesics in Pn:

Identify Rn with Dn by x ¼ ðx1; x2;y; xnÞT/diagðex1 ; ex2 ;y; exnÞ; where diag
means diagonal matrix. Let e be the vector ð1; 1;y; 1ÞARn: Then ðlogdet L0Þe
corresponds to D0; and we suppose x1ARn corresponds to D1: Define functions %b; %c

by bðetÞ ¼ %bðtÞ; cðetÞ ¼ %cðtÞ for tAR: For a path xðtÞ in Rn the Riemannian norm of
’xðtÞ; induced by the norm on Dn; is

%bðx1 þ x2 þ?þ xnÞð ’x1 þ ’x2 þ?þ ’xnÞ2 þ %cðx1 þ x2 þ?þ xnÞ


 ð ’x2
1 þ ’x2

2 þ?þ ’x2
nÞ:

Let HAOðnÞ rotate e to
ffiffiffi
n

p
e1; and suppose also that H rotates x1 into the plane

spanned by e1; e2: Let y ¼
ffiffiffi
n

p
Hx and similarly y1 ¼

ffiffiffi
n

p
Hx1: Then the Riemannian

norm is

ð %bðy1Þ þ n�1
%cðy1ÞÞ ’y2

1 þ n�1
%cðy1Þð ’y2

2 þ?þ ’y2
nÞ: ð6Þ

This proves most of a theorem, whose statement requires the following definition.

Definition 2. Let wACNðR;RþÞ be continuous. The associated w-Riemannian metric

o;4w on R2 is defined by jj’zjzjj2 ¼ wðz1Þð’z2
1 þ ’z2

2Þ: &

Theorem 1. Given functions b; cACNðRþ;RÞ satisfying nbðtÞ þ cðtÞ40; for all tARþ;

there is wACNðR;RþÞ such that, for every L0;L1APn there are z0; z1AR2 with

dðL0;L1Þ ¼ dwðz0; z1Þ:

Moreover, z0 ¼ ðlog det L0Þð1; 1Þ and z1 ¼ nðm; sÞ where

m ¼ 1

n

Xn

i¼1

ri; s2 ¼ 1

n

Xn

i¼1

ðri � mÞ2;

ri ¼ logli for i ¼ 1; 2;y; n and the li are the eigenvalues of L�1
0 L1:
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Proof. Define q : Rn-Rn by qðvÞ ¼ ðq1ðvÞ; q2ðvÞ;y; qnðvÞÞ; where qiðvÞ ¼ vi for
2pipn; and

q1ðvÞ ¼
Z v1

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ n %bðuÞ

%cðuÞ

s
du;

where the integral exists by hypothesis, and v ¼ ðv1; v2;y; vnÞARn: Let z1 ¼ qðy1Þ;
where y1 is defined in the discussion preceding Definition 2. For a curve zðtÞ
corresponding to xðtÞ; expression (6) reduces to

wðz1Þð’z2
1 þ ’z2

2 þ?þ ’z2
nÞ;

where wðq1ðvÞÞ ¼ n�1 %cðv1Þ: Because y1AR2 
 f0g; it follows that z1AR2 
 f0g: So the

Riemannian distance dð0; y1Þ in Rn; corresponding to the norm in (6), is achieved as

an infimum of paths entirely contained in R2 
 f0g: &

The computation of dw is complex and the subject of Section 5. We raise, in

passing, the following question. Given FACðR3;RþÞ; when is Fðdet L0;m; sÞ a
distance on Pn? Next we turn to the statistical motivation for the Riemannian metric
studied in Section 2.

3. Rao metrics

For us here a probability density on Rn is a measurable function p : Rn-Rþ
such that

R
Rn pðxÞ dx ¼ 1: Let M be a CN manifold of dimension m;

and Pðy; �Þ; yAM be a family of probability densities parameterised by M;
that is, P : M 
 Rn-R with Pðy; �ÞACNðRnÞ; yAM: The associated log-likelihood

L : M 
 Rn-R is given by L :¼ log P: For functions c00ACNðRþ;RÞ and
oACNðR;MÞ; we write oð0Þ ¼ y0; ’oð0Þ ¼ vATMy0

and define the (weighted) Fisher

information of v asZ
Rn

dLðoðtÞ; xÞ
dt

jt¼0

� �2

c00ð�Lðy0; xÞÞ dx; ð7Þ

whenever the integral exists. For some families P and function c the Fisher
information defines a norm on the vector space TMy0

for every choice of y0AM: To

elaborate on this point, we let U be an open neighbourhood of y0 in M; and
j : U-Rm a chart diffeomorphism satisfying jðy0Þ ¼ 0: In chart coordinates
yAM; v and L are represented respectively by

%y :¼ jðyÞ; %v :¼ dðjðoðtÞÞÞ
dt

jt¼0;

and %Lð%y; xÞ :¼ Lðy; xÞ for all yAM and xARn: We conclude that the Fisher

information of the v is the quadratic form %vT gðy0Þ%v where gðy0Þ is the matrix whose
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entries are given by

gijðy0Þ :¼
Z

Rn

@ %Lð%y0; xÞ
@ %yi

@ %Lð%y0; xÞ
@ %yj

c00ð� %Lð%y0; xÞÞ dx; i; j ¼ 1;y;m:

When gðy0ÞAPn for all y0APn and c is strictly convex the Fisher information is a
norm. When this is the case we set

jjvjyjj2 :¼ %v
T gðyÞ%v; vARm; yAM: ð8Þ

Note that when the functions @ %Lð%y0;�Þ
@ %yi

; i ¼ 1;y;m are linearly independent on Rn for

all yAM then gðy0ÞAPn: Alternatively, integrating by parts we may express the
elements of the matrix gðy0Þ in the form

gijðy0Þ ¼
@2

@ %yi@ %yj

Z
Rn

cð� %Lð%y; xÞÞ dx þ
Z

Rn

c0ð� %Lð%y; xÞÞ@
2 %Lð%y; xÞ
@ %yi@ %yj

dx ð9Þ

whenever the boundary terms are zero, and the right-hand side is evaluated at %y ¼ 0:
When cðtÞ ¼ e�t; tAR; the weighted Fisher information is the usual Fisher
information given by

gijðy0Þ ¼ �
Z

Rn

Pð%y; xÞ@
2 %Lð%y; xÞ
@ %yi@ %yj

dx: ð10Þ

Let SAðnÞ be the subgroup of invertible affine transformations of Rn whose linear
parts have determinant 71; acting on the left of Rn in the standard way, and acting
on the right of M:

Definition 3. We say L is ample when for all hASAðnÞ; yAM and xARn we have that

Lðyh; xÞ ¼ Lðy; hxÞ:

If L is ample then every hASAðnÞ defines a diffeomorphism RðhÞ : M-M by the
equation RðhÞðyÞ :¼ yh; yAM: We let

dRðhÞy0
: TMy-TMRðhÞy

be its derivative at y: For any hASAðnÞ; yAM and vATMy0
we conclude from (7) and

the change of variables formula for integration that

jjvjyjj2 ¼ jjdRðhÞyðvÞjyjj
2: ð11Þ

Let us now give a concrete example of an ample family of probability densities.

Definition 4. Let M ¼ Rn 
 Pn: For all ðm;LÞAM and xARn the family P of
probability densities parameterised by M is elliptical when

log Pððm;LÞ; xÞ ¼ f ðdet L;
1

2
ðx � mÞTLðx � mÞÞ ð12Þ

and f : R2-Rþ:
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Since the function Pððm;LÞ; �Þ has integral 1 for all ðm;LÞAM Eq. (12) constrains
f : In particular, we have for all tARþ thatZ

Rþ

ef ðt;r22 Þrn�1dr ¼ tsn; ð13Þ

where sn is the ðn � 1Þ-dimensional area of the unit sphere Sn�1 in Rn; namely

sn ¼ 2pn=2

Gðn=2Þ:

Here we use the formulaZ
Rn

g
1

2
ðx � mÞTLðx � mÞ

� �
dx ¼ snðdet LÞ�1=2

Z
Rþ

g
r2

2

� �
rn�1 dr; ð14Þ

where g : Rþ-R has the property that the integral on the right of (14) is absolutely
convergent.

When Pððm; lÞ; �Þ is elliptical the mean is m: However, L�1 is not always the
covariance (although it is for the normal density). Every elliptical family P is ample

with right action of SAðnÞ on M ¼ Rn 
 Pn given by ðm;LÞh ¼ ðh�1m; h̃TLh̃Þ: We
also have that

dRðhÞðm;LÞðg;GÞ ¼ ðh̃�1g; h̃T ’Gh̃Þ;

where h̃ASLðnÞ is the linear part of hASAðnÞ: Consequently, Eq. (11) says that

jjðg;GÞjðm;LÞjj ¼ jjðh̃�1g; h̃TGh̃Þjðh�1m; h̃TLh̃Þjj: ð15Þ

Theorem 2. The Rao Riemannian metric of an ample family has form (2).

The proof of this theorem turns on (15) and is given following the next two
lemmas.

Lemma 1. There exists a function aACNðRþ;RþÞ such that for all lARþ;LAPn and

g; mARn; we have that jjðg; 0Þjðm;LÞjj2 ¼ aðdet LÞgTLg:

Proof. Given any ðm;LÞARn 
 Pn we choose UAOðnÞ such that D :¼ UTLU is in Dn

and set O ¼ det L1=2UD�1=2: Therefore, we conclude that

ðO�1ÞTO�1 ¼ ðdet LÞ�1L ð16Þ

and

OTLO ¼ det LI : ð17Þ

We now apply (15) with h ¼ O and use (17) to obtain that

jjðg; 0Þjðm;LÞjj2 ¼ jjðO�1g; 0ÞjðO�1m; det LIÞjj2:
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For any ðm; rÞARn 
 Rþ let Qðm; rÞAPn be such that for all g; mARn we have that

jjðg; 0Þjðm; rIÞjj2 ¼ gT Qðm; rÞg: Consequently, we obtain that

jjðg; 0Þjðm;LÞjj2 ¼ gTðO�1ÞT
QðO�1m; det LÞO�1g: ð18Þ

Taking hAOðnÞ in (15), Qðm; rÞ ¼ hQðm; rÞhT : So Qðm; rÞ ¼ a0ðm; rÞI where a040:
Taking h to be translation by m in (15), a0ðm; rÞ ¼ a0ð0; rÞ: Then from (18), (16)

jjðg; 0Þjðm;LÞjj2 ¼ gTðO�1ÞT
QðO�1m; det LÞO�1g ¼ aðdet LÞgTLg; ð19Þ

where aðlÞ ¼ l�1a0ð0; lÞ: &

Lemma 2. There exist functions b; cACNðRþ;RÞ such that for all nARn;LAPn and

GASn it follows that

jjð0;GÞjðm;LÞjj2 ¼ bðdet LÞðTrðL�1GÞÞ2 þ cðdet LÞTrððL�1GÞ2Þ:

Proof. As in the proof of Lemma 1, we observe for any VAOðnÞ that

jjð0;GÞjðm;LÞjj2 ¼ jjð0;OTGOÞjðO�1m; det LIÞjj2

¼ jjð0;OTGOÞjð0; det lIÞjj2 ¼ jjð0;VTOTGOVÞjð0; det LIÞjj2:

We choose UAOðnÞ so that UTOTGOU is a diagonal matrix which we denote by %D
and observe that

jjð0;GÞjðm;LÞjj2 ¼ jjð0; %DÞjð0; det LIÞjj2: ð20Þ

Moreover, the diagonal entries of %D are the eigenvalues of the matrix OTGO: Under

conjugating by UD�1=2; this matrix is transformed to L�1G: Therefore, we see that its

eigenvalues %l1; %l2;y; %ln are the eigenvalues of L�1G: The %li could occur in any order
along the diagonal, depending on the choice of U : So the right-hand side of (20) is

independent of the order, and quadratic in the %li; namely

jjð0;GÞjðm;LÞjj2 ¼ bðdet LÞðTrð %DÞÞ2 þ cðdet LÞTrð %D2Þ;

where b; cACNðRþ;RÞ: Now Trð %DÞ ¼ TrðOOTGÞ ¼ det LTrðL�1GÞ; by (16). Simi-

larly Trð %D2Þ ¼ det L2TrððL�1GÞ2Þ: This proves the lemma. &

Proof of Theorem 2. Because of Lemmas 1 and 2 we need only show that

jjðg;GÞjðm;LÞjj2 ¼ jjð�g;GÞjðm;LÞjj2:

As in the proofs of Lemmas 1 and 2, it suffices to take m ¼ 0: Then apply (15) with
h ¼ �I : &

Invariance (15) can also be used to help determine the functions a; b; c for the
elliptical family P: We consider this next.
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4. Riemannian norm for elliptical families

In this section we demonstrate how to compute the functions a; b; c appearing in
the Riemannian metric (2) generated by a Rao metric corresponding to an elliptical
family of probability densities. Our main result in this connection is the following
theorem.

Theorem 3. For n an integer greater than 1, the Rao Riemannian metric of an elliptical

family has form (2) with

(i) aðtÞ ¼ snt�1=2

Z
Rþ

rn�1 fv þ
r2

n
fvv

� �
c0 dr;

(ii) bðtÞ ¼ snt�1=2

Z
Rþ

rn�1 c
4
þ tfuc

0 þ t2f 2
u c

00 þ t
r2

n
fuvc

0
�

þ r4

4nðn þ 2Þ fvvc
0
�

dr;

(iii) cðtÞ ¼ snt�1=2

Z
Rþ

rn�1 c
2
þ r4

2nðn þ 2Þ fvvc
0

� �
dr;

where c and its derivatives are evaluated at �f : Also f and its partials are evaluated at

ðt; r2

2
Þ; and tARþ:

The proof of this result is a difficult computation which requires some
preparation. We need two distinct types of formulas. The first type concerns
derivatives of det L for LAPn as a function of the elements Lij ¼ Lji parameterising

positive definite symmetric matrices L: of the matrix L:

Lemma 3. For every L ¼ ðLijÞi;j¼1;y;nAPn; we have that

@det L
@Lij

¼ ð2 � dijÞðL�1Þijdet L ð21Þ

and

@2det L
@Lkl@Lij

¼ ð2 � dijÞð2 � dklÞ
2

Cdet L;

where

C ¼ ð2ðL�1ÞijðL�1Þkl � ðL�1ÞikðL�1Þlj � ðL�1ÞilðL�1ÞkjÞ: ð22Þ

Proof. The proof of (21) is by Cramer’s rule for the inverse of L and Laplace’s
expansion by minors for det L: One first differentiates in nontangent directions,
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permitting L to move freely in the space of all n 
 n matrices, and giving (21) without
the factor ð2 � dijÞ: When L is constrained to Pn a second term appears (equal to the

first since matrices in Pn are symmetric) except when i ¼ j: This explains the factor
ð2 � dijÞ: Differentiating both sides of (21) and simplification gives (22). The second

type of computation reduces integrals of certain spherically symmetric functions on
Rn to integrals over Rþ: &

Lemma 4.

(i)

Z
Rn

x2
1g

1

2
xT x

� �
dx ¼ sn

n

Z
Rþ

g
r2

2

� �
rnþ1 dr;

(ii)

Z
Rn

x4
1g

1

2
xT x

� �
dx ¼ 3sn

nðn þ 2Þ

Z
Rþ

g
r2

2

� �
rnþ3 dr;

(iii)

Z
Rn

x2
1x2

2g
1

2
xT x

� �
dx ¼ sn

nðn þ 2Þ

Z
Rþ

g
r2

2

� �
rnþ3 dr;

where g : Rþ-R is of rapid decrease.

Proof. For the proof of (i) we use

t
Z

Rn

g
1

2
ðt2x2

1 þ x2
2 þ x2

3 þ?þ x2
nÞ

� �
dx ¼ sn

Z
Rþ

g
r2

2

� �
rn�1 dr;

where tARþ; obtained from (14) with m ¼ 0 and L ¼ diagðt; 1; 1;y; 1Þ: Differ-
entiate both sides with respect to t; set t ¼ 1; and simplify to obtainZ

Rn

x2
1g

1

2
xT x

� �
dx ¼ �sn

Z
Rþ

h
r2

2

� �
rn�1 dr;

where hðtÞ ¼ �
R
N

t
gðsÞ ds; tARþ: Integration by parts on the right completes the

proof of (i). To prove (iii) reinsert the scale t into (i), namely

t3

Z
Rn

x2
1g

1

2
ðt2x2

1 þ x2
2 þ x2

3 þ?þ x2
nÞ

� �
dx ¼ sn

n

Z
Rþ

g
r2

2

� �
rnþ1 dr;

and, as before, we obtain (iii). Formula (ii) is obtained in a similar fashion, but
scaling x2 instead of x1: &

More general formulae might of course be derived, and by other means, but these
are all we need. This completes the preliminaries needed for the proof of Theorem 3.

Proof of Theorem 3. To compute a use Lemma 1 with g ¼ ð1; 0; 0;y; 0ÞT ;

m ¼ ð0; 0;y; 0ÞT and L ¼ sI ; where sARþ: Consequently, we have that
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saðtÞ ¼ jjðg; 0Þjðm;LÞjj2 where sn ¼ t: By (9), it follows that

saðtÞ ¼ @2H

@m2
1

þ s
Z

Rn

fvc
0 dx þ s2

Z
Rn

x2
1 fvvc

0 dx; ð23Þ

where

H ¼
Z

Rn

cð�f ðlog det L;
1

2
xTLxÞÞ dx: ð24Þ

The integrals on the right of (23) are evaluated by Lemma 4, proving (i). We now
discuss the computation of b and c: For 1pipjpn; let XijASn have entries 1 in row i

and column j; 1 in row j and column i; and zeroes elsewhere. Then fXij : 1pipjpng
is a basis for Sn: From (9), we have that

jjð0;XijÞjð0; sIÞjj2 ¼ @2H

@L2
ij

þ
Z

Rn

ðdijs2n�2fuu � 2ð1 � dijÞsn�2fu þ dijsn�1fuvxixj

þ 1

4
ð4 � 3dijÞfvvx2

i x2
j Þc

0 dx ð25Þ

where c;c0 are evaluated at �f : Also f and its partials are evaluated at ðt; s
2
xT xÞ:

By Lemma 2

s2jjð0;XijÞjð0; sIÞjj2 ¼ bðtÞdij þ cðtÞð2 � dijÞ; ð26Þ

where t ¼ sn: We specialize this to i ¼ j ¼ 1 and to i ¼ 1; j ¼ 2; obtaining two
equations for b; c yielding

bðtÞ ¼ s2 @2H

@L2
11

� 1

2

@2H

@L2
12

 !
þ
Z

Rn

tfu þ t2fuu þ tsfuvx
2
1 þ

s2

4
fvvx4

1

�

�s2

2
fvvx

2
1x2

2

�
c0 dx;

cðtÞ ¼ s2

2

@2H

@L2
12

þ
Z

Rn

�tfu þ
s2

2
fvvx2

1x2
2

� �
c0 dx:

Now we reduce these expressions to integrals over Rþ: For LAPn set l ¼ det L:
Then, from (14) we have

H ¼ l�1=2sn

Z
Rþ

c �f l;
r2

2

� �� �
rn�1 dr:

Therefore, we have that

@H

@Lij

¼ �sn

@l
@Lij

Z
Rþ

rn�1 1

2
l�3=2cþ l�1=2fuc

0
� �

dr
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and

@2H

@L2
ij

¼ � sn

@2l
@L2

ij

Z
Rþ

rn�1 1

2
l�3=2cþ l�1=2fuc

0
� �

dr

þ sn

@l
@Lij

� �2Z
Rþ

rn�1 3

4
l�5=2cþ l�3=2fuc

0 þ l�1=2f 2
u c

00 � l�1=2fuuc
0

� �
dr:

On the right c and its derivatives are evaluated at �f ; and f and its partials are

evaluated at ðl; r2

2
Þ:

We use these formulas for the derivatives of H to evaluate the right-hand side of
the expressions for bðtÞ and cðtÞ at L ¼ sI ; proving the theorem. &

Corollary 1. Let f ðu; vÞ ¼ 1
2log u � a� bvg where b40; g40; and

a ¼ n

2
logð2pÞ � n

2g
log b� log g� log G

n

2


 �
þ log G

n

2g

� �
;

(so that (13) is satisfied), and for any d; tARþ define cðtÞ ¼ e�dt: Then, for all tARþ;

ðaðtÞ; bðtÞ; cðtÞÞ ¼ tðd�1Þ=2w;

where wAR3 depends on n; b; g; d: Moreover, there exist p; qAR such that wðtÞ ¼ peqt

where tAR: For normal distributions and d ¼ 1; we have that ða; b; cÞ ¼ ð1; 0; 1
2
Þ: &

5. Computing distances

Given a CN function w : R-ð0;NÞ; we refer to geodesics of o;4w as w-geodesics

(note that o;4w is conformal to the Euclidean inner product). The associated

distance function dw is called the w-distance. Corollary 1 reduces calculation of Rao

distances to w-distances. The next result reduces computation of dw to finding

w-geodesics, and calculating their lengths with respect to o;4w:

Theorem 4. Let x; yAR2: Then dwðx; yÞ is either the length of a shortest w-geodesic

from x to y; orZ
N

x1

þ
Z

N

y1

� � ffiffiffiffiffiffiffiffi
wðtÞ

p
dt; or

Z x1

�N

þ
Z y1

�N

� � ffiffiffiffiffiffiffiffi
wðtÞ

p
dt;

whichever is smallest.

Proof. Define x : R-Rþ by xðtÞ ¼
ffiffiffiffiffiffiffiffi
wðtÞ

p
: Consider first the case where x

is not bounded uniformly away from 0 on the whole of R: Then either
lim inf t-N xðtÞ ¼ 0 or lim inf t-�N xðtÞ ¼ 0: If lim inf t-N xðtÞ ¼ 0; choose an
increasing sequence fti: i ¼ 1; 2;yg; where limi-N ti ¼ N; limi-N xðtiÞ ¼ 0 and

t141=3: Define a sequence Oþ ¼ foðiÞ: iX1g of piecewise-C1 curves oðiÞ
þ : ½0; 1
-R2
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from x to y by

ðx1 þ 3tðti � xÞ; x2Þ 0ptp
1

3

� �
;

oðiÞ
þ ðtÞ ¼ ðti; x2 þ ð3t � 1Þðy2 � x2ÞÞ

1

3
ptp

2

3

� �
;

ðð3t � 2Þy1 þ 3ð1 � tÞti; y2Þ
2

3
ptp1

� �
:

The length lwðoðiÞ
þ Þ of oðiÞ with respect to the Riemannian metric o;4w isZ ti

x1

xðtÞ dt þ xðtiÞjy2 � x2j þ
Z ti

y1

xðtÞ dt:

Therefore, and because limi-N xðtiÞ ¼ 0;

dwðx; yÞp lim
i-N

lwðoðiÞ
þ Þ ¼

Z
N

x1

þ
Z

N

y1

� �
xðtÞ dt:

Similarly dwðx; yÞpð
R x1

�N
þ
R y1

�N
ÞxðtÞdt when lim inf t-�N xðtÞ ¼ 0: It follows,

whether x is bounded away from 0 or not, that

dwðx; yÞpd � min

Z
N

x1

þ
Z

N

y1

� �
xðtÞ dt;

Z x1

�N

þ
Z y1

�N

� �
xðtÞ dt


 �
:

This proves the theorem, except when dwðx; yÞod:
In such a case set e ¼ 1

2
ðd� dwðx; yÞÞ: Then e40: Let x: ½0; 1
-R2 be a piecewise-

C1 curve from x to y; and let t0A½0; 1
: If x1ðt0ÞXmaxfx1; y1g then

lwðoÞX
Z 1

0

xðo1ðtÞÞj ’o1ðtÞj dt ¼
Z t0

0

þ
Z 1

t0

� �
xðo1ðtÞÞj ’o1ðtÞj dt

X

Z o1ðt0Þ

x1

þ
Z o1ðt0Þ

y1

 !
xðyÞ dy:

Similarly, if o1ðt0Þpminfx1; y1g then lwðoÞXð
R x1

x1ðt0Þ þ
R y1

x1ðt0ÞÞxðyÞ dy: Using these

facts, choose M so large that, for any piecewise-C1 curve o : ½0; 1
-R2 from x to y;
and any Riemannian metric o;4#w which agrees with o;4w over ½�M;M
 
 R;

either

- o½0; 1
C½�M;M
 
 R; or
- l#wðoÞXdwðx; yÞ þ e:

Let O be a sequence of piecewise-C1 curves oð jÞ : ½0; 1
-½�M;M
 
 R from x to y;
such that

lim
j-N

lwðoð jÞÞ ¼ dwðx; yÞ:

Let #w : R-R be a C2 extension of w j ½�M;M
 with the property that, for some
0oips; we have ip#wðtÞps for all tAR: For vectors v whose norms are measured at
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zAR2; ijjvjjpjjvjj#wðz1Þpsjjvjj: Riemannian and Euclidean distances are related in the

same way, namely

ijjx � yjjpd#wðx; yÞpsjjx � yjj: ð27Þ

By (27), and because R2 is complete with respect to the Euclidean metric, R2 is
complete with respect to d#w: By the Hopf–Rinow Theorem [10] Theorem 10.9,

d#wðx; yÞ ¼ l#wð #oÞ; where #x : ½0; 1
-R2 is a #w-geodesic from x to y: Because the oðiÞ are

curves in ½�M;M
 
 R; and d#w agrees with dw over ½�M;M
 
 R; dwðx; yÞ ¼ l#wð #xÞ:
Because l#wð #oÞodwðx; yÞ þ e; #o is a curve in ½�M;M
 
 R; and therefore a

w-geodesic with

lwð #oÞ ¼ l#wð #oÞ ¼ dwðx; yÞ: &

Notice, in the statement of Theorem 4, that there might be no w-geodesic from x to
y: Also, either or both of the improper integrals might be infinite.

Corollary 2. If w is bounded away from 0 on the whole of R; then dwðx; yÞ is the length

of a shortest w-geodesic joining x; y: &

This begs the question of how to find w-geodesics from x to y: Sometimes closed
form expressions can be found, but in general the problem reduces to calculations of
univariate integrals, as follows.

The form of the Riemannian metric / ; Sw can be used to simplify the Euler–

Lagrange equations for geodesics, for instance using Clairaut patches [5, 26.2].
Alternatively, we can proceed directly, as follows. The Lagrangian for w-geodesics

g : ½0; 1
-R2 is L ¼ wðx1Þð ’x2
1 þ ’x2

2Þ; and the Euler–Lagrange equations are

2w.g1 ¼ �w0ð’g2
1 � ’g2

2Þ and
d

dt
ð2w’g2Þ ¼ 0;

where w0 is the derivative of w; ’g is the derivative of gðtÞ with respect to tA½0; 1
; and
w; w0 are evaluated at g1ðtÞ: These equations integrate to give

’g2
1 þ ’g2

2 ¼ a2

w
and ’g2 ¼ b

w
;

where a; bAR are constants of integration, and aX0 is the length lwðgÞ of g with

respect to the Riemannian metric / ; Sw: Set x ¼ gð0Þ; y ¼ gð1Þ and suppose xay:

Then a40: When b ¼ 0; ’g2 is constant and the w-geodesic g is said to be horizontal.

Define x ¼ ffiffiffi
w

p
: R-Rþ: When g is horizontal, x2 ¼ y2; lwðgÞ ¼ j

R y1

x1
xðuÞduj; and g1ðtÞ

is given implicitly, by the equationZ g1ðtÞ

x1

xðuÞdu ¼ 7at:

So it remains only to calculate lengths of non-horizontal w-geodesics. We describe
how to do this in the simplest non-trivial case, where w0 is everywhere positive. Then

ARTICLE IN PRESS
C. A. Micchelli, L. Noakes / Journal of Multivariate Analysis 92 (2005) 97–115 111



the range RðwÞ of w is an open interval of positive numbers. Define F ;G : R2 
 R-R by

Fðc; d; vÞ ¼
Z v

d

wðuÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wðuÞ � c

p du and Gðc; d; vÞ ¼
Z v

d

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wðuÞ � c

p du;

where the improper integrals converge because every cARðwÞ is a regular value of w:

Theorem 5. Suppose w0ðvÞ40 for all vAR: Let c : ½0; 1
-R2 be a non-horizontal

w-geodesic from x to y; where y24x2: Then, for some cAð0;minfwðx1Þ; wðy1ÞgÞ; either

(i) cAR; Gðc; w�1ðcÞ; x1Þ þ Gðc; w�1ðcÞ; y1Þ ¼ y2�x2ffiffi
c

p ; and g has length

jFðc; w�1ðcÞ; x1Þ þ Fðc; w�1ðcÞ; y1Þj;

or

(ii) jGðc; x1; y1Þj ¼ y2�x2ffiffi
c

p ; and g has length jFðc; x1; y1Þj:

Proof. Call tAð0; 1Þ a fold of g when ’g1ðtÞ ¼ 0: Then wðg1ðtÞÞ ¼ b2

a2: From the Euler–

Lagrange equations,

2wðgðtÞÞ.g1ðtÞ ¼ w0 ’g2ðtÞ2 ¼ b2w
0

w2

whose sign is that of w0: So .g1ðtÞa0; with the same sign as w0: So the folds of g
comprise a discrete subset D of ð0; 1Þ: We claim that D has cardinality at most 1.
Suppose, to the contrary, that D has more than one element. If t0; t1AD with t0ot1

and ðt0; t1Þ-D ¼ |; then

wðg1ðt0ÞÞ ¼
b2

a2
¼ wðg1ðt1ÞÞ

and w0ðg1ðsÞÞ’g1ðsÞ ¼ 0 for some sAðt0; t1Þ: Because w0 is nowhere-zero, s is a fold. The
contradiction proves our claim, and g has at most one fold.

Because the w-geodesic g is not horizontal, ’g2 has constant sign, and the coordinate
g2 may be used to parameterise g: Call this the vertical parameterisation of g: With
respect to the vertical parameterisation

dg1

dg2

¼ 7

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2wðg1Þ � b2

b2

s
: ð28Þ

For a non-empty open interval ðs0; s1ÞC½0; 1
 that does not contain folds, we haveZ g1ðs1Þ

g1ðs0Þ

wðuÞduffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wðuÞ � b2

a2

r ¼ saðs1 � s0Þ ð29Þ

and Z g1ðs1Þ

g1ðs0Þ

duffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wðuÞ � b2

a2

r ¼ s
aðg2ðs1Þ � g2ðs0ÞÞ

b
; ð30Þ
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where s ¼ 71 is the sign of g1ðs1Þ � g1ðs0Þ: Set c ¼ b2

a2; and consider first the

case where g has a fold sAð0; 1Þ: Then s is a point of local minimum of g1; and
wðg1ðsÞÞ ¼ c: Applying (29), (30) along the interval ð0; sÞ;

Fðc; w�1ðcÞ; x1Þ ¼ as and Gðc; w�1ðcÞ; x1Þ ¼
g2ðsÞ � x2ffiffiffi

c
p :

Applying (29), (30) along the interval ðs; 1Þ we similarly obtain

Fðc; w�1ðcÞ; y1Þ ¼ að1 � sÞ and Gðc; w�1ðcÞ; y1Þ ¼
y2 � g2ðsÞffiffiffi

c
p :

Addition of the pairs of equations gives (i). Suppose next that g has no fold.
Applying (29), (30) along the interval ð0; 1Þ gives (ii). The theorem is proved. &

To apply Theorem 5, in either of the cases (i), (ii), the first equation is solved for c;
and then c is substituted in the second equation to give the length of g: In connection
with Corollary 1, we have the following result, proved also in [9].

Corollary 3. Let wðtÞ ¼ e2t; for tAR: Then for x; yAR2; the Riemannian distance

dwðx; yÞ isffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2x1 þ e2y1 � 2ex1þy1cosðy2 � x2Þ

q
or ex1 þ ey1 ;

according as jy2 � x2jop or not.

Proof. Fðc; d; vÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2v � c

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2d � c

p
; and

Gðc; d; vÞ ¼
arccosð

ffiffi
c

p

ev Þ � arccosð
ffiffi
c

p

ed Þffiffiffi
c

p :

The conditions in Theorem 5(i), (ii) are then

arccos

ffiffiffi
c

p

ex1

� �
7arccos

ffiffiffi
c

p

ey1

� �����
���� ¼ y2 � x2; ð31Þ

where the þ sign is taken in case (i), and � for (ii). When 0oy2 � x2op; (31) has
solution

c ¼ e2x1þ2y1 sin2ðy2 � x2Þ
e2x1 þ e2y1 � 2ex1þy1 cosðy2 � x2Þ

:

To tell whether to apply case (i) or (ii) of Theorem 5, check the sign for which (31)
holds. Then, by Theorem 5, the length of the w-geodesic from x to y isffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e2x1 þ e2y1 � 2ex1þy1 cosðy2 � x2Þ
q

in either case. Applying Theorem 4 we obtain the corollary. &
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Corollary 4. Let f ðu; vÞ ¼ 1
2 logu � a� bvg where b40; g40; and

a ¼ n

2
logð2pÞ � n

2g
logb� log g� log G

n

2


 �
þ log G

n

2g

� �
;

so that (13) is satisfied. For any d; tARþ let cðtÞ ¼ e�dt; where tARþ: Define *wðtÞ ¼
e2t: Then, for some factor fARþ depending on n; b; g; d; and vectors z̃0; z̃1AR2

computable from L0;L1; n; b; g; d; we have

dðL0;L1Þ ¼ d*wðz̃0; z̃1Þ:

Proof. A calculation shows that, for some wAR3; depending on n; b; g; d;

ðaðtÞ; bðtÞ; cðtÞÞ ¼ tðd�1Þ=2w where tARþ:

From Corollary 1,

%bðtÞ ¼ bðetÞ ¼ w2etðd�1Þ=2 and %cðtÞ ¼ w3etðd�1Þ=2:

So, in the proof of Theorem 1,

wðtÞ ¼ f2ef3t;

where f1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ nw2

w3

q
; f2 ¼ n�1w3 and f3 ¼ ðd� 1Þ=ð2f1Þ: Consider the affine

transformation given by z̃ ¼ ðf3=2Þz þ ðlogð4f2=f
2
3Þ; 0Þ=2; where z ¼ ðz1; z2ÞAR2:

Then dwðz0; z1Þ ¼ d*wðz̃0; z̃1Þ; and *wðz̃1Þð ’̃z1
2 þ ’̃z2

2Þ ¼ wðz1Þð’z2
1 þ ’z2

2Þ: &

6. Addendum

In Corollary 3 there is a simple formula for dwðx; yÞ; but this is an exceptional case

and closed form expressions are usually not available. The case treated in Corollary 3

is also exceptional in another sense, namely the (sectional) curvature k : R2-R is 0;

as can be calculated directly. Alternatively, define a local isometry from ðR2;o;4wÞ
onto a punctured cone C0 ¼ fðu; v;wÞ : u2 þ v2 ¼ w2;w40g in Euclidean 3-space

R3; by

ðz1; z2Þ/
ez1ffiffiffi

2
p ðcos

ffiffiffi
2

p
z2; cos

ffiffiffi
2

p
z2; 1Þ:

Of course C0 is isometric to an open subset of R2 but incomplete. An alternative
proof of Corollary 3 can be constructed based on these remarks.

Modulo affine transformations, the other exceptional cases that we know about,
where closed form expressions are available for dw; are

* wðtÞ ¼ 1
cosh2 t

; for which k is identically 1; and lengths of w-geodesics can be

calculated by comparison with the geometry of the unit sphere S2 embedded in R3;

* wðtÞ ¼ 1

t2
; with k identically �1; and Rþ 
 R with the Riemannian metric o;4w is

isometric to the Poincaré upper half-plane [5,14]. Of course, in this case, the
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Riemannian metric o;4w is not defined over the whole of R2: For x; yARþ 
 R

with x2ay2; set

c ¼ 1

2
x2 þ y2 þ

x2
1 � y2

1

x2 � y2

� �
:

Then dwðx; yÞ is jlogðy1

x1
Þj; or

log
y1ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � cÞ2 þ x2

1

q
� jx2 � cjÞ

x1ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðy2 � cÞ2 þ y2

1

q
� jy2 � cjÞ

0
B@

1
CA

�������
�������;

according as x2 ¼ y2 or not.

In these cases there are also comparisons to be made, using isometric immersions in

R3; between o;4w and the first fundamental forms of well-studied surfaces in R3:

This gives an alternative method of computing dwðx; yÞ:
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