A multi-mechanism model for cutting simulations combining visco-plastic asymmetry and phase transformation
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A B S T R A C T

We develop a multi-mechanism model for straining-rate- and temperature-dependent asymmetric plastic material behavior accompanied by phase transformations, which are important phenomena in steel production processes. To this end the well-known Johnson–Cook model is extended by the concept of weighting functions, and it is combined with a model of transformation-induced plasticity (TRIP) based on Leblond’s approach. The bulk model is formulated within a thermodynamic framework at large strains, and it will be specialized and applied to cutting processes in steel production. In this prototype situation we have: Transformation of the martensitic initial state into austenite, then retransformation of martensite. For incorporation of visco-plastic asymmetry two variations of the classical Johnson–Cook model are presented: In “Model A” we introduce a rate dependent flow factor with a rate independent yield function. In “Model B” we introduce a rate independent flow factor with a rate dependent yield function. In the examples parameters are identified for the material DIN 100Cr6, and we illustrate the characteristic effects of our multimechanism model, such as strain softening due to temperature, rate dependence and temperature dependence as well as the SD-effect. A finite-element simulation illustrates the different mechanisms for a cutting process.
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1. Introduction

In cutting and several other metal working processes the work piece is machined under high speed causing highly inhomogeneous strain rates and temperature, which eventually render residual stresses. Particularly, high speed cutting can change material structural in workpiece surfaces in which white and dark layers are induced due to the intense, localized, rapid thermal–mechanical loading. It has been shown that the white layer and the dark layer consist untempered and overtempered martensite, respectively, due to austenitic transformation and martensitic retransformation Umbrello et al., 2009; Attanasio et al., 2011. To develop three-dimensional constitutive models that account for the finite inelastic deformation of cutting processes, considerable effort was made over the last years. A simple model by Dudzinski and Molinari (1997) considers the shearing produced during the chip formation in orthogonal cutting. Sievert et al. (2003) consider ductile damage at high strain-rates and the influence of the stress-triaxiality on ductile damage. Marusich and Ortiz (1995) introduce a Lagrangian finite element model with remeshing.

A particular role of cutting simulations is played by the well-known Johnson–Cook model Johnson and Cook, 1983, where strain softening is incorporated by a phenomenological modification for the yield stress, see e.g. Behrens et al. (2005), Ozel and Zeren (2004), Hortig (2010), Umbrello et al. (2007) among others. Ramasesh et al. (2007) predicted the thickness of white layer taking into account the effects of stress and strain on phase transformation temperatures, where martensitic phase transformation accompanied by the TRIP effect was considered. In addition, more physically-based models are available, such as the Zerilli–Armstrong model Zerilli et al., 1987, which is based on simplified dislocation mechanics. From the above overview we conclude, that the effects of inelastic asymmetry and austenitic phase transformation have not been considered in finite-element cutting simulations. The present article intends to close this gap on the basis of the Johnson–Cook model.

Inelastic asymmetry: Extended experimental tests for high strength steels exhibit different behaviours for different loading types such as tension, compression and shear. For instance, test results for a superalloy René 95 in Stouffer et al. (1996) show, that for merely the same magnitudes of stress in tension and compression the magnitudes of creep rates in tension are much greater than the corresponding rates in compression. A further example is given e.g. in Spitzig et al. (1975) for a martensitic steel, where the yield stress in compression is greater than that in tension. Iwamoto et al. (1998) and Miller and McDowell (1996) obtain the same effect for an austenitic stainless steel. This observation is labelled
strength-difference effect (SD-effect) or occasionally asymmetric effect, respectively. It is characterized by the observation, that a certain type of experiment, such as a tension test, is not sufficient in order to characterize the material for different loading scenarios. Instead, additional independent types of experiments, such as compression, shear and hydrostatic tests, are necessary in order to get a more comprehensive (though in general still not complete) characterization of the material.

Several publications can be found in the literature for simulation of inelastic material behaviour with asymmetric effects. Most of these approaches are based on a stress potential dependent on the stress tensor and further state variables, which describe e.g. the state of hardening, softening or damage, respectively. Typically, polynomial invariants of the stress tensor are incorporated into the potential. Along this line constitutive equations within the field of plasticity have been formulated e.g. in Spitzig et al., 1975; Altenbach et al., 1995; Mahnken, 2001; Zolochevskii, 1989, amongst others. Approaches for asymmetric effects in creep are suggested in Altenbach et al., 1995; Betten et al., 1998, 1999; Voyiadjis et al., 1998; Voyiadjis et al., 2000; Zolochevsky, 1991, amongst others.

Some publications used the so-called stress mode angle, or Lode angle, respectively, in order to detect asymmetric effects. This scalar quantity is expressed in terms of the ratio of the second and third basic invariant of the deviatoric stress tensor and is used as an indicator for detection of differences in the loading mode, see e.g. Zolochevskii, 1990; Ehlers, 1995. In Mahnken, 2003 it is used to introduce the concept of stress mode dependent weighting functions with the goal to model creep with asymmetric effects. Here an additive decomposition of the inelastic strain rate is assumed, where each of the related quantities incorporates weighting functions dependent on the stress mode angle.

In this work, our objective is to extend the well known Johnson–Cook model Johnson and Cook, 1983 with the concept of weighting functions introduced in Mahnken, 2003, in order to account for asymmetric effects, e.g. between tension and compression within a large strain framework. To this end, two variations of the classical Johnson–Cook model are presented: In “Model A” we introduce a rate independent flow factor with a rate dependent yield function. The basic idea is the weighting of stress mode dependent material parameters related to viscoplasticity with the above mentioned functions. In “Model B” we introduce a rate dependent flow factor with a rate independent yield function. Here, the basic idea is the weighting of stress mode dependent flow functions related to viscoplasticity with the above mentioned functions. In this way, “Model B” is regarded as an extension of the approach in Iwamoto et al. (2008), where asymmetric effects in rate dependent behaviour have not been considered.

The advantage of both approaches in “Model A” and “Model B” is, that certain (though not all) material parameters, can be obtained individually from specific loading modes such as tension, compression and shear, investigated experimentally in the laboratory.

Phase transformation: High temperatures also result into phase transformations, which according to the authors knowledge have not been considered for cutting processes. In order to make our approach as general as possible, in this paper we will present a general thermodynamic framework for multi-phase transformation with arbitrary initial phases. Then, in the prototypical situation of our study, the following two phase transformations are taken into account:

1. Transformation of the martensitic initial state into austenite, then
2. retransformation to martensite.

In view of the large heating rate and the relatively high austenitizing temperature, the transformation of the austenite into martensite is described by an approach due to Leblond et al. (1984) and the transformation of martensite is taken into account by the classical relation Koistinen et al. (1959).

The irreversible phase transformations (martensite to austenite and the reverse) are characterized by crystallographic rearrangements on the atomic level, cf. Tjahjanto et al. (2008). On the macroscopical level this effect corresponds to irreversible strains (TRIP strains) of the parent phase, even if the material is loaded by a stress state less than the yield stress of the softer phase. In our approach, we assume that only the softer phase, i.e. austenite, is affected. Several macroscopic constitutive models have been proposed to simulate the complex interactive mechanisms of phase transformation and plasticity, see e.g. Leblond et al. (1984), Tanaka et al. (1985), Fischer et al. (1996); Fischer et al. (1998); Fischer et al. (2000), Hallberg et al. (2007), Wolff et al. (2007), Mahnken et al. (2009), Iwamoto (2004) and to the references therein. Considering micromechanical or multi-scale modeling we refer to Cherkasov et al. (2002), Turteltaub and Suiker (2005), Tjahjanto et al. (2008).

In a further part of this paper we discuss, how the simultaneous occurrence of inelastic strains subjected to compression, tension and torsion modes and inelastic strains due to phase transformation can also be interpreted as a multi-mechanism behavior in the terminology of Caillétaud et al. (1995); Sai et al., 2011. To this end we briefly compare the mathematical structure of our model with the setting in Sai et al., 2011.

This paper is organized as follows:

- Section 2 presents a thermodynamic framework for combined visco-plasticity and multi-phase transformations at large strains. Starting from the multiplicative decomposition of the deformation gradient into inelastic, elastic, thermal and multi-phase-transformation parts and assuming a dependence of individual phase densities on pressure, temperature and phase fraction an additive decomposition for the jacobian of the deformation gradient is derived. This includes concrete expressions for the elastic, thermal and multiphase-transformation parts subject to the constraint of inelastic incompressibility.
- In Section 3, a prototype model is derived by applying the thermodynamic framework to a specific Helmholtz free energy function. For incorporation of visco-plastic asymmetry two variations of the classical Johnson–Cook model are presented: In “Model A” we introduce a rate independent flow factor with a rate dependent yield function. In “Model B” we introduce a rate dependent flow factor with a rate independent yield function. Furthermore, evolution equations for the phase fractions of martensite and austenite will be formulated. Moreover, we discuss the mathematical structure of Model A and Model B as a multi-mechanism model in the sense of Caillétaud et al. (1995) and Sai et al. (2011). Finally, thermodynamic consistency of the proposed model is shown taking multi-phase transformations into account.
- In the examples in Section 4, parameters are identified for the material DIN 100Cr6, and we illustrate the characteristic effects of our multimechanism model, such as strain softening due to temperature, phase transformation, rate dependence and temperature dependence as well as the visco-plastic asymmetry (SD-effect). A finite-element simulation illustrates the different mechanisms for a cutting process.

Notations

Square brackets [ ] are used throughout the paper to denote ‘function of’ in order to distinguish from mathematical groupings with parenthesis ( ).
2. A thermodynamic framework for visco-plasticity and phase transformations for multiple phases

2.1. Kinematics

The constitutive equations used in this work are formulated in the framework of a large-strain theory. To this end the deformation gradient $F$ is introduced at each material point, mapping line segments $dX$ of the reference configuration $B_0$ to line segments $d\mathbf{x}$ of the current configuration $B$, and we introduce its Jacobian $J = \det F$, mapping a volume element $dV$ of the reference configuration $B_0$ to a volume element $dV$ of the actual configuration $B$:

1. $d\mathbf{x} = F \cdot d\mathbf{X}$, 2. $dV = JdV$.

The second order deformation gradient can be split multiplicatively as

$$F = F^{\text{vol}} \cdot F^{\text{iso}} = F^{\text{iso}} \cdot F^{\text{vol}}, \quad \text{where} \quad 2. \quad F^{\text{vol}} = J^{1/3} \mathbf{I}.$$ (2)

Note, that the tensors $F^{\text{vol}}$ and $F^{\text{iso}}$ are interchangeable in Eq. (2.1), which is due to the property $\mathbf{A} \cdot \mathbf{1} = \mathbf{1} \cdot \mathbf{A}$ for the second order unit tensor $\mathbf{1}$ occurring in Eq. (2.2). By construction, $F^{\text{iso}}$ and $F^{\text{vol}}$ represent isochoric and volumetric deformations, respectively. For the scenario of phase-transformation coupled to thermo-elasto-visco-plasticity both quantities are split further based on the following assumptions:

1. The elastic deformation is both volumetric and isochoric, represented by $J_e$ and $F_e^{\text{iso}}$.
2. The thermal deformation is purely volumetric, represented by $J_v$.
3. The transformational deformation is purely volumetric, represented by $J_t$.
4. The plastic deformation is purely isochoric, represented by $F_i$.
5. There exists a stress free isochoric intermediate configuration.

From the above 5 assumptions we conclude the following decompositions of the isochoric and volumetric part of the deformation gradient:

1. $F^{\text{iso}} = F_e^{\text{iso}} \cdot F_i$.
2. $J = J_e \cdot J_v = (J_e \cdot J_v)^{1/3} \mathbf{I}$. (3)

Remark 2.1

1. Note, that due to Assumption 2 we do not have to distinguish between total and isochoric contributions for the inelastic part $F_i$.
2. The tensors $F_e^{\text{iso}}$ and $F_i$ in Eq. (3.1) are not interchangeable, which is due to the above Assumption 5.
3. Clearly, the scalar terms in $J_e, J_v$ and $J_t$ in Eq. (3.1) are interchangeable.
4. Following Levitas et al. (1998) the inelastic part $F_i$ is closely related to both, visco-plasticity and phase transformation, see also Hallberg et al. (2007).

Inserting Eqs. (3.1) and (3.2) into Eq. (2.1) renders

$$F = J^{1/3} F_e^{\text{iso}} \cdot F_i = (J_e \cdot J_v)^{1/3} F_e^{\text{iso}} \cdot F_i.$$ (4)

From the first part of this relation we derive

1. $F_e = J_e^{1/3} F_e^{\text{iso}}$, 2. $F_e^{-1} = J_e^{-1/3} (F_e^{\text{iso}})^{-1}$,
3. $F_v = \frac{1}{3} \ln J_e F_e^{\text{iso}} J_e + J_v F_e^{\text{iso}}$, (5)

where the dot above the argument represents the derivative with respect to time $t$. The time derivatives of the volumetric and isochoric contributions in Eq. (3) are

$$1. \quad F^{\text{vol}} = F_e^{\text{iso}} \cdot F_i + F_e^{\text{iso}} \cdot F_i, \quad 2. \quad F^{\text{vol}} = \frac{1}{3} \frac{d}{dt} \mathbf{I}.$$ (6)

and consequently from Eq. (4) one obtains

$$\dot{F} = \left( \frac{1}{3} \frac{d}{dt} F_e^{\text{iso}} + J_e^{1/3} F_e^{\text{iso}} \right) F_i + J_v^{1/3} F_e^{\text{iso}} F_i.$$ (7)

With this result and the inverse from Eq. (4)

$$\dot{F}^{-1} = J^{-1/3} (F_i)^{-1} \cdot (F_e^{\text{iso}})^{-1}.$$ (8)

the velocity gradient with respect to the actual configuration is

$$\dot{I} = \dot{F} \cdot \dot{F}^{-1} = \frac{1}{3} \frac{d}{dt} \left( \ln |F| + F_e^{\text{iso}} \cdot F_i^{-1} + F_e^{\text{iso}} \cdot F_i \cdot (F_e^{\text{iso}})^{-1} \right),$$ (9)

where the relation $\dot{J}/J = d(\ln J)/dt$ has been used. An elastic pull back renders a velocity gradient with respect to the intermediate configuration

$$\dot{L} := F_e^{-1} \cdot I \cdot F_e \cdot (F_e^{\text{iso}})^{-1}$$

$$= \frac{1}{3} \frac{d}{dt} \ln |J_e| + F_e^{\text{iso}} \cdot F_i^{-1} \cdot F_e^{\text{iso}} + F_e \cdot F_i.$$ (10)

By use of

$$\ln J = \ln J_e + \ln J_v + \ln J_t$$

and Eq. (5.1) we obtain the following additive decomposition

1. $L := L_e + L_v + L_t$, where
2. $L_v := F_e^{-1} \cdot F_i$, 3. $L_v := F_e^{-1} = -F_i \cdot F_i^{-1},$
4. $L_e := \frac{1}{3} \frac{d}{dt} (\ln J_e) I$, 5. $L_t := \frac{1}{3} \frac{d}{dt} (\ln J_t) I.$ (12)

Consequently $L_e, L_v, L_t, L_t$ represent respectively the elastic, inelastic, thermal and transformational part.

2.2. Volume changes due to pressure, temperature and phase fraction

Let us consider a mixture of $n_i \geq 2$ phases (constituents) fulfilling a volume differential $dV$ and having a mass differential $dm$ at the reference configuration. We assume that the mixture is homogeneous, i.e. all phases are equally distributed. The (bulk) densities $\rho_0$ and $\rho$ of the mixture with respect to the reference and the current configurations are respectively defined as

$$1. \quad \rho_0 = \frac{dm}{dV}, \quad 2. \quad \rho = \frac{dm}{dV}.$$ (13)

Within the volume $dV$, let the $i^{th}$ phase have its volume $dv_i$ and its mass $dm_i$. The volume phase fraction $z_i^{(v)}$, the mass phase fraction $z_i$, and the density of the $i^{th}$ phase are defined by

$$1. \quad z_i^{(v)} = \frac{dv_i}{dV}, \quad 2. \quad z_i = \frac{dm_i}{dm}, \quad 3. \quad \rho_i = \frac{dm_i}{dV}.$$ (14)

Generally, the mixture is not (spatially) homogeneous. Based on (13) and (14), the quantities $\rho, z_i^{(v)}, z_i$ and $\rho_i$ are defined at a body point $X \in B_0$ by a limit process with volumes contracting to this point. We assume that such limit process is possible. Thus, these quantities are functions of space, and, clearly, of time. Obviously, the following balances are valid in all body points and for all times,

$$1. \quad \sum_{i=1}^{n_i} z_i^{(v)} = 1, \quad 2. \quad \sum_{i=1}^{n_i} z_i = 1, \quad 3. \quad z_i^{(v)} > 0, \quad 4. \quad z_i > 0 \quad \text{for all } i = 1, \ldots, n_i.$$ (15)
The mass included in a fixed volume does not depend on possible volume changes due to temperature or strain changes. Thus, the mass phase fractions \( z_i \) have the advantage to be independent of temperature and deformation. Moreover, from (13) and (14) a relation between mass and volume phase fractions follows (for all admissible temperatures \( \theta \) and pressures \( p \))

\[
z_i = \frac{\partial [\theta, p]}{\partial \theta(i, z)^{z_i}} [\theta, p] \quad \text{for all } i = 1, \ldots, n_z, \tag{16}
\]

as well as the following mixture rules for the bulk density \( \rho \) and its inverse are valid

\[
1. \quad \frac{1}{\rho} = \sum_{i=1}^{n_z} \frac{1}{\rho_i} z_i, \quad 2. \quad \frac{1}{\rho_i} = \frac{1}{\rho}, \tag{17}
\]

We remark that some of the formulas derived above can also be found in Ranieri et al. (1991). We also remark, that fortunately, due to the small differences of the densities of the steel phases (at the same temperature), the difference between mass and volume fractions (“absolute error”) is less than 0.02. The relative error is less than 4.5% in unfavorable cases, see Mahnken et al., 2012.

Inserting the relations (13) into Eq. (1.2) and regarding the multiplicative decomposition of the deformation gradient in Eq. (3.2) renders

\[
J = \frac{dV}{dV} = \frac{\rho_0}{\rho} = J_e \cdot J_z, \tag{18}
\]

where \( J_e = \det F, J_z = \det F_z, J_z = \det F_z \), respectively are elastic, thermal and transformation parts.

We assume that the volume \( dV \) will be changed by a density change induced by pressure change \( p - p_0 \), temperature change \( \theta - \theta_0 \) and/or by phase fraction change \( z - z_0 \), leading to a new volume \( dV \) with a new density \( \rho \). Let \( \rho \) be a function of pressure \( p \), absolute temperature \( \theta \) and of mass phase fractions \( z \) with reference value \( \rho_0 = \rho(\theta_0, z_0) \). Upon defining a state vector \( s = [p, \theta, z] \), a Taylor extension up to the first-order terms yields

\[
J = \frac{\rho_0}{\rho} = 1 - \frac{1}{\rho_0} \frac{\partial \rho}{\partial p} [p - p_0] - \frac{1}{\rho_0} \frac{\partial \rho}{\partial \theta} [\theta - \theta_0] - \frac{1}{\rho_0} \sum_{i=1}^{n_z} \frac{\partial \rho}{\partial z_i} z_i [z - z_0]. \tag{19}
\]

Using the mixture rule for the inverse density in (17) and rearranging, the relation (19) gives

\[
J = \frac{\rho_0}{\rho} \approx 1 - \sum_{i=1}^{n_z} \frac{\rho_0 z_i}{\rho_i [p_0, \theta_0]} \left( \frac{1}{\rho_i [p_0, \theta_0]} \frac{\partial \rho_i}{\partial p} [p - p_0] \right) [p - p_0] + \sum_{i=1}^{n_z} \frac{\rho_0 z_i}{\rho_i [p_0, \theta_0]} \left( - \frac{1}{\rho_i [p_0, \theta_0]} \frac{\partial \rho_i}{\partial \theta} [\theta - \theta_0] \right) [\theta - \theta_0] + \sum_{i=1}^{n_z} \frac{\rho_0 z_i}{\rho_i [p_0, \theta_0]} [z - z_0]. \tag{20}
\]

Using Eq. (15) the last summand in Eq. (20) can be re-written in accordance with

\[
\sum_{i=1}^{n_z} \frac{\rho_0 z_i}{\rho_i [p_0, \theta_0]} [z - z_0] = \sum_{i=1}^{n_z} \frac{\rho_0}{\rho_i [p_0, \theta_0]} z_i - \sum_{i=1}^{n_z} \frac{\rho_0 z_i}{\rho_i [p_0, \theta_0]} [p_0, \theta_0] = \sum_{i=1}^{n_z} \frac{\rho_0}{\rho_i [p_0, \theta_0]} z_i - 1 = \sum_{i=1}^{n_z} \frac{\rho_0}{\rho_i [p_0, \theta_0]} z_i - \sum_{i=1}^{n_z} z_i = \sum_{i=1}^{n_z} \left( \frac{\rho_0}{\rho_i [p_0, \theta_0]} - 1 \right) z_i. \tag{21}
\]

Defining the isothermal compressibility of the \( i \)th phase \( \kappa_i[p_0, \theta_0] \), the bulk compressibility \( \kappa \), the heat-dilatation coefficient of the \( i \)th phase \( \alpha_i[p_0, \theta_0] \), the bulk heat-dilatation coefficient \( \alpha \) and the mass phase-dilatation coefficient \( \beta_m \) of the \( i \)th phase (all related to the reference pressure \( p_0 \), to the reference temperature \( \theta_0 \) and to the reference phase mixture \( z_0 \)) by

\[
\kappa_i[p_0, \theta_0] := \sum_{i=1}^{n_z} \frac{\rho_0 z_i}{\rho_i [p_0, \theta_0]} \kappa_i[p_0, \theta_0], \quad \kappa[p_0, \theta_0] := \frac{1}{\rho_0 [p_0, \theta_0]} \frac{\partial \rho_0}{\partial p} [p_0, \theta_0], \tag{22}
\]

a compact form of Eq. (20) is

\[
J \approx 1 - \kappa [p - p_0] + 3 \alpha [p_0, \theta_0] \theta - 3 \beta_m \theta \tag{23}
\]

and where the numbers 3 have been introduced for convenience. Next, assuming the approximation \( J \approx 1 \) for small elastic, thermal and transformation strains, the multiplicative form (18) can be transformed by use of (23) into the following additive form

\[
\ln J = \ln J_e + \ln J_m + \ln J_z \tag{24}
\]

\[
\approx - \kappa [p - p_0] + 3 \alpha [p_0, \theta_0] \theta - 3 \beta_m \theta \tag{25}
\]

In order to take experimental findings into account, we let \( \kappa \) depend on \( \theta \) in forthcoming considerations.

### 2.3 Balance relations

In macroscopic modeling of steel behavior, the material is usually regarded as a coexisting mixture of its phases (i.e. constituents). In contrast to general mixtures, the phases do not diffuse. Here, we assume a constant (macroscopic) carbon content.

Using balance relations in a material representation with respect to the reference configuration \( \mathcal{B}_0 \) we have, see e.g. Haupt (2002)

1. \( \rho_i \dot{\mathbf{u}} = \text{Div}(\mathbf{F} \cdot \mathbf{S}) = \rho_i \dot{\mathbf{f}} \) (linear momentum)

2. \( \rho_i \dot{\varepsilon} + \text{Div} q_0 = \mathbf{S} : \mathbf{E} + \dot{\mathbf{e}} + \rho_i \dot{\eta} \) (energy) \tag{26}

3. \( \left( \dot{\mathbf{r}}_0 \right) \dot{\mathbf{r}}_0 + \dot{\mathbf{e}} = 0 \) (entropy) \tag{27}

In addition to the above notations we use: \( \rho_i \) – density in the reference configuration, \( \mathbf{u} \) – displacement vector, \( \mathbf{E} = (1/2)(\mathbf{F} \cdot \mathbf{F} - 1) \) – Green strain tensor, \( \mathbf{S} \) – (symmetric) 2nd Piola–Kirchhoff stress tensor, \( \mathbf{f} \) – mass density of external forces, \( e \) – mass density of the internal energy, \( q_0 \) – heat-flux density vector, \( r_0 \) – mass density of heat supply. The dot above the argument denotes its time derivative. We also recall, that the inequality (26.3) is known as the Clausius–Duhem inequality.

We assume the following functional relation for the Helmholtz free energy \( \Psi \) be given by

\[
\Psi = \Psi [\mathcal{T}_s, q, z, \theta], \tag{27}
\]

where \( \mathcal{T}_s = F_z', F_z \) is the elastic right Cauchy–Green tensor, \( q = [q_1, \ldots, q_n] \) is the vector of hardening internal variables of strain type. The vector \( z = [z_1, z_2, \ldots, z_n] \) introduced in Section 2.2 considers the different \( n_z \) phases, and also plays the role of an internal variable. Next, we note the constitutive relations for the Mandel stress tensor \( \mathbf{M} \) and the entropy \( \eta \) and define thermodynamic forces \( \mathbf{Q} = [Q_1, Q_2, \ldots, Q_n]' \) and \( \mathbf{Z} = [Z_1, Z_2, \ldots, Z_n]' \).
1. \( \mathbf{M} = \rho_0 \partial \Psi / \partial \mathbf{c} \), \( \partial \Psi / \partial \mathbf{c} \).
2. \( \eta = - \partial \Psi / \partial \mathbf{q} \).
3. \( \Phi = \rho_0 \partial \psi / \partial \mathbf{q} \).
4. \( \mathbf{Z} = \rho_0 \partial \Psi / \partial \mathbf{Z} \).

The thermodynamic forces \( \Phi \) are called hardening stresses and the quantities \( \mathbf{Z} \) are named chemical forces. The relations (28.1) and (28.2) result from the Clausius–Duhem inequality by standard arguments, see e.g. Mahnken et al. (2012). The following inequalities are sufficient for the validity of the Clausius–Duhem inequality:

\[
1. \partial \Psi / \partial \mathbf{M} : \dot{\mathbf{L}} - \mathbf{Q} - \mathbf{Z} \mathbf{Z} \geq 0, \quad 2. \partial \psi / \partial \mathbf{q} \bigtriangleup \mathbf{0}, \quad 3. \partial \psi / \partial \mathbf{Z} \mathbf{Z} \mathbf{Z} \geq 0.
\]

(28)

A common approach for the heat flux vector in Eq. (29.2) is the Fourier-law with respect to the reference configuration \( \mathbf{q}_0 = -\lambda (\partial \mathbf{F}/\partial \mathbf{q})^{1/2} \mathbf{Grad} \mathbf{q} \), where \( \lambda \) is a non-negative heat conduction coefficient. In a general setting it is necessary to formulate evolution equations

\[
1. \dot{\mathbf{L}} = \mathbf{M} \mathbf{M}, \quad \dot{\mathbf{Q}} = \mathbf{Q} + \mathbf{Z}, \quad \dot{\mathbf{Z}} = \mathbf{Z} + \mathbf{Z} \mathbf{Z}, \quad \dot{Z}_i \mathbf{Z} = \mathbf{Z} + \mathbf{Z} \mathbf{Z}.
\]

(30)

Following Cailletaud et al. (1995) and Sai et al. (2011) the terminology “multi-mechanism” is used when different behaviors are observed in the material. These behaviors may be linked to different strain ranges, different stress ranges, different temperatures, etc. Concerning the mathematical structure of a multi-mechanism model in Sai et al. (2011), an nMmc model is obtained with \( n \) mechanisms (i.e. number of inelastic strain contributions) and \( m \) criteria (i.e. number of yield functions): Accordingly, the above velocity gradient is additively decomposed as

\[
\dot{\mathbf{L}} = \sum_{i=1}^n \dot{\mathbf{L}}_{\text{m},i}.
\]

We will return to this issue in Section 3.9.

2.4. Heat-conduction equation

The heat-conduction equation can be derived in a standard way from the energy Eq. (26.2) (cf. e.g. Haupt (2002)). Taking the Eq. (28) into account and expressing the stress power as \( \mathcal{P} = \mathbf{S} : \mathbf{E} = \mathbf{M} : \mathbf{L} \), one gets from Eq. (26.2):

\[
\rho_0 \mathbf{c}_d \partial \mathbf{q} + \text{Div} \mathbf{q}_0 = \mathbf{M} : \dot{\mathbf{L}} - \mathbf{Q} - \mathbf{Z} \mathbf{Z} + \partial \mathbf{M} / \partial \mathbf{q} : \dot{\mathbf{L}}
\]

\[
+ \partial \mathbf{Q} / \partial \mathbf{q} : \dot{\mathbf{Z}} + \rho_0 \mathbf{c}_d \partial \mathbf{q} = \partial \mathbf{c} / \partial \mathbf{q} \mathbf{c}_d
\]

with the heat capacity

\[
\mathbf{c}_d := -\partial \partial \Psi / \partial \mathbf{c} \mathbf{c} (\mathbf{c} / \partial \mathbf{q} \mathbf{c}_d).
\]

(33)

Eq. (32) will be further specialized in Section 3.9.

3. A prototype model for cutting processes

The general thermodynamic framework of the previous section is now specialized to the scenario of a cutting process. To this end, we make concrete proposals for the Helmholtz free energy as well as for the evolution of internal variables. Finally, we discuss the thermodynamic consistency of the model developed below.

In the cutting process under consideration, there are mainly two phases, numbered as follows:

\[
A \text{ for austenite, } \quad M \text{ for martensite.}
\]

(34)

Consequently, the total number of phases introduced in the previous subsection becomes \( n = 2 \).

3.1. Helmholtz free energy

The Helmholtz free energy \( \Psi \) describes the energy storage due to small reversible deformations of the crystal lattice as well as inelastic deformations. More generally, it can also be used to describe different storage mechanisms, e.g. energy changes due to interfacial effects or dislocations. As a specific example of a Helmholtz free energy function we consider, see e.g. Raniecki et al. (1991) and Fischer et al. (1996):

\[
1. \Psi = \Psi_{\text{iso}}(\mathbf{C}, \mathbf{Z}, \mathbf{Z}, \mathbf{Z}) + \Psi_{\text{el}}(\mathbf{C}, \mathbf{Z}, \mathbf{Z}, \mathbf{Z}) + \Psi_{\text{ch}}(\mathbf{Z}, \mathbf{Z}),
\]

\[
2. \Psi_{\text{iso}} = \frac{G(\mathbf{q})}{4 \rho_0} \bigtriangleup \bigtriangleup \mathbf{F} \bigtriangleup \bigtriangleup \mathbf{F}
\]

\[
3. \Psi_{\text{el}} = 1 - 2 \rho_0 \mathbf{K}(\mathbf{q}) \mathbf{L} \mathbf{L}
\]

\[
4. \Psi_{\text{ch}} = \int_{\mathbf{q}_0}^0 \mathbf{C}_d \partial \mathbf{q} / \partial \mathbf{q} - \int_{\mathbf{q}_0}^0 \mathbf{C}_d \partial \mathbf{q} / \partial \mathbf{q} \mathbf{L}
\]

\[
5. \Psi_{\text{ch}} = \Psi_{\text{el}} + \Psi_{\text{iso}} = \frac{1}{2 \rho_0} \mathcal{E}_1 + \frac{1}{2 \rho_0} \mathcal{G}_1 - \frac{1}{2 \rho_0} \mathbf{H}_1 + \frac{1}{2 \rho_0} \mathbf{H}_2 + \frac{1}{2 \rho_0} \mathbf{H}_3.
\]

(35)

Remark 3.1

1. The elastic part \( \Psi_{\text{el}} = \Psi_{\text{iso}} + \Psi_{\text{el}} \) takes storage quantities related to the elastic strains into account. The part \( \Psi_{\text{iso}} \) in Eq. (35.2) considers isochoric deformations due to isochoric elastic strains, where \( \mathbf{C}_d = J_z^2 \mathbf{C}_d \). The part \( \Psi_{\text{iso}} \) in Eq. (35.3) considers volumetric strains represented by \( J_z \) defined in Eq. (1.2). Furthermore, \( G(\mathbf{q}) \) and \( K(\mathbf{q}) = K(\mathbf{q})^{-1} \) are the shear modulus and the compression (or bulk) modulus, respectively, both dependent on temperature \( T \). These are related to Young’s modulus \( E \), Poisson’s ratio \( v \) and the compressibility \( K \) as

\[
1. G(\mathbf{q}) = \frac{2E(\mathbf{q})}{1 + v}, \quad 2. K(\mathbf{q}) = \frac{E(\mathbf{q})}{3(1-2v)} = \frac{1}{\kappa(\mathbf{q})^{-1}}
\]

(36)

We employ a linear dependence of Young’s modulus as

\[
E = E_0 + c_1 (T - T_0)
\]

(37)

where \( T_0 \) is the reference temperature of Section 2 and \( c_1 \) is a constant. We remark, that the above ad hoc extension for the bulk modulus 36.2 could also be included in the definition (22).

2. Assuming the approximation \( \ln J \approx J - 1 \), i.e. we assume that the volumetric changes due to elasticity, temperature and/or phase transformation are small, the additive decomposition (25) yields

\[
\Psi_{\text{ch}} = \frac{1}{2 \rho_0} K(\mathbf{q}) \ln J = \frac{1}{2 \rho_0} \left( \ln J - 3 \left( \ln J_0 - 1 \right) + \frac{1}{2} \ln J_0 \right) \right)^2.
\]

(38)
3. We assume the same elastic isotropic behavior for all phases in Eq. (35.2) (similarly as in Hallberg et al. (2007)). Consequently, it suffices to take into account the temperature dependence as introduced in Eq. (37), a dependence of $G$ and $K$ on the phase-fraction vector $z$ is not used.

4. The term $\Psi^0$ in Eq. 35.4 represents thermally stored energy. Here, we neglect the phase dependence of the specific heat capacity $c_v$. To be consistent with the approach in 35.6, the term $\Psi^0$ refers to the initial state, e.g. martensite (cf. point 6 of these remarks).

5. The inelastic part $\Psi^0$ of the Helmholtz free energy is defined in Eq. (35.5). It accounts for energy storage due to inelastic deformations, more concretely to combined linear and nonlinear isotropic hardening. $q_1$ and $q_2$ are (scalar) internal variables of strain type, such that its number is $n_i = 2$. The evolution will be described below. Note, that there is a technical difference to the presentation in Mahnken et al. (2009), but the sum of the thermodynamical forces $Q_1$ and $Q_2$ (cf. Eq. (28.1)) finally equals to the single force $Q$ in Mahnken et al. 2009. $Q_0$, $b$, and $H$ are positive constants.

6. The term $\Psi^0$ in Eq. 35.6 represents the chemically stored energy with respect to phase transformations. In case of no phase transformations, i.e. for $z = z_0$, this term does not appear.

3.2. Thermodynamic forces

As discussed previously in Section 2 the thermodynamic forces are obtained from the relations (28). Consequently, from Eq. (28.1) and Eq. (38) the Mandel stress tensor is

$$\begin{align*}
\mathbf{M} &= \rho_0^2 \mathbf{C}_e \cdot \frac{\partial \Psi}{\partial \mathbf{e}} \\
&= K[\theta] \ln I_1 + G[\theta] \text{dev} \ln \left[ \frac{\mathbf{C}_e}{\rho_0^2} \right] \\
&- 3K[\theta] \left( \frac{1}{2} \mathbf{G}_0 \mathbf{G}_0 + \frac{1}{2} \mathbf{G}_0 \mathbf{G}_0 \mathbf{G}_0 \right) \mathbf{1}.
\end{align*}$$

(39)

The first two terms in Eq. (39) represent the spherical and deviatoric stress tensors due to deformations. The third term accounts for thermo-mechanical and chemomechanical coupling, respectively.

From the Eq. (28.3) and (28.4), (38), and (35.5) and (35.6) we identify the hardening stresses and the chemical forces as follows:

1. $Q_1 = \rho_0 \frac{\partial \Psi^0}{\partial \mathbf{e}_{11}} = H_1 q_1$,  
2. $Q_2 = \rho_0 \frac{\partial \Psi^0}{\partial \mathbf{e}_{22}} = H_2 q_2$.
3. $Z_i = \rho_0 \frac{\partial \Psi^0}{\partial \mathbf{e}_{ii}} = -K[\theta] \left( \frac{\rho_0}{\rho_0^0} - 1 \right) \ln J_e + \rho_0 \phi_{\text{chem}}[\theta]$,  

$$i = M, A.$$  

(40)

Remark 3.2.

1. Applying the “trace”-operator $\text{tr}[\mathbf{e}] = 1 : [\mathbf{e}]$ to Eq. (39), renders the pressure as

$$-3p = \text{tr} \mathbf{M} = 3K[\theta] \left( \ln J_e - 3 \left( \frac{1}{2} \mathbf{G}_0 \mathbf{G}_0 + \frac{1}{2} \mathbf{G}_0 \mathbf{G}_0 \mathbf{G}_0 \right) \right)$$

which for $p_0 = 0$, $\theta = \theta_0$ is in accordance with Eq. (25).

2. As we will see later, the two terms on the right-hand side of Eq. (40.1) represent nonlinear and linear isotropic hardening, respectively.

3. For steel (see Mahnken et al., 2012; Mahnken et al., 2012) and small elastic strains we have

$$\begin{align*}
\left( \frac{\rho_0}{\rho_0^0} - 1 \right) &\approx 0, \\
J_e &\approx 1 = K[\theta] \left( \frac{\rho_0}{\rho_0^0} - 1 \right) \ln J_e \\
&\approx 0 = Z_i \approx \rho_0 \phi_{\text{chem}}[\theta].
\end{align*}$$

(42)

4. The chemical force $Z_i \approx \rho_0 \phi_{\text{chem}}$ can be regarded as (volume density of) the free enthalpy of the phase $z_i$. (This fact relies on the Gibbs–Duhem relation, we refer to Nolting, 2010; de Groot et al., 1984; Raniecki et al., 1991, amongst others).

In the process under consideration with two phase, the balance relation 15.1, relates the rate of austenite to the rate of martensite as

$$\dot{z}_A = -\dot{z}_M.$$  

(43)

This allows writing the following relation:

$$-\sum_{i=1}^{2} \dot{z}_i = -\dot{z}_M \dot{z}_M - \dot{z}_S \dot{z}_A = - (\dot{z}_M - \dot{z}_A) \dot{z}_M.$$  

(44)

Thus, employing the approximation (42) for the chemical forces $Z_i$, the dissipation term related to phase transformations in Eq. (29) can be re-written as

$$-\sum_{i=1}^{2} \dot{z}_i = - (\dot{z}_M - \dot{z}_A) \dot{z}_M \approx - \rho_0 (\phi_{\text{chem}} - \phi_{\text{chem}}) \dot{z}_M.$$  

(45)

A possible relation for the chemical force difference $\dot{z}_M - \dot{z}_A$ is

$$\dot{z}_M - \dot{z}_A = \rho_0 (\phi_{\text{chem}} - \phi_{\text{chem}}) = \rho_0 (\theta - \theta_{\text{ML}}^0) \frac{Q M A^*}{\theta_{\text{ML}}^0}.$$  

(46)

Here $\theta_{\text{ML}}^0$ is defined as the equilibrium temperature, at which the martensitic phase has the same free enthalpy as the austenite. Consequently, the temperature difference $(\theta - \theta_{\text{ML}}^0)$ is the “undercooling” or the “overheating”, respectively. Furthermore, in Eq. (46) $Q_{M A}$ is the activation energy for the transformation $M \rightarrow A$. It is assumed to be positive, which is a plausible assumption, since a phase transformation only takes place, if the free enthalpy of the parent phase is greater than the free enthalpy of the generated phase. We will return to this point when discussing thermodynamic consistency of the model in Section 3.7 as well as when dealing with the special case of the heat-conduction equation in Section 3.9.

3.3. A yield function of Johnson–Cook type

In Johnson and Cook, 1983 the following (original) relation is proposed for the von Mises stress $\sigma_v$.

$$\begin{align*}
1. \sigma_v &= (A + B \varepsilon^*) \left( 1 - (\varepsilon^*)^m \right) + C \ln \left( \frac{\dot{\varepsilon}^*}{\dot{\varepsilon}_0} \right), \\
2. \varepsilon^* &= \begin{cases} 0 & \text{for } \theta < \theta^0, \\ \frac{\dot{\varepsilon}^*}{\dot{\varepsilon}_0} & \text{for } \theta^0 \leq \theta \leq \theta^0, \\ 1 & \text{for } \theta > \theta^0. 
\end{cases}
\end{align*}$$

(47)

Here $\theta^0$ is the homologous temperature, $\theta^0$ is the room temperature and $\dot{\varepsilon}^0$ is the melt temperature of the material, respectively, and $A, B, n, C, \dot{\varepsilon}_0, m$ are six material parameters. $A$ is the initial yield stress (subsequently denoted as $Y_0$), and $B$ and $n$ represent the effect of strain hardening. $C$ and $\dot{\varepsilon}_0$ represent the effect of rate dependency for the yield stress, whereas $m$ represents the effect of adiabatic heating. The above formulation accounts for rate and temperature dependency.
From the original Johnson–Cook function (47), we formulate a yield function
\[ \phi = \sigma_y - (Y_0 + Q_1 + Q_2)J \]
and
\[ \mathcal{J}^o = (1 - (\theta^o)^m) \quad \mathcal{J}^r = \left( 1 + C \ln \left( \frac{\varepsilon_i}{\varepsilon_0} \right) \right), \]
where the von Mises stress is written in terms of the deviatoric part of the Mandel stress tensor as
\[ \sigma_v = \frac{\sqrt{3}}{2} \| \mathbf{M}_{\text{dev}} \|. \] (49)
Subsequently, the coefficient \( \mathcal{J} \) in Eq. (48.2) shall be referred to as the Johnson–Cook coefficient, where \( \mathcal{J}^o \) and \( \mathcal{J}^r \) reflect the dependences of temperature and strain rate, respectively.

**Remark 3.3**
1. Comparing Eq. (47) and Eq. (48) we introduce a first modification, that the hardening stress \( \mathbf{B} e_{i}^0 \) in Eq. (47) is replaced by the sum of hardening stresses \( Q_1 \) and \( Q_2 \) introduced in the relations (40).
2. Comparing Eq. (47) and Eq. (48) we introduce a further (slight) modification the notation \( x_1 = \max \{ x, 1 \} \). This ensures the relation
\[ \mathcal{J} = (1 - (\theta^o)^m) \left( 1 + C \ln \left( \frac{\varepsilon_i}{\varepsilon_0} \right) \right) \geq 0 \] (50)
for all parameters \( C \geq 0, \varepsilon_0 > 0, m > 0 \), and all temperatures \( \theta > 0 \).

### 3.4. Evolution equations for visco-plasticity

We split the inelastic part \( \mathbf{L}_i \) of the velocity gradient \( \mathbf{L} \) into the sum
\[ \mathbf{L}_i = \mathbf{L}_p + \mathbf{L}_t, \] (51)
where \( \mathbf{L}_p \) and \( \mathbf{L}_t \) represent the visco-plastic and the TRIP part, respectively. In the following we propose evolution equations for both quantities. Within this approach, we extend the well-known Johnson–Cook model in order to take into account asymmetric effects for plasticity, based on the concept of stress-mode related weighting functions introduced in Mahnken, 2003.

#### 3.4.1. Stress mode related weighting functions

Following the approach of Mahnken (2003) for the weighting functions \( w_i \) it is stipulated that
\[ \sum_{i=1}^{S} w_i[M] = 1, \quad 2. \ w_i[M] = \delta_{ij}, \quad 3. \ w_i[M] \geq 0, \] (52)
i.e. the weighting functions \( w_i \) are associated to different independent characteristic stress modes characterised by stress tensors \( M, j = 1, 2, \ldots, S \). We also remark, that Eq. (52.1) can be regarded as a completeness condition, whereas Eq. (52.2) constitutes a normalisation condition for the weighting functions. The specific mathematical structures for weighting functions have been introduced in Mahnken, 2003 on the basis of the following quantities:
\[ 1. \ \xi = \sqrt{\frac{27}{2}} \frac{\pi_{av} I_3}{(\pi_{av} I_2)^{3/2}} \]
\[ 2. \ \pi_{av} I_i = \frac{1}{\sqrt{1 - (\mathbf{M}_{\text{dev}})^2}}, \quad i = 2, 3. \] (53)
The quantity \( \xi \) is referred to as the stress mode factor and has the property \(-1 \leq \xi \leq 1\). Related graphical interpretations are given in Mahnken, 2003.

For the stress modes related to the loading scenarios of tension, compression and shear we set \( S = 3 \). Then the requirements (52) are satisfied by the following weighting functions in terms of the stress mode factor \( \xi \):
1. tension: \( w_1[\xi] = \begin{cases} \xi^2, & \text{if } \xi \geq 0 \\ 0, & \text{else} \end{cases} \) (54)
2. compression: \( w_2[\xi] = \begin{cases} \xi^2, & \text{if } \xi \leq 0 \\ 0, & \text{else} \end{cases} \)
3. shear: \( w_3[\xi] = 1 - \xi^2 \)

For the case, that experimental data are available only for the loadings in tension and compression, with \( S = 2 \) the following functions are used
1. tension: \( w_1[\xi] = \frac{1}{2} (1 + \xi) \)
2. compression: \( w_2[\xi] = \frac{1}{2} (1 - \xi) \). (55)

#### 3.4.2. Evolution of internal variables

We assume the following evolution equations for the viscoplastic part \( \mathbf{L}_p \) of the velocity gradient in Eq. (51) and the internal variables \( q_1 \) and \( q_2 \) in the relation (35.4)
1. \( \mathbf{L}_p = \lambda \sqrt{\frac{2}{3}} \mathbf{N}, \quad \text{where } \mathbf{N} = \frac{\mathbf{M}_{\text{dev}}}{\| \mathbf{M}_{\text{dev}} \|}, \) (56)
2. \( q_1 = \lambda \mathcal{J} \left( 1 - c \frac{Q_1}{H_1} \right) \)
3. \( q_2 = \lambda \mathcal{J} \)

where \( \mathcal{J} \) is the Johnson–Cook coefficient in Eq. (50.2). Furthermore, the plastic multiplier \( \lambda \) is obtained from the loading/unloading conditions, see e.g. Simo et al., 1998,
1. \( \lambda \geq 0, \quad 2. \phi \leq 0, \quad 3. \lambda \phi = 0. \) (57)
Here, we have also introduced the rate of equivalent plastic strain \( \dot{\varepsilon}_i \) defined as \( \dot{\varepsilon}_i = 2/3 \mathbf{L}_p : \dot{\mathbf{L}}_p \), such that by use of Eq. (56.1) one obtains the relation
\[ \dot{\varepsilon}_i = \sqrt{\frac{2}{3}} \mathbf{L}_i : \dot{\mathbf{L}}_i = \lambda \sqrt{\frac{2}{3}} \frac{3}{2} \mathbf{N} : \dot{\mathbf{N}} = \dot{\lambda}. \] (58)

**Remarks 3.4**
1. The coefficient \( c \geq 0 \) in Eq. (56.2) may depend on the temperature and different quantities, e.g. invariants of the stress tensor.
2. Here, we consider positive constant parameters \( H_1 \) and \( H_2 \). A dependence on temperature is possible, while a dependence on further quantities would result in more terms in the Clausius–Planck inequality (29.1).
3. As explained in Mahnken (2005) an alternative mixed-variant representation of the above flow rule 56.1 relative to the reference configuration \( \delta_0 \) is as follows:
\[ 1. \ \mathbf{L}_m = \mathbf{F}_i^{-1} \cdot \mathbf{L} \cdot \mathbf{F}_i = -\frac{1}{2} \dot{\mathbf{C}}_i^{-1} : \mathbf{C}_i = \lambda_{\mathbf{N}}, \quad \text{where} \]
\[ 2. \ \mathbf{N} = \frac{\mathbf{M}_{\text{dev}}}{\| \mathbf{M}_{\text{dev}} \|} \]
\[ 3. \ \mathbf{C}_i = \mathbf{F}_i^{-1} \cdot \mathbf{F}_i \]

This representation is more convenient with respect to numerical implementation in order to get an objective time-integration scheme Simo et al., 1998.
According to the relations (40.1), (40.2), (56.2) and (56.3) one obtains

1. \( \dot{Q}_1 = H_t \dot{q}_1 = \lambda J (H_1 - CQ_1) \)
2. \( \dot{Q}_2 = H_t \dot{q}_2 = \dot{J} H_t J \)

For the special case \( J = 1, H_t, H_2 \) and \( c > 0 \) being constant, and the initial conditions \( Q_1(0) = 0, Q_2(0) = 0 \) one obtains the solutions

1. \( Q_1(e_v) = \frac{\dot{q}_1}{\dot{J}} (1 - \exp(-ce_v)) \)
2. \( Q_2(e_v) = H_t e_v \)

With the stress mode related weighting functions in the Eqs. (53), (55) and evolution of the hardening stresses in (60) at hand we are in a position to formulate two extended variations of the original Johnson–Cook model based on Eq. (47).

### 3.4.3. Model A: rate independent flow factor with a rate dependent yield function

Table 1 summarizes all equations for the first proposal for simulation of asymmetric visco-plasticity, labeled Model A in the sequel: It consists of a flow rule in Eq. (I), with flow direction in Eq. (II) and flow factor in Eq. (III). The yield function in Eq. (IV) constitutes a barrier term for the von Mises stress \( \sigma_i \) in Eq. (V), written in terms of the Mandel stress tensor \( \mathbf{M} \). The scalar \( Y_0 \) in Eq. (IV) represents an initial barrier for inelastic behavior, which is increased by the hardening stresses \( Q_1, Q_2 \) in Eq. (VII). The total barrier \( Y_0 + Q_1 + Q_2 \) may be decreased or increased by the Johnson–Cook coefficient \( J \) in Eq. (VII). Rate dependence of Model A is achieved by the factor \( J^\alpha \). The key idea of Model A is obtained by the weighted constants in Eq. (VIII). All related material parameters are summarized in Eq. (IX).

### 3.4.4. Model B: rate dependent flow factor with a rate independent yield function

Table 2 summarizes all equations for the second type of asymmetric visco-plasticity, compared to Model A, the key idea here is an additive decomposition of the flow factor in Eq. (IV) into a sum of S stress mode related quantities. The flow factors for each mode in Eq. (III) are formulated as standard power laws and render the rate dependence for the model. Furthermore the notation \( < \chi > = \chi \) for \( \chi > 0, < \chi > = 0 \) for \( \chi < 0 \) has been used, such that the function \( \Phi = \Phi(\mathbf{M}, Q) \) in Eq. (V) plays the role of an overstress function. Note, that for simplicity the flow direction in Eq. (II) and the flow factor in Eq. (III) are assumed to be identical for all stress modes. Contrary to Model A, the hardening stresses \( Q_1, Q_2 \) in Eq. (VII) consider the temperature part.\( J^\alpha \) of the Johnson–Cook coefficient in Eq. (VIII), since rate dependence is activated by the power laws in Eq. (III). All material parameters of Model B are summarized in Eq. (IX).

#### 3.5. A flow rule for transformation plasticity

A general flow rule for the transformation part \( \mathbf{L} \), occurring in Eq. (51) can be written as

\[ \mathbf{L} = \sum_{i=1}^{n_i} \mathbf{L}_{i}, \]

where \( \mathbf{L}_{i} \) represents transformations strains due to transformation of the ith phase, see e.g. Mahnken et al., 2012 for multiple transformations strains. In this paper, we assume that TRIP is only caused by martensitic transformations, neglecting possible TRIP during the formation of austenite. In case of necessity, TRIP caused by austenitic transformation can be included without difficulties. Thus, we suppose

\[ \mathbf{L}_{i} = \dot{\mathbf{z}}_{M} \frac{3}{2} f_i[K_{p_{0M}}(\sigma_v)] (\mathbf{M}^{\text{der}})^{\theta}. \]

In this way, the term \( \mathbf{L}_{i} \) in Eq. (63) generalizes the TRIP approach due to Leblond (1989) among others within a small strain theory. The scalar \( K_{p_{0M}} \) in Eq. (63) is the Greenwood–Johnson parameter (Greenwood and Johnson (1965)). A dependence on the stress \( \sigma_v \) has been introduced in Mahnken et al. (2009) in order to obtain a better agreement with experimental results as follows:

\[ K_{p_{0M}}(\sigma_v) = K_{p_{0M}} + K_{p_{2M}}(\sigma_v). \]

The saturation function \( f_i(\mathbf{z}_M) \) in Eq. (63) is a heuristic function satisfying

\[ 1. f_1[0] = 0, \quad 2. f_1[1] = 1, \quad 3. f_1'[\mathbf{z}_M] = \frac{df_1}{d\mathbf{z}_M} > 0. \]

A possible formulation is given by Denis et al. (1983) as

\[ 1. f_1[\mathbf{z}_M] = (2 - z)z \Rightarrow 2. f_1'[\mathbf{z}_M] = 2(1 - z), \quad 3. f_1'[\mathbf{z}_M] = -2. \]

For further discussions and references concerning TRIP we refer to Wolff et al. (2009).

#### 3.6. Evolution of phase fractions

The cutting forming process under consideration is characterized by two phase transformations generally being dependent of each other: Transformation of the martensitic initial state into austenite and retransformation to martensite. There are a lot of different phenomenological (macroscopic) approaches for phase transformations in steel. For discussion and references we refer

### Table 1

<table>
<thead>
<tr>
<th>Model A: Rate independent flow factor with a rate dependent yield function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I) Flow rule</td>
</tr>
<tr>
<td>(II) Flow direction</td>
</tr>
<tr>
<td>(III) Flow factor</td>
</tr>
<tr>
<td>(IV) Yield function</td>
</tr>
<tr>
<td>(V) von Mises stress</td>
</tr>
<tr>
<td>(VI) Hardening stresses</td>
</tr>
<tr>
<td>(VII) Johnson–Cook coefficient</td>
</tr>
<tr>
<td>(VIII) Weighted constants</td>
</tr>
<tr>
<td>(IX) Material parameters</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Model B: Rate dependent flow factor with a rate independent yield function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I) Flow rule</td>
</tr>
<tr>
<td>(II) Flow direction</td>
</tr>
<tr>
<td>(III) Flow factor for each mode</td>
</tr>
<tr>
<td>(IV) Weighted flow factor</td>
</tr>
<tr>
<td>(V) Overstress function</td>
</tr>
<tr>
<td>(VI) von Mises stress</td>
</tr>
<tr>
<td>(VII) Hardening stresses</td>
</tr>
<tr>
<td>(VIII) Johnson–Cook coefficient</td>
</tr>
<tr>
<td>(IX) Material parameters</td>
</tr>
</tbody>
</table>
Wolff et al. (2007). In the following we give some specific formulations for both phases according to the numbering (34).

In our setting, austenite can only be formed from the martensitic initial state due to conversion of mechanical dissipation into heat during the cutting process. Thus, we set the initial conditions

\[ z_0 = [z_{M0}, z_{A0}] = [1, 0]^T. \]  

(67)

As a consequence of Eq. (67), the initial density \( \rho_0 \) equals to \( \rho_{ij0} \). Moreover, in the elastic part \( \Psi^{el} = \Psi^{iso} + \Psi^{vol} \) of the free energy (see Eq. (35.3)) as well as in Eq. (39) and Eq. (40) some specifications occur. For instance, \( \Psi^{vol} \) now reads as

\[
\Psi^{vol} = \frac{C(\theta)}{4\rho_M(\theta_0)} \left( \text{tr} \left[ \ln \mathbf{C} \right] \right)^2 + \frac{K(\theta)}{2\rho_M(\theta_0)} \left( \text{ln} f - (3z_M(\theta)(\theta - \theta_0) + K_{1s}z_A) \right)^2.
\]

(68)

Here the constant

\[ K_{1s} = \frac{\rho_{ij0}(\theta_0)}{\rho_{i0}(\theta_0)} - 1 \]

(69)

represents the volume change ratio \( \Delta V/V \) after complete transformation for a two phase system, see e.g. Mahnken et al., 2010.

1. Formation of austenite: The heating is very fast and leads to high temperatures. Therefore, for the evolution of the austenite phase fraction \( z_A \) we suppose a simple approach due to Leblond et al. (1984)

\[ z_A = \mu_M(1 - z_A)H(\theta - \theta_{Ac}), \]

(70)

where \( \mu_M > 0 \) is a constant, \( \theta_{Ac} \) is the austenite start temperature. The Heaviside function \( H \) with \( H(s) = 1 \) for \( s > 0 \) and \( H(s) = 0 \), otherwise, plays the role of a switcher.

2. Formation of martensite: Martensite can only be formed from austenite during rapid cooling due to the contact between work-piece and tool, namely near the surface. We use a rate form of the Koistinen-Marburger approach

\[ z_M = \left( \frac{\partial}{\partial t} \right) \left( 1 - z_M \right) H(\theta - \theta_{Ms} - 0). \]

(71)

Here, \( \kappa > 0 \) is the Koistinen–Marburger parameter, and \( \theta_{Ms} \) is the martensite start temperature. In Eq. (71) we assume that the total amount of martensite transforms into austenite and thus is available for retransformation into martensite. Otherwise, the term \( (1 - z_M) \) could be replaced by \( (z_A - z_M) \).

3.7 Thermodynamic consistency

For thermodynamic consistency of model A and B under consideration it is sufficient, that the Clausius-Plank inequality (29.1) is fulfilled. In the sequel, we basically follow the approach in Mahnken et al., 2012. Using the split (51), the evolution Eq. (63) for TRIP, (56.2), (56.3) for the internal variables \( q_1 \) and \( q_2 \), the Clausius–Planck inequality (29.1) for model A re-writes as

\[
\dot{q}^1 = \mathbf{M}^1 \mathbf{L} - q_1 \dot{q}_1 - q_2 \dot{q}_2 - \sum_{i=1}^{N} \dot{z}_i.
\]

\[
= \lambda(\sigma - (Q_1 + Q_2)\sigma) + \frac{C}{H} f = \left( \frac{1}{2} \frac{\partial}{\partial \sigma} \left[ \mathbf{K}(\sigma) \mathbf{H} \right] \right) \mathbf{M}^{el} \dot{\sigma} + \sum_{i=1}^{N} \dot{z}_i \geq 0.
\]

(72)

Analogously, for model B the Clausius–Planck inequality (29.1) renders

\[
\dot{q}^1 = \mathbf{M}^1 \mathbf{L} - q_1 \dot{q}_1 - q_2 \dot{q}_2 - \sum_{i=1}^{N} \dot{z}_i.
\]

\[
= \lambda(\sigma - (Q_1 + Q_2)\sigma) + \frac{C}{H} f = \left( \frac{1}{2} \frac{\partial}{\partial \sigma} \left[ \mathbf{K}(\sigma) \mathbf{H} \right] \right) \mathbf{M}^{el} \dot{\sigma} + \sum_{i=1}^{N} \dot{z}_i \geq 0.
\]

(73)

Due to \( K_{plt} > 0 \) the first three terms in (72) and (73) are non-negative. Therefore, it remains to investigate the identical last term of both equations. Using the approximation (42), the assumption (46) and re-writing this term in accordance with (45), it remains to prove that

\[
- \sum_{i=1}^{N} \dot{z}_i \geq 0.
\]

(74)

Since the activation energies \( Q_{ze} \) are assumed to be positive, each summand in (74) is non-negative (taking the minus sign in front of the sum into account). Indeed, for the transformation \( M \rightarrow A \) (initial state to austenite), the temperature \( \theta \) is higher than the equilibrium temperature \( \theta_{M}^{eq} \) and \( z_M \) decreases, i.e. \( z_M < 0 \). Contrary, during the transformations \( A \rightarrow M \) (austenite to martensite), ones has \( \theta_{M}^{eq} \) > \( \theta \) and \( z_M > 0 \). It is well-known that the formation of martensite is not an equilibrium reaction, and there must be a considerable undercooling. Thus, the martensite-start temperature \( \theta_{Ms} \) is much less than \( \theta_{M}^{eq} \). However, this does not contradict our reasoning at the macroscopic level.

Thus, model A and B under consideration are thermodynamically consistent. Moreover, this result does not depend on special approaches for the evolution equations for the phase fractions like Leblond–Devaux, Johnson–Mehl–Avrami–Kolmogoroff or Koistinen–Marburger.

3.8. Interpretation as a multi-mechanism model

As mentioned in Section 2.3 the terminology “multi-mechanism” is used when different behaviors are observed in the material, linked to different strain ranges, different stress ranges, different temperatures, etc. Accordingly, this list of macroscopic effects can extended to compression, tension and torsion modes and moreover to phase transformation, as proposed in our prototype model.

Consequently, the evolution equation for the inelastic part of the velocity gradient \( \mathbf{L} \) of our prototype model B can also be recast as the additive decomposition in Eq. (31). To this end we combine the equations for the inelastic part \( \mathbf{L}_j \) in Eq. (51) with the flow rule in Table 2 for model B and the transformation part in Eq. (62). This renders the additive decomposition

\[ \mathbf{L} = \sum_{j=1}^{S} w_j \left( \frac{\Phi_j}{K_j} \right)^n \mathbf{N} + \sum_{j=1}^{n} \mathbf{L}_j. \]

(75)

Thus, we have \( n = S + n_i \) mechanisms corresponding to \( S \) stress modes and \( n_i \) phase-transformations. According to the overview in Table 2, the number of yield criteria is \( m = 1 \).

For Model A in Table 1, the stress-modes are not explicitly related to the additive decomposition in Eq. (75), however, an implicit relation is obtained by the stress mode dependent material parameters in Table 1.

To the authors knowledge, up to now the theory of multi-mechanism models has been developed only in the framework of small deformations (see Saï et al. (2011)). In this setting, the possible coupling of the mechanisms via the coupling of individual back stresses is characteristic and allows to describe observable interactions. For an application to steel behaviour we refer to Wolff et al. (2011). A corresponding application to finite deformations with coupled kinematic hardening remains to future work.

3.9. Special form of the heat-conduction equation

In our case of two phases involved in the process, we can re-write the heat-conduction Eq. (32), expressing again the austenite rate. This gives
\[ \rho_0 \dot{c}_q + \text{Div} q_0 = M : L_q - Q q + \theta \frac{\partial M}{\partial \theta} \]

where the latent heat \( L_M \) of the transformation \( A \rightarrow M \) is introduced as

\[ L_M := -Z_M + Z_A + \theta \frac{\partial Z_M}{\partial \theta} - \theta \frac{\partial Z_A}{\partial \theta} . \]

(77)

Clearly, the relation \( L_M = 0 \) holds. Using the approximation (42) and the assumption (46) one gets (in case of constant \( Q_{LA} \)) from (77):

\[ L_M = \rho_0 Q_{LA} . \]

(78)

Thus, the volume density of the activation energy \( \rho_0 Q_{LA} \) of the transformation \( A \rightarrow M \) is the latent heat of the corresponding transformation. This assertion corresponds to the observation, that the formation of martensite is exotherm. Contrary, the formation of austenite is endotherm.

In our case, the isotropic hardening stresses do not depend on temperature. Thus, we can finally write the heat-conduction equation in the following form.

\[ \rho_0 \dot{c}_q + \text{Div} q_0 = M : L_q - Q q + \theta \frac{\partial M}{\partial \theta} + \sum_{i=1}^{2} L_{q2} z_i + \rho_0 \dot{T} . \]

(79)

### 3.10. Summary of constitutive equations

The constitutive relations of our multimechanism model are formulated relative to the intermediate configuration \( B \) are summarized in Eq. (I) to Eq. (VI) of Table 3.

In Table 3 also the material parameters are summarized. For the first set, data are available for compression, tension and shear. However, for the sake of simplicity and assuming that for the cutting process more or less proportional loading paths are to be expected, we will serve as a working assumption in this paper.

#### Table 3

Multimechanism model for visco-plasticity and transformation-induced plasticity at large strains.

<table>
<thead>
<tr>
<th>I. Maudel stress tensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( M = K/</td>
</tr>
<tr>
<td>2. ( G/</td>
</tr>
</tbody>
</table>

#### II. Inelastic flow

Additive decomposition

1. \( L_q - E_q = L \)

Visco-plastic flow: see Model A in Table 1 or Model B in Table 2

TRIP flow

11. \( L_q = 2m \frac{1}{2} [e_{\text{pt}}(\sigma e) / |\sigma| \text{deg in}(\text{C})] \)

12. \( e_{\text{pt}}(\sigma e) / |\sigma| = e_{\text{pt}}(\sigma e) / \text{deg in}(\text{C}) \)

13. \( f_{\text{pt}}[\text{deg in}(\text{C})] = 2(1 - 2 \mu) \)

#### III. Phase transformation (PT) kinetics

Martensite \( \rightarrow \) Austenite (\( A \rightarrow \text{M} \))

1. \( 2 \mu = \mu_{\text{pt}}(1 - 2 \mu) H(0 - A) \)

Austenite \( \rightarrow \) Martensite (\( A \rightarrow \text{M} \))

2. \( 2 \mu = (1 - 2 \mu) H(0 - \theta_{\text{AS}}) \)

#### IV. Material parameters

1. \( k_A = [E_0, c_1, \theta_a, \dot{\theta}_a]^T \)

2. \( k_M = [2m]^T \)

3. \( k_{\text{pt}} = [K_{\text{pt}}, K_{\text{pt}}^2, M_{\text{pt}}, \dot{k}_{\text{pt}}]^T \)

4. \( k_{\text{vt}} = [c, \dot{c}]^T \)

5. \( k_{\text{vt}} = [\theta, \dot{\theta}, \rho_0, \rho_A, \dot{\theta}_{\text{AS}}]^T \)

The constitutive equations in Table 3 have been implemented into a Finite-Element program using an implicit Euler scheme for time integration. The resulting algorithm is very similar to the approaches in Mahnken, 2005; Mahnken, 2005; Mahnken et al., 2010 and therefore shall not be described in this paper.

### 4. Representative examples

In this section two numerical examples are presented. In the ensuing Section 4.1 experimental data for a steel 100Cr6 are used for parameter identification of the constitutive equations of the previous Section 3. In a second example the material model is applied in Section 4.2 in order to investigate a cutting process.

#### 4.1. Steel 100Cr6 under tension, compression and shear as well as phase-transformation

This section exhibits simulations of the material behavior for steel 100Cr6 with our multi-mechanism model. The chemical composition of the material 100Cr6 is listed in Table 4:

As a main goal the corresponding material parameters are identified. To this end two sets of experimental data have been used:

1. **Thermal–mechanical tests**: This set of experiments takes into account different temperatures, strain rates and stress modes (e.g. tension, compression and torsion). However, only data for temperatures below \( A_3 \) are available, and thus only valid for pure martensite.

2. **Dilatometer tests**: The second set of experiments covers a broad temperature range – above and below the martensitic start temperature \( M_s \) – thus taking into account the TRIP effect. However, stresses are below the yield stress of the two phase material. Furthermore, we note, that the behaviour of phase transformation subjected to the conditions of high rates, as in the cutting process has not been considered so far experimentally.

#### 4.1.1. Thermal–mechanical tests

For the first set, data are available for compression, tension and shear in order to account for the SD-effect. Furthermore, tests were performed at different strain rates and different temperatures in order to account for rate and temperature effects. Concerning specimen geometry and performance of the experiments we refer to Halle (2005). So far experimental results are available with data according to the following nomenclature:

<table>
<thead>
<tr>
<th>Notation</th>
<th>Strain rate (s(^{-1}))</th>
<th>Compression (t)/Tension (t)/Shear (s)</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-R0001-T20</td>
<td>0.001</td>
<td>Tension</td>
<td>20</td>
</tr>
<tr>
<td>t-R120-T20</td>
<td>1.0</td>
<td>Tension</td>
<td>20</td>
</tr>
<tr>
<td>c-R0001-T20</td>
<td>0.001</td>
<td>Compression</td>
<td>20</td>
</tr>
<tr>
<td>c-R01-T20</td>
<td>0.1</td>
<td>Compression</td>
<td>20</td>
</tr>
<tr>
<td>c-R184-T20</td>
<td>184</td>
<td>Compression</td>
<td>20</td>
</tr>
<tr>
<td>c-R1890-T20</td>
<td>1890</td>
<td>Compression</td>
<td>20</td>
</tr>
<tr>
<td>c-R183-T400</td>
<td>183</td>
<td>Compression</td>
<td>400</td>
</tr>
<tr>
<td>c-R185-T600</td>
<td>185</td>
<td>Compression</td>
<td>600</td>
</tr>
<tr>
<td>s-R101-T20</td>
<td>101</td>
<td>Shear</td>
<td>20</td>
</tr>
<tr>
<td>s-R101-T600</td>
<td>101</td>
<td>Shear</td>
<td>600</td>
</tr>
</tbody>
</table>

All specimens and samples used in the experiments are made and provided by the project partner IWF from the Technical University of Berlin in the frame of the german research network.
SPP1480. All tests were performed by the company NORDMETALL, Adorf, Germany. In the sequel we give a brief overview on performance of the experiments.

**Tension tests:** The quasi-static tensile tests at strain rates of 0.001 s\(^{-1}\) and at room temperature are performed using a mechanical universal testing machine with a maximum load of 100 kN. The dynamic-impact tensile tests are performed using a rotating wheel machine. Fig. 1(a) shows the schematic illustration of the testing device. It consists of a flywheel, in which a claw is locked at the beginning of the test. The flywheel is accelerated with an electrical drive to the required speed. If the testing velocity is reached, the claw is released and is aligned due to the acting centrifugal force. As the lower part of the specimen is fixed in a pile, the specimen is deformed abruptly, when the claw impacts the pile. Due to the high energy capacity of the flywheel machine, the material is deformed until failure without a significant loss of the impact velocity.

**Compression tests:** For the investigations under compressive loading, specimens with a diameter of \(\phi 6\) mm and a height of ca. 6.5 mm are used. The quasi-static and quasi-dynamic tests at strain rates of 0.001 and 0.1 s\(^{-1}\) are performed on a universal testing machine with a maximum load of 100 kN. The forces were measured using a calibrated load cell. The impact dynamic compression tests at strain rates of ca. 10\(^2\) s\(^{-1}\) are performed using a drop weight machine. A schematic illustration of the testing device is shown in Fig. 1(b). A falling mass (B) of 600 kg is guided in a four column frame (A). The punch (C) is mounted on the lower side of the falling mass and impacts the specimen (E), which is adjusted to an anvil (D). After the deformation of the specimen, the mass is stopped by mechanical stopping devices (F) and caught by a hydraulic brake. Using this technique, a second impact of the mass to the specimen is avoided and the deformed specimen can be used for further investigations, e.g. microstructure analysis. The dynamic force is measured directly on the punch (C). The dynamic deformation is measured using an electro-optical gage (G). Beside room temperature testing, the drop weight machine was also used for dynamic compression tests at elevated temperatures. The specimens were heated up using an inductive coil setup.

High dynamic compression tests at strain rates > 10\(^3\) s\(^{-1}\) were performed using a Split-Hopkinson-Pressure-Bar setup (SHPB), which is schematically shown in Fig. 2(a). A striker bar impacts an incident bar and an elastic pressure wave is developed. The pressure wave propagates through the incident bar and reaches the specimen, which is located between the incident and the transmitter bar. As the amplitude of the incoming pressure wave is larger than the yield strength of the specimen, the specimen is deformed plastically. Hence, a part of the incoming stress wave is transmitted to the transmitter bar and the other part is reflected as a tensile stress wave in the incident bar. Applying the principles

### Table 4

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Mo</th>
<th>Ni</th>
<th>Al</th>
<th>Cu</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.97</td>
<td>0.19</td>
<td>0.41</td>
<td>0.01</td>
<td>0.01</td>
<td>1.43</td>
<td>0.05</td>
<td>0.10</td>
<td>0.01</td>
<td>0.11</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

![Fig. 1. Test devices: a) Principle of high-rate tensile testing with flywheel setup Handbook, 2002, b) Scheme of a drop weight machine used for dynamic compression loading at ca. 200 s\(^{-1}\): (A) frame, (B) drop weight, (C) punch, (D) anvil, (E) specimen, (F) stopping device, and (G) incremental gage Handbook, 2002.](image)

![Fig. 2. Test devices: (a) Schematic of a compression Split-Hopkinson-Pressure-Bar (SHPB) Handbook, 2002, (b) Torsion test machine.](image)
of one dimensional elastic wave propagation in slim bars, the stress–strain response of the material can be calculated.

**Torsion tests:** Experimental investigations under torsion loading are performed using a high rate testing machine, which is available at Chemnitz University of Technology, see Fig. 2(b). The machine is developed for experimental investigations of materials under monotonic and cyclic torsion loading. Furthermore, a wide range of strain rates from $10^{-3}$ to $10^{-2}$ s$^{-1}$ can be realized in the machine. For the dynamic tests at strain rates of $10^{-2}$ s$^{-1}$, the specimen is fixed at the lower end of a Hopkinson bar. According to the principle of a flywheel machine, a flywheel mass is accelerated. If the required testing velocity is reached, the specimen is impact loaded up to failure using a thread-quick-coupling device. Applying the Hopkinson principle, the torque of the specimen is measured using the Hopkinson bar. At room temperature, the transition from elastic to elastic–plastic flow of the specimen is measured with a strain gage applied directly on the specimen. Higher plastic deformations and the plastic deformation at high temperature torsion tests are calculated from the torsion angle. The specimens were heated using an inductive heating device.

The resulting stress strain curves are shown in Fig. 3. As can be seen e.g. in Fig. 3(a) (from the data with symbols), the elastic behavior is identical for different strain rates. However, the inelastic behavior changes with strain rate, the higher the strain rate, the

![Model A](image1.png)  
![Model B](image2.png)  

Fig. 3. Steel 100cr6: Stress strain curves (a) under compression with same temperature, different strain rates, (b) different temperatures, almost same strain rate and (c) under tension and compression with same temperature and strain rate. Symbols refer to experiment, solid lines to simulation.
larger the yield stress. Additionally, the stress–strain curves in Fig. 3(b) illustrate the asymmetric effect of the inelastic behavior (786 MPa for tension, –809 MPa for compression), where both curves are obtained with same strain rate and same temperature. In addition, the results for the tests s-R101-T20 and s-R101-T600 in Fig. 4(a), reveal a different inelastic behavior for torsion in comparison to tension and compression. Lastly, the results in Fig. 4(b) show shear stress–strain curves with temperature dependence.

For parameter identification based on experimental testing a least-squares functional is considered as an identification criterion in order to minimize the distance of the simulated data to the experimental data. The least-squares problem reads:

$$f(K) = \frac{1}{2} ||d(K) - \bar{d}||^2 \rightarrow \min(K \in \mathcal{K}), \text{ where}$$

$$\mathcal{K} = \prod_{i=1}^{p} \mathcal{K}_i, \quad \mathcal{K}_i = \{a_i \leq K_i \leq b_i\}$$

(80)

Here, d(K) are the simulated data, which depends on the parameters. a, b are lower and upper bounds for the material parameters.

A general framework and technical details for the minimization of the least-squares functional is presented elsewhere, see e.g. Mahnken et al., 1998; Mahnken, 2004 for more details, which shall not be considered here.

The constitutive equations of Section 3 for Model A and Model B of Table 1 and 2 have been used. In both cases we set S = 3 for the number of modes, thus referring to three types of experiments in

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material parameters for steel 100C6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K⊂γ⊂1</th>
<th>$E_0$ [MPa]</th>
<th>V</th>
<th>$c_1$ [MPa]</th>
<th>$\theta_{01}$ [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.06E + 05</td>
<td>0.28</td>
<td>0.0</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$K_{\mu\mu}$</th>
<th>$Y_0$ [MPa]</th>
<th>$Y_0$ [MPa]</th>
<th>$Y_0$ [MPa]</th>
<th>$H_1$ [MPa]</th>
<th>$H_2$ [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>593.755</td>
<td>571.153</td>
<td>508.065</td>
<td>1.969E + 06</td>
<td>41.29</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>c ⊂1</th>
<th>$c_1$ [MPa]</th>
<th>$c_1$ [MPa]</th>
<th>$c_1$ [MPa]</th>
<th>$c_1$ [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>141.9</td>
<td>119.13</td>
<td>119.13</td>
<td>2.32E-02</td>
<td>1.92E-02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\epsilon_{0}$ [MPa]</th>
<th>$\epsilon_{0}$ [MPa]</th>
<th>$\epsilon_{0}$ [MPa]</th>
<th>$m_1$ [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.92E-02</td>
<td>1.0E-05</td>
<td>1.0E-05</td>
<td>1.56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_2$ [MPa]</th>
<th>$m_3$ [MPa]</th>
<th>1.56</th>
</tr>
</thead>
<tbody>
<tr>
<td>34.2</td>
<td>71.2</td>
<td>71.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n_1$ [MPa]</th>
<th>$n_2$ [MPa]</th>
<th>5.63</th>
</tr>
</thead>
<tbody>
<tr>
<td>34.2</td>
<td>71.2</td>
<td>2.664</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n_3$ [MPa]</th>
<th>5.63</th>
</tr>
</thead>
<tbody>
<tr>
<td>34.2</td>
<td>71.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$k_t$ [MPa]</th>
<th>$k_t$ [MPa]</th>
<th>0.884E-05</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0E+00</td>
<td>0.0012</td>
<td>0.013</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda_{\mu\mu}$ [MPa]</th>
<th>$\lambda_{\mu\mu}$ [MPa]</th>
<th>1.03E-04</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0E+00</td>
<td>0.0012</td>
<td>0.013</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda_{\gamma\gamma}$ [MPa]</th>
<th>4.6E-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.52E+02</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda_{\nu\nu}$ [MPa]</th>
<th>1.420</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.61</td>
<td>7.588</td>
<td>614</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\theta_{02}$ [°C]</th>
<th>211</th>
</tr>
</thead>
</table>

Fig. 4. Steel 100cr6: Stress–strain curves under (a) tension and compression, (b) torsion. Symbols refer to experiment, solid lines to simulation.
tension, compression and shear. Analogously to the procedure in Mahnken (2003) the material parameters were obtained in a consecutive manner, firstly for model A the tension–compression data were used to obtain parameters $Y_{01}, H_{11}, c_1, c_h, C_1, _\varepsilon_01, m_1$ for tension as well as $Y_{02}, H_{12}, c_2, c_h, C_2, _\varepsilon_02, m_2$ for compression and in a second phase the shear data were added thus obtaining $Y_{03}, H_{13}, c_3, c_h, C_3, _\varepsilon_03, m_3$ to the final results summarized in Table 5 ($\kappa_{\text{pl}}^\text{M1}$). Analogously the parameters for model B are obtained and summarized in Table 5 ($\kappa_{\text{pl}}^\text{M2}$).

The comparison of the simulated data to the experimental data is also shown in Fig. 3.a to Fig. 4.b, where the solid lines refer to simulated data. In all diagrams, both for Model A and Model B a good agreement between experiment and simulation is obtained for both models. However, we are aware, that more tests are required to get more data for a convincing parameter-identification.

4.1.2. Dilatometer tests

For determination of material parameters representing the stress–strain response of the under cooled austenite and the TRIP part of the material 100Cr6 (1.3505), so called dilatometer tests are used, which were performed by Stiftung Institut für Werkstofftechnik (IWT), University of Bremen. The thermo-mechanical simulator Gleeble (R) 3500 is used which combined the properties of a hydraulic testing machine with those of a quenching dilatometer. The machine was upgraded by a laser extensometer which allows the measurement of longitudinal and transversal strains. On details for specimen preparation and the loading process we refer to Ahrens (2003). Results on parameter identification for phase transformation are given in Mahnken et al. (2009) and Mahnken et al. (2010). Details on the geometry and preparation of the hollow cylindrical specimens are given in Irretier (2008).

The program for the specimens of temperature and stress is illustrated in Fig. 5.a: The specimens are heated with constant heating speed 6.2 K/s to the austenitizing temperature (850 °C). Then temperature is held fixed for 10 min for the homogenization of the specimens in the measured length. Then the specimens are cooled with quenching gas (-170 °C), thus resulting into complete martensitic transformation. A schematic illustration of

![Fig. 5. (a) Phase transformation for 100Cr6: schematic of temperature and stress loading with respect to time; (b) Phase transformation for 100Cr6: longitudinal strain-temperature curves. Comparison of experimental and computed results (symbols refer to experiment, solid lines refer to simulation)](image)

![Fig. 6. Cutting simulation: Geometry and finite-element discretization](image)
Fig. 7. Cutting simulation: Contours of von-Mises stress for cutting depths 100 μm (left column) and 300 μm (right column)
Fig. 8. Cutting simulation: Contours of temperature for cutting depths 100 μm (left column) and 300 μm (right column)
Fig. 9. Cutting simulation: Contours of stress mode factor for cutting depths 100 μm (left column) and 300 μm (right column)
Fig. 10. Cutting simulation: Contours of austenite volume fraction for cutting depths 100 µm (left column) and 300 µm (right column).
Fig. 11. Cutting simulation: Contours of equivalent plastic strain for cutting depths 100 μm (left column) and 300 μm (right column)
temperature at which austenite formation starts needs to be considered. Therefore, we take 614°C as the A1 temperature in stead of the nominal austenitization temperature 732°C for 100Cr6. The evolutions of austenitic transformation are shown in Fig. 10. Due to rapid cooling the austenitic phase retransforms to martensite once the temperature reaches the martensite start temperature M6. The new transformed martensite is illustrated in Fig. 12b, which dominates white layer formation Ramesh et al., 2007. Fig. 12a gives a microscopic illustration of the white layer of the material DIN 100Cr6, which was experimentally made by the project partner in the frame of the german research program SPP 1480, Institute for Machine Tools and Factory Management (IWF), Technical University Berlin.

5. Summary and conclusions

In this paper we have developed a multimechanism model for simulation of visco-plastic material behavior accompanied by phase transformations. The model is formulated within a thermo-
dynamic framework for large strains. This general model has been specialized and applied to a cutting process in steel production. To this end the model of Johnson–Cook is extended to take into account viscoplastic asymmetric effects and transformation induced plasticity. We are aware of its weakness, since it is not based on underlying physics such as dislocation theory. As a consequence, it should not be used outside the domain, where data exist. In the future, the methodology developed on a thermodynamic framework in this paper will be extended to different models, such as the Zerilli-Armstrong model Zerilli et al., 1987.

The phase transformations under consideration are: Transformation of the martensitic initial state into austenite, then transformation to martensite. Thermodynamic consistency of the model developed has been proven. Moreover, this result does not depend on possible modifications within the evolution equations of phase transformations and of TRIP. The finite-element simulation of mechanical behavior and phase transformations in a cutting process demonstrates the capability of the model developed to simulate realistically this process.

Concerning further extensions, the model should consider microscopically based observations. As mentioned in Tjahjanto et al. (2008) and Iwamoto and Tsuta (2004) this would enable to take into account the effect of anisotropy due to crystallographic orientations and in this way would provide a detailed insight into the influence of the microstructure on the overall response.

A more extensive data basis is required in future to verify the model presented in a broader sense and to allow to validate modified approaches of modeling phase transformations and TRIP. Moreover, on the numerical side, an adaptive strategy taking strong mesh distortions during a cutting process into account is an area of future research work.
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