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#### Abstract

We study the propagation of errors in the numerical integration of perturbations of relative equilibrium solutions of Hamiltonian differential equations with symmetries. First it is shown that taking an initial perturbation of a relative equilibrium, the corresponding solution is related, in a first approximation, to another relative equilibrium, with the parameters perturbed from the original. Then, this is used to prove that, for stable relative equilibria, error growth with respect to the perturbed solution is in general quadratic, but only linear for schemes that preserve the invariant quantities of the problem. In this sense, the conclusion is similar to the one obtained when integrating unperturbed relative equilibria. Numerical experiments illustrate the results.
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## 1. Introduction

The purpose of this paper is to study the propagation of errors in the numerical integration of some perturbations of relative equilibrium solutions of canonical autonomous Hamiltonian systems

$$
\begin{equation*}
\dot{z}=J \nabla H(z), \quad z \in \Omega \tag{1}
\end{equation*}
$$

In (1) $\Omega$ is a domain of $\mathscr{R}^{2 n}, J$ is the skew-symmetric matrix

$$
J=\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)
$$

where $I_{n}$ is the identity matrix of order $n$ and $H: \Omega \rightarrow \mathcal{R}$ is the Hamiltonian.
In the analysis of the numerical integration of differential equations, there are some numerical properties, apart from the classical of consistency, stability and convergence, that have to be taken into account when choosing a method to integrate a differential equation. Sometimes these numerical properties arise from a purpose of emulating or preserving some physical or geometrical aspect of the differential system to be integrated, or because of special properties of the solutions to be simulated. Thus, it seems reasonable to think that those geometric numerical methods [1,2] that consider such properties in their design will give a more positive response, in some sense, than a general integrator. They have been applied and analyzed in different problems. Many of them concern ordinary differential equations, especially Hamiltonian and reversible

[^0]systems (see e.g. [3,1,4,5] and references therein, for some review of the methods; the papers [6-16] may be cited as a modest representation of more specific works). Some other studies have treated some cases of partial differential equations, like [17,5,18-26] for instance.

This paper is in the context of long time integration of relative equilibria. Explicitly, our numerical problem is the time propagation of the error when approximating perturbations of relative equilibria and the property to be considered in the numerical integration is the conservation of quantities associated to the differential equations under study.

The presence, in Hamiltonian systems like (1), of first integrals different from the Hamiltonian $H$, is important in several aspects. From a geometrical and physical point of view, they generate symmetry groups of the system [27]. These are transformations that take solutions into other solutions. In the context of the integrability of the problem, the invariant quantities may be used to obtain a reduced Hamiltonian system with fewer variables. Each solution of the original system can be obtained from one of the reduced system by quadrature. This reduction is formed basically in two steps [28,29,27]: first, one restricts the original system to a fixed level set of the invariants and then the points in a same orbit of the symmetry group are identified as a point of the reduced phase space.

Although the number of invariants is not sufficient to integrate completely the problem, a special kind of solutions may be obtained, the so called relative equilibrium solutions [30]. In Hamiltonian systems like (1), a relative equilibrium is an equilibrium of the Hamiltonian subject to specific level sets of the invariants. In the context of the reduction previously described, relative equilibria correspond to equilibria of the reduced system. The solutions of the original system obtained from relative equilibria as initial data are determined by the symmetry group in a direct, simple way. The process makes these solutions depend on two types of parameters: first, there are parameters associated to the symmetry group; on the other hand, some other parameters determine the level set of the invariants at the original relative equilibria. These last parameters are related to the Lagrange multipliers of the restricted Hamiltonian problem of which the relative equilibria are solutions.

The interest of relative equilibria is shown in some applications. We just comment on three of them. For example (see [28] and references therein), in ordinary differential equations, they may appear as special orbits of mechanical systems, such as rigid body systems, and it may be interesting to study their stability, in order to for instance, design artificial satellites remaining in them. Another example concerns partial differential equations. In classical Hamiltonian nonlinear wave equations, relative equilibria may correspond to an important kind of waves, which are the solitary waves (see e.g. [31] an references therein). The study of several types of stability of these waves, or interactions between themselves and with other waves may be approached within the framework of the relative equilibria theory. A final point concerns the study of relative periodic orbits [28,29]. They are periodic solutions of the reduced system and sometimes appear as perturbations of relative equilibria (see [32] and references therein).

As far as the numerical integration of relative equilibrium solutions is concerned, the references [33,34] are relevant. The numerical problem they focus on consists of raising if the conservation of invariant quantities of the problem shows some influence in the efficiency of a numerical method when simulating this kind of solutions. More explicitly, in [34], the propagation of errors in the numerical integration of relative equilibria is studied. The main conclusion there states that the error propagation when integrating stable relative equilibria of Hamiltonian problems behaves better for numerical methods that conserve invariant quantities of the problem. For this kind of methods, error grows linearly in time, while for general schemes, the growth is quadratic. The numerical solution approximates to a new 'relative equilibrium'; this differs from the original one in terms that depend on the conservative character of the scheme. A general numerical solution separates from the original relative equilibrium solution by modifying its two types of parameters. The perturbation in the group parameters is quadratic in time, while the modification in the level set parameters grows linearly with time. In the case of a numerical solution given by a conservative scheme, these last parameters remain unaltered; the modified relative equilibrium, which is better approximated by the numerical solution than the exact one, remains in the original level set of the invariants. Only a linear growth in the perturbation of the symmetry group parameters is observed. Finally, a cheap modification of a conservative scheme allows to annihilate this growth and thus obtains a bounded behaviour of the errors [33].

In this paper we analyze a similar numerical problem for the case of integrations of solutions obtained from an initial perturbation of a relative equilibrium. The results are orientated in two directions. First, we establish that the solution coming from an initial perturbation of a relative equilibrium can be typically written, in a first approximation, as a sum of two terms. The first one is a relative equilibrium with parameters perturbed from the original. The second term may remain bounded in time and, depending on the direction of the initial perturbation, may not appear. Secondly, as far as the time propagation of the errors is concerned, we obtain a similar conclusion to that of [34]. The advantages of the conservative methods in the numerical integration of relative equilibria are extended to the case of the integration of this type of perturbations of relative equilibria, at least for moderate times. While for a general method errors grow quadratically in time, a method that preserves invariants of the problem provides an error that only grows linearly with time.

The paper is structured as follows. Section 2 summarizes some basic results about Hamiltonian relative equilibrium problems. For simplicity we only consider one-parameter symmetry groups, but the extension to Abelian, multi-parameter symmetry groups may be done with not much more effort. This section also incorporates the analysis about the structure of solutions obtained from a perturbation of a relative equilibrium. This includes the study of the homogeneous variational equation that arises from the linearization around a relative equilibrium. This study will be used in Section 3, which is devoted to the problem of the numerical approximation. The analysis of the global error in the numerical integration of the perturbed problem allows to obtain the asymptotic behaviour of the numerical approximation. This includes the
unperturbed case, treated in [34]. With this expansion, we can identify the mechanisms that lead to a favourable error propagation with respect to the perturbed solution in conservative methods. Finally, Section 4 contains the numerical illustration of the previous results. It is divided into two parts. In the first one, the structure of the perturbed solution obtained in Section 2 is illustrated. Here we use a high order method to integrate a test problem with different types of perturbations. In the second part, we illustrate the different asymptotic behaviour of the numerical approximations, from the expansion obtained in Section 3. Here we analyze the error generated by two methods, that have been selected as examples of conservative and nonconservative schemes.

## 2. Hamiltonian relative equilibria and perturbations

### 2.1. Preliminaries

The mathematical framework of this paper is similar to that of [33]. We assume that (1) has a first integral $I: \Omega \rightarrow \mathcal{R}$, different from the Hamiltonian $H$ and which is not a distinguished function [27]. This implies that the Hamiltonian vector field $g=J \nabla I$ is the infinitesimal generator of a one-parameter symmetry group of (1)

$$
\mathbf{G}=\left\{G_{s}=\varphi_{s, g}: s \in \mathcal{R}\right\}
$$

Here, $\varphi_{s, g}$ denotes the flow associated to $g$ and it is supposed that, for each $s$, the domain of the diffeomorphism $\varphi_{s, g}$ is the whole $\Omega$, as well as the flow $\varphi_{t}$ of the system (1). The symmetry group condition means that the flow $\varphi_{t}$ commutes with the elements $G_{s}, s \in \mathcal{R}$ of the group.

We assume that (1) admits special solutions of the form

$$
\begin{equation*}
z(t)=G_{\lambda_{0} t}\left(z_{0}\right), \tag{2}
\end{equation*}
$$

for $\lambda_{0} \in \mathcal{R}, z_{0} \in \Omega$. In order to (2) be a solution of (1), the initial state $z_{0}$ must be a relative equilibrium [30,28]. This means that $z_{0}$ is an equilibrium of the Hamiltonian restricted to a level set of the invariant $I$,

$$
\begin{align*}
& \nabla\left(H\left(z_{0}\right)-\lambda_{0} I\left(z_{0}\right)\right)=0,  \tag{3}\\
& I\left(z_{0}\right)=c_{0} . \tag{4}
\end{align*}
$$

It can be seen that any element $G_{s}\left(z_{0}\right)$ of the orbit of the symmetry group $\mathbf{G}$ through $z_{0}$ satisfy (3) and (4). Therefore, the relative equilibrium $z_{0}$ depends on two parameters: the first one is the parameter $s_{0}$ of the symmetry group; the second one is a level set parameter $c_{0}$ or, alternatively, the multiplier $\lambda_{0}$. We will denote $z_{0}=z\left(s_{0}, \lambda_{0}\right)$.

The presence of the first integral $I$, and therefore of the Hamiltonian symmetry group $G$, allows to study (1) by means of a reduced Hamiltonian system with two fewer variables. For a description, in local coordinates, of the reduction for this kind of symmetry groups, see [34]. A more general explanation of the reduction process by using more general symmetry groups can be seen e.g. in [30,27]. The reduced system is obtained in two stages, which correspond to constraining the original system to a level set of $I$ and to identifying points in the same orbit of $\mathbf{G}$. This reduced system controls the evolution of the orbits of the group. The properties of the reduction which are now relevant for us are two. First, it is known that the group orbit through relative equilibria are equilibria of the reduced system [30]. Relative equilibria give rise, in the original system, to solutions (2), determined, in a certain way, by the symmetry group and the corresponding level set (4). They project to an equilibrium of the reduced system. On the other hand, it is also known (see $[33,34]$ and references therein) that, if the orbit of the relative equilibrium $z_{0}=z\left(s_{0}, \lambda_{0}\right)$ is nondegenerate as an equilibrium of the reduced system, then near $z_{0}$ every relative equilibrium is of the form $z(s, c)=G_{s}(z(c))$ with $z(c)$ a solution of

$$
\begin{aligned}
& \nabla(H(z(c))-\lambda(c) I(z(c)))=0 \\
& I(z(c))=c
\end{aligned}
$$

for $c$ close to $c_{0}$ and a multiplier $\lambda=\lambda(c)$. For convenience, in what follows we assume that

$$
\left.\frac{\partial \lambda(c)}{\partial c}\right|_{c=c_{0}} \neq 0
$$

and we denote $z(s, c)$ by $z(s, \lambda)$. A recent theory for relative equilibria in the case $\left.\frac{\partial \lambda(c)}{\partial c}\right|_{c=c_{0}}=0$ can be seen in [35].
Although the previous description was, for simplicity, done for only one first integral, a generalization to Abelian, multiparameter symmetry groups, involving more than one conserved quantity is admissible, see [34].

### 2.2. Structure of perturbations of relative equilibria

The main goal of this work is to study the time behaviour of numerical integrators when approximating solutions coming from initial perturbations of relative equilibria. We first need to obtain some information about the perturbed solutions.

Our first results state a certain structure in these solutions. Let $z_{0}=z\left(s_{0}, \lambda_{0}\right)$ be a relative equilibrium whose orbit by the group $\mathbf{G}$ is nondegenerate as equilibrium of the reduced system. For $\epsilon$ small and $v_{0} \in \mathcal{R}^{2 n}$, the solution of (1) with initial condition $z_{0}+\epsilon v_{0}$ can be formally written in the form

$$
\begin{equation*}
z(t)+\epsilon v(t)+O\left(\epsilon^{2}\right) \tag{5}
\end{equation*}
$$

where $z(t)$ is given by $(2)$ and $v(t)$ is the solution of the initial value problem for the variational equation

$$
\begin{align*}
& \dot{v}(t)=J H^{\prime \prime}(z(t)) v(t) \\
& v(0)=v_{0} \tag{6}
\end{align*}
$$

In (6) $H^{\prime \prime}$ denotes the Hessian of $H$. The symmetry group $\mathbf{G}$ determines the form of the solution of (6). It is well known [34] that $v(t)$ can be expressed as

$$
v(t)=G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right) V(t)
$$

where $V(t)$ is the solution of

$$
\begin{align*}
& \dot{V}(t)=L V(t)  \tag{7}\\
& V(0)=v_{0}, \tag{8}
\end{align*}
$$

for $L$ the constant coefficient matrix

$$
L=J S, \quad S=H^{\prime \prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)-\lambda_{0} I^{\prime \prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)
$$

As $L$ is of constant coefficient type, the solution of (7) and (8) is of the form

$$
\begin{equation*}
V(t)=\mathrm{e}^{t L} v_{0} \tag{9}
\end{equation*}
$$

In order to describe (9) in more detail, we need some spectral information about $L$. This is basically given by Theorem 3.1 of $[33,34]$. Here we reproduce the most relevant results for the paper.

Theorem 1. Suppose that $z\left(s_{0}, \lambda_{0}\right)$ is a solution of (3) and (4) whose orbit by $\mathbf{G}$ is nondegenerate as equilibrium of the reduced system and that $\left.\frac{\partial \lambda(c)}{\partial c}\right|_{c=c_{0}} \neq 0$. Then
(i) Zero is an eigenvalue of $L$ with geometric multiplicity one and algebraic multiplicity two. The set

$$
\begin{equation*}
\left\{J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right),\left.\frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}\right\}, \tag{10}
\end{equation*}
$$

is a basis of the generalized kernel $\operatorname{Ker}_{g} L=\operatorname{Ker} L^{2}$ with

$$
\left.L \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}=J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)
$$

(ii) Let $M$ be the unique L-invariant supplementary subspace in $\mathcal{R}^{2 n}$ of the generalized kernel of L. Denote by $\widehat{L}$ the restriction of $L$ to $M$. Then, the eigenvalues and Jordan structure of $\widehat{L}$ coincide with those of the matrix of the linearization of the reduced system around the orbit of $z\left(s_{0}, \lambda_{0}\right)$.
Coming back to (9), note first that we can decompose

$$
\begin{equation*}
v_{0}=v_{\text {Ker }}+v_{M}, \tag{11}
\end{equation*}
$$

where $v_{\text {Ker }} \in \operatorname{Ker}_{g} L, v_{M} \in M$. At the same time, we know that $v_{\text {Ker }}$ is of the form

$$
v_{\text {Ker }}=\alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)+\beta_{0}\left(\left.\frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}\right),
$$

for certain constants $\alpha_{0}, \beta_{0}$. Then we can write the solution (9) as

$$
\begin{equation*}
V(t)=\alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)+\beta_{0}\left(\left.\frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+t J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)+\mathrm{e}^{t \hat{L}} v_{M} \tag{12}
\end{equation*}
$$

The constants $\alpha_{0}, \beta_{0}$ can be determined in terms of the basis of the generalized kernel of the adjoint of $L, L^{*}=-S J$ [33]

$$
\begin{equation*}
\left\{\nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right), \Psi\left(z\left(s_{0}, \lambda_{0}\right)\right)\right\} \tag{13}
\end{equation*}
$$

where $\Psi\left(z\left(s_{0}, \lambda_{0}\right)\right)=J \partial z\left(s_{0}, \lambda\right) /\left.\partial \lambda\right|_{\lambda=\lambda_{0}}$. The bases (10) and (13) are biorthogonal and therefore

$$
\begin{align*}
\alpha_{0} & =\frac{\Psi\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} v_{0}}{\left(J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)^{T} \Psi\left(z\left(s_{0}, \lambda_{0}\right)\right)}=\frac{\Psi\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} v_{0}}{\left.\frac{\mathrm{~d}}{\mathrm{~d} \lambda} I\left(z\left(s_{0}, \lambda\right)\right)\right|_{\lambda=\lambda_{0}}},  \tag{14}\\
\beta_{0} & =\frac{\nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} v_{0}}{\left.\nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}}=\frac{\nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} v_{0}}{\left.\frac{\mathrm{~d}}{\mathrm{~d} \lambda} I\left(z\left(s_{0}, \lambda\right)\right)\right|_{\lambda=\lambda_{0}}} . \tag{15}
\end{align*}
$$

The structure of solutions of (6) allows to obtain a result about the form of solutions of system (1) generated from an initial perturbation of a relative equilibrium. At the $\epsilon$ order, they consist of a perturbed relative equilibrium plus complementary terms.
Theorem 2. Assume that $\left.\frac{\partial \lambda(c)}{\partial c}\right|_{c=c_{0}} \neq 0$ and that $z\left(s_{0}, \lambda_{0}\right)$ is nondegenerate as equilibrium of the reduced system. Then, for $\epsilon$ small and $v_{0} \in \mathscr{R}^{2 n}$, the solution $z(t, \epsilon)$ of the initial value problem given by (1) with $z(0)=z\left(s_{0}, \lambda_{0}\right)+\epsilon v_{0}$ can be written as

$$
\begin{equation*}
z(t, \epsilon)=G_{\left(\lambda_{0}+\epsilon \beta_{0}\right) t}\left(z\left(s_{0}+\epsilon \alpha_{0}, \lambda_{0}+\epsilon \beta_{0}\right)\right)+\epsilon \rho(t)+O\left(\epsilon^{2}\right) \tag{16}
\end{equation*}
$$

where
(i) $\alpha_{0}, \beta_{0}$ are constants given by (14) and (15).
(ii) The function $\rho(t)$ is independent of $\epsilon$. If the symmetry group $\mathbf{G}$ consists of isometries and the relative equilibrium is stable (as equilibrium of the reduced system), then $\rho(t)$ is bounded for $t \geq 0$.
Proof. As we have seen in (12), the solution of the perturbed problem is of the form (5) with

$$
\begin{aligned}
z(t) & =G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right) \\
v(t) & =G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right) V(t) \\
& =G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left[\alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)+\beta_{0}\left(\left.\frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+t J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)+\mathrm{e}^{t \hat{L}} v_{M}\right],
\end{aligned}
$$

where the decomposition of $v_{0}$ expressed in (11) is used, $\alpha_{0}, \beta_{0}$ are given by (14) and (15) and $v_{M} \in M$. Then

$$
\begin{align*}
z(t, \epsilon)= & G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right)+\epsilon G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left[\alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)+\beta_{0}\left(\left.\frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+t J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)\right] \\
& +\epsilon G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right) \mathrm{e}^{t \hat{L}} v_{M}+O\left(\epsilon^{2}\right) . \tag{17}
\end{align*}
$$

We define $\rho(t)=G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right) \mathrm{e}^{t \hat{L}} v_{M}$. On the other hand, since [34]

$$
J \nabla I\left(G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)=G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right) J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right),
$$

then, if we expand the first term on the right hand side of (16) in powers of $\epsilon$, we have

$$
\begin{aligned}
G_{\left(\lambda_{0}+\epsilon \beta_{0}\right) t}\left(z\left(s_{0}+\epsilon \alpha_{0}, \lambda_{0}+\epsilon \beta_{0}\right)\right)= & G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right)+\left.t \epsilon \beta_{0} \frac{\mathrm{~d}}{\mathrm{~d} \tau} G_{\tau}\left(z\left(s_{0}, \lambda_{0}\right)\right)\right|_{\tau=t \lambda_{0}} \\
& +G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(\left.\epsilon \alpha_{0} \frac{\partial z\left(s, \lambda_{0}\right)}{\partial s}\right|_{s=s_{0}}+\left.\epsilon \beta_{0} \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}\right)+O\left(\epsilon^{2}\right) \\
= & G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right)+t \epsilon \beta_{0} J \nabla I\left(G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right)\right) \\
& +G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(\epsilon \alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)+\left.\epsilon \beta_{0} \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}\right)+O\left(\epsilon^{2}\right) \\
= & G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right)+\epsilon G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(\alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right. \\
& \left.+\beta_{0}\left(\left.\frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+t J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)\right)+O\left(\epsilon^{2}\right),
\end{aligned}
$$

which differs from the first three terms on the right hand side of (17) in $O\left(\epsilon^{2}\right)$ terms. Finally, from the definition of the function $\rho(t)$, we have that if the symmetry group consists of isometries, then $\left\|G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\right\|=1$ for $t \geq 0$. If, furthermore, the relative equilibrium is stable, since $\rho(t)$ is a solution of the homogeneous variational equation in the supplementary subspace $M$, then (ii) of Theorem 1 shows that it is bounded for $t \geq 0$.

Note that the form (16) could be considered as a first approximation to the idea of a more general structure of the perturbed solution. This has been applied to some studies of the stability of solitary waves (see e.g. [36]). The strategy assumes a more general ansatz about the form of the perturbed solution, as a sum of a relative equilibrium profile, but with time dependent parameters, plus another complementary term. This ansatz would allow to distinguish, at least in theory, the evolution of the parameters, through the modulation equations. The hypothesis is suggested by the numerical experiments about small perturbations of solitary waves of some nonlinear dispersive equations. Such experiments showed that the resulting solutions were decomposed into a dominant wave, tending to a solitary wave profile, plus a term involving dispersion and maybe some other smaller solitary waves.

In Section 4 we propose some numerical experiments with different types of perturbations. They illustrate the degree of approximation of this perturbed relative equilibrium to the solution $z(t, \epsilon)$ coming from the initial perturbation.

## 3. Numerical approximation

### 3.1. Introduction

In the previous section we have discussed the behaviour, in a first approximation, of the solutions of (1) obtained from an initial perturbation of a relative equilibrium. In this section we will study the time propagation of the errors in the numerical integration of these perturbed solutions.

We consider a one-step method of order $r \geq 1$ for (1)

$$
\begin{equation*}
Z_{n+1}=\psi_{h}\left(Z_{n}\right), \quad n=0,1, \ldots \tag{18}
\end{equation*}
$$

for a mapping $\psi_{h}: \Omega \rightarrow \Omega$, with $h$ the stepsize. The hypotheses (A1) and (A2) in [34] about the numerical method are also assumed here for (18). Essentially, it is supposed the existence of asymptotic expansions of the local and global error, along with the assumption that the mapping $\psi_{h}$ is invariant by the symmetry group $\mathbf{G}$. These conditions are satisfied by all the methods used in practice.

Now, if (18) approximates the solution of (1), $z(t, \epsilon)$, where $z(0, \epsilon)=Z_{0}=z\left(s_{0}, \lambda_{0}\right)+\epsilon v_{0}$, with $z\left(s_{0}, \lambda_{0}\right)$ a relative equilibrium, $v_{0} \in \mathscr{R}^{2 n}$ and $\epsilon$ small, then the global error $Z_{n}(\epsilon)-z\left(t_{n}, \epsilon\right)$ of (18) has an asymptotic expansion [37]

$$
\begin{equation*}
Z_{n}(\epsilon)-z\left(t_{n}, \epsilon\right)=h^{r} e\left(t_{n}, \epsilon\right)+h^{r} Q\left(t_{n}, h, \epsilon\right), \tag{19}
\end{equation*}
$$

where $e$ is a smooth function that satisfies the variational problem [37,38]:

$$
\begin{align*}
& \dot{e}(t, \epsilon)=J H^{\prime \prime}(z(t, \epsilon)) \cdot e(t, \epsilon)-l_{r+1}(z(t, \epsilon))  \tag{20}\\
& e(0, \epsilon)=0
\end{align*}
$$

and $Q$ is a remainder that, for fixed $t$ and $\epsilon$, tends to zero as $h \rightarrow 0$. In (20), $l_{r+1}$ is the leading term of the asymptotic expansion of the local error. Some more terms in the expansion of the error might be included. The corresponding error functions would satisfy similar results to those of the leading term, explained below. For simplicity, we have preferred not to include them, see e.g. [39].

### 3.2. Behaviour in time of global error

If we expand the leading term of the global error in powers of $\epsilon$

$$
\begin{equation*}
e(t, \epsilon)=e(t)+\epsilon e_{1}(t)+O\left(\epsilon^{2}\right) \tag{21}
\end{equation*}
$$

and also the elements of (20), we have, by equating the coefficients of the powers of $\epsilon$, the equations

$$
\begin{align*}
& \dot{e}(t)=J H^{\prime \prime}(z(t)) \cdot e(t)-l_{r+1}(z(t))  \tag{22}\\
& e(0)=0
\end{align*}
$$

for the first term of (21) and

$$
\begin{aligned}
& \dot{e}_{1}(t)=J H^{\prime \prime}(z(t)) \cdot e_{1}(t)+J H^{\prime \prime \prime}(z(t)) v(t) e(t)-l_{r+1}^{\prime}(z(t)) v(t) \\
& e_{1}(0)=0
\end{aligned}
$$

for the second term, where $z(t)=G_{t \lambda_{0}}\left(z\left(s_{0}, \lambda_{0}\right)\right)$ and $v(t)$ is the solution of (6). In order to analyze the time behaviour of the numerical methods when integrating perturbations of relative equilibria, we need some results about the two terms $e$ and $e_{1}$ of (21). To this goal, we use the spectral properties of the linearization explained in Section 2.2.

As far as the unperturbed term $e(t)$ is concerned, the structure is already known, see [33]. We recall the corresponding result.

Theorem 3. Suppose that $\left.\frac{\partial \lambda(c)}{\partial c}\right|_{c=c_{0}} \neq 0$ and that $z\left(s_{0}, \lambda_{0}\right)$ in (3) and (4) is nondegenerate as equilibrium of the reduced system. Then the solution of (22) can be written in the form $e(t)=G_{\lambda_{0} t}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right) E(t)$ with

$$
\begin{aligned}
E(t) & =\int_{0}^{t} \mathrm{e}^{(t-\tau) L} \mathrm{~d} \tau\left(-l_{r+1}\left(z\left(s_{0}, \lambda_{0}\right)\right)\right) \\
& =t \alpha J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)+\beta\left(\left.t \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+\frac{t^{2}}{2} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)+\left(\mathrm{e}^{\hat{L}}-I\right) \hat{L}^{-1} l_{M},
\end{aligned}
$$

where
(i) $l_{M}$ is the component of $-l_{r+1}\left(z\left(s_{0}, \lambda_{0}\right)\right)$ in the supplementary subspace $M$ of $\operatorname{Ker}_{g} L$.
(ii) $\hat{L}=\left.L\right|_{M}$.
(iii) $\alpha, \beta$ are constants given by

$$
\begin{align*}
\alpha & =-\frac{\Psi\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} l_{r+1}\left(z\left(s_{0}, \lambda_{0}\right)\right)}{\left(J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)^{T} \Psi\left(z\left(s_{0}, \lambda_{0}\right)\right)}  \tag{23}\\
\beta & =-\frac{\nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} l_{r+1}\left(z\left(s_{0}, \lambda_{0}\right)\right)}{\left.\nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)^{T} \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}} \tag{24}
\end{align*}
$$

If $z\left(s_{0}, \lambda_{0}\right)$ is stable as an equilibrium of the Hamiltonian reduced system, then the third term remains bounded for $t \geq 0$.
As far as the term $e_{1}(t)$ is concerned, the most important thing is that its position in the asymptotic expansion of the global error gives rise to a term that for fixed $t$ is $O\left(h^{r} \epsilon\right.$. Since $h^{r} \epsilon \leq h^{2 r} / 2+\epsilon^{2} / 2$, this term can be included in the remainders $O\left(h^{r+1}\right)$ and $O\left(\epsilon^{2}\right)$.

### 3.3. Asymptotic behaviour of numerical integrators

The previous analysis of the leading term of the global error is the key to obtaining the following result. This explains, in a first approximation, the behaviour in time of numerical methods when integrating solutions of (1) from initial perturbations of relative equilibria.

Theorem 4. Under the hypotheses of Section 3.1, suppose that $\left.\frac{\partial \lambda(c)}{\partial c}\right|_{c=c_{0}} \neq 0$ and let $z\left(s_{0}, \lambda_{0}\right)$ be a relative equilibrium solution of (3) and (4) whose orbit by $\mathbf{G}$ is a nondegenerate equilibrium of the reduced system. Then, if $Z_{0}=z\left(s_{0}, \lambda_{0}\right)+\epsilon v_{0}, v_{0} \in \mathcal{R}^{2 n}$, we have

$$
\begin{equation*}
Z_{n}(\epsilon)=G_{t_{n} \bar{\lambda}}(z(\bar{s}, \overline{\bar{\lambda}}))+\epsilon \rho(t)+h^{r} G_{t_{n} \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(\mathrm{e}^{t_{n} \widehat{L}}-I\right) \widehat{L}^{-1} l_{M}+h^{r} q\left(h, t_{n}\right)+h^{r} \epsilon e_{1}(t)+O\left(\epsilon^{2}\right) \tag{25}
\end{equation*}
$$

where
(i)

$$
\begin{aligned}
& \bar{\lambda}=\lambda_{0}+\epsilon \beta_{0}+\frac{t_{n}}{2} h^{r} \beta, \\
& \bar{s}=s_{0}+\epsilon \alpha_{0}+t_{n} h^{r} \alpha, \\
& \overline{\bar{\lambda}}=\lambda_{0}+\epsilon \beta_{0}+t_{n} h^{r} \beta,
\end{aligned}
$$

with the constants $\alpha_{0}, \beta_{0}$ given by (14) and (15) and the constants $\alpha, \beta$ given by (23) and (24).
(ii) The function $\rho$ is given in Theorem 2.
(iii) $l_{M}$ is the component of $-l_{r+1}\left(z\left(s_{0}, \lambda_{0}\right)\right)$ in the supplementary subspace $M$ of the generalized kernel of $L$ and $\hat{L}=\left.L\right|_{M}$.
(iv) The function $q$ is a remainder that, for fixed $t$, tends to zero as $h \rightarrow 0$.

Proof. Note first that, following Theorem 2, the solution of (1) with $z(0)=z\left(s_{0}, \lambda_{0}\right)+\epsilon v_{0}$ can be written in the form (16), with $\alpha_{0}, \beta_{0}$ given by (14), (15). On the other hand, the leading term of the global error, by using Theorem 3 , is of the form

$$
\begin{align*}
e(t, \epsilon)= & e(t)+\epsilon e_{1}(t)+O\left(\epsilon^{2}\right) \\
= & G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(t \alpha J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)+\beta\left(\left.t \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+\frac{t^{2}}{2} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)\right) \\
& +G_{t \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(\left(\mathrm{e}^{t \hat{L}}-I\right) \hat{L}^{-1} l_{M}\right)+\epsilon e_{1}(t)+O\left(\epsilon^{2}\right), \tag{26}
\end{align*}
$$

with $\alpha, \beta$ given by (23), (24). Substituting (16) and (26) into (19) we have

$$
\begin{align*}
Z_{n}(\epsilon)= & G_{\left(\lambda_{0}+\epsilon \beta_{0}\right) t_{n}}\left(z\left(s_{0}+\epsilon \alpha_{0}, \lambda_{0}+\epsilon \beta_{0}\right)\right)+h^{r} G_{t_{n} \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(t_{n} \alpha J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right. \\
& \left.+\beta\left(\left.t_{n} \frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+\frac{t_{n}^{2}}{2} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right)\right)+h^{r} G_{t_{n} \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(\left(e^{t_{n} \hat{L}}-I\right) \hat{L}^{-1} l_{M}\right) \\
& +\epsilon h^{r} e_{1}\left(t_{n}\right)+\epsilon \rho\left(t_{n}\right)+h^{r} Q\left(t_{n}, h, \epsilon\right)+O\left(\epsilon^{2}\right) . \tag{27}
\end{align*}
$$

Finally, note that, by using an expansion in powers of $h$, the first four terms of (27) differ from the first term on the right hand side of $(25)$ in $O\left(h^{2 r}\right)$ terms, that can be included in the remainder, along with the function $Q$.

We make some comments about Theorem 4.
(1) The expansion (25) includes the unperturbed case, studied in [34]. For $\epsilon=0$, the numerical solution is asymptotically a better approximation of a modified trajectory of $z\left(s_{0}, \lambda_{0}\right)$, trajectory with an error with respect to the original parameter $\lambda_{0}$ that in general grows linearly, and an error in the group parameters (phase error) $s_{0}+\lambda_{0} t$ that grows quadratically. In the case of a conservative scheme, we have $\beta=0[34,22]$ and therefore the leading error in the parameter $\lambda_{0}$ does not grow with time and the phase error only grows linearly. Notice also that when the symmetry group consists of isometries and the relative equilibrium is stable, this is the dominant growth of the error, since in that case the complementary term is bounded in time.
(2) In the case of a perturbed solution, some components appear in the asymptotic expansion of the numerical approximation. First of all, the original trajectory is modified both by the initial perturbation of the relative equilibrium, in the sense of Theorem 2, and by the numerical method, in the same sense as in the unperturbed case. The first term is a 'modified perturbed relative equilibrium'; it is the perturbed relative equilibrium but with the parameters modified by the numerical method through the constants $\alpha$ and $\beta$. Note that if the reference is the perturbed relative equilibrium that appears in Theorem 2, the error with respect to the perturbed parameter $\lambda_{0}+\epsilon \beta_{0}$ is in general linear in time, while the error with respect to the perturbed group parameters grows quadratically. Again, the fact that the method is conservative, acts in favour of the propagation. In this case, the numerical approximation does not commit the first approximation error in the parameter $\lambda_{0}+\epsilon \beta_{0}$, while the error with respect to the perturbed group parameters only grows linearly with time. Therefore, the advantages in the use of conservative schemes obtained in [34] for time simulations of relative equilibria also appear in the case of solutions coming from initial perturbations of relative equilibria, at least in a first approximation and for moderate values of time. The expansion continues with two complementary terms, $\epsilon \rho(t)$, which is provided by the perturbation, and $G_{t_{n} \lambda_{0}}^{\prime}\left(z\left(s_{0}, \lambda_{0}\right)\right)\left(\left(\mathrm{e}^{t_{n} \hat{L}}-I\right) \hat{L}^{-1} l_{M}\right)$, provided by the numerical integrator. Both are bounded in time if the relative equilibrium is stable and the symmetry group consists of isometries. The expansion is completed by the remainders $O\left(\epsilon^{2}\right), O\left(h^{r+1}\right)$ and the term $h^{r} \in e_{1}(t)$, that can be included in them.

As it can be inferred from the proof of Theorem 4, the growth of the remainder $h^{r} q+\epsilon h^{r} e_{1}$ in (25) is not uniform. This may limit the time for which the numerical solution is controlled by the first three terms of (25). In the numerical experiments below, the dominance of these terms is observed for moderate values of time.

## 4. Numerical experiments

### 4.1. Introduction

In this section we will show some numerical experiments in order to illustrate the previous results.
Our test problem will be the two-body problem explained in [33]. The Hamiltonian is $H=T+V$,

$$
\begin{aligned}
& T=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+p_{3}^{2}+p_{4}^{2}\right) \\
& V=-\frac{1}{\sqrt{q_{1}^{2}+q_{2}^{2}}}-\frac{1}{\sqrt{q_{3}^{2}+q_{4}^{2}}}-\frac{\delta}{\sqrt{\left(q_{1}-q_{3}\right)^{2}+\left(q_{2}-q_{4}\right)^{2}}}
\end{aligned}
$$

where $\delta$ is a positive parameter. The quantity

$$
I=p_{2} q_{1}-p_{1} q_{2}+p_{4} q_{3}-p_{3} q_{4}
$$

is a first integral and generates a symmetry group consisting of rotations. Relative equilibrium solutions for the problem are of the form [33]

$$
\begin{align*}
z\left(t, \lambda, s_{0}\right)= & G_{\lambda t+s_{0}}((0, \lambda r, 0,-\lambda r, r, 0,-r, 0)) \\
= & \left(-\lambda r \sin \left(\lambda t+s_{0}\right), \lambda r \cos \left(\lambda t+s_{0}\right), \lambda r \sin \left(\lambda t+s_{0}\right)\right. \\
& \left.-\lambda r \cos \left(\lambda t+s_{0}\right), r \cos \left(\lambda t+s_{0}\right), r \sin \left(\lambda t+s_{0}\right),-r \cos \left(\lambda t+s_{0}\right),-r \sin \left(\lambda t+s_{0}\right)\right) \tag{28}
\end{align*}
$$



Fig. 1. Numerical illustration of (16), with $v_{0}=J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)$ and $\epsilon=1.25 \mathrm{E}-04,6.25 \mathrm{E}-05,3.125 \mathrm{E}-05,1.5625 \mathrm{E}-05$. Top: ERROR1 against time. Bottom: ERROR2 against time. The scale is logarithmic.
with $r$ given by

$$
r^{3}=\frac{1}{\lambda^{2}}\left(1+\frac{\delta}{4}\right)
$$

This section will have two objectives: first, we will illustrate formula (16) by using different perturbations and a high order scheme to integrate the problem. In a second group of experiments, we will show the different behaviour of conservative and nonconservative methods in the long time integration of solutions coming from initial perturbations of relative equilibria. This will illustrate formula (25) in its different terms.

For both kinds of experiments we have considered a relative equilibrium $z\left(s_{0}, \lambda_{0}\right)$ given by (28) at $t=0$ with $s_{0}=0, r=1, \lambda_{0}=\sqrt{1+\delta / 4}, \delta=0.1$, which is linearly stable [34]. From this relative equilibrium, we have used perturbations of two types: perturbations in the direction of $\operatorname{Ker}_{g} L$ and general perturbations, with components in both directions.

### 4.2. Numerical illustration of the structure of perturbed solutions

The experiments performed in this subsection want to illustrate different aspects of formula (16). We have started from a perturbation of the relative equilibrium

$$
z\left(s_{0}, \lambda_{0}\right)+\epsilon v_{0}
$$

with different values of $\epsilon$ and $v_{0}$. Then we have computed a numerical integration up to a moderate final time. The computation has been performed by using a high order method, to have a sufficiently good approximation. For our purposes we have used the four-stage Gauss method [37], with order $r=8$. The method preserves the invariant $I$ of the problem (in fact, Gauss methods preserve any quadratic invariant to machine accuracy [40]).

The general description of this first type of experiments is the following. For each considered perturbation, by using the four-stage Gauss method with $h=1 \mathrm{E}-02$, we have integrated the initially perturbed problem up to $t=1000$. The corresponding numerical solution will be considered as 'exact'. By using different values of $\epsilon$, we have measured two errors: first, the difference (which will be denoted by ERROR1) between the numerical solution and the relative equilibrium solution without perturbation; secondly, the difference (ERROR2) between the numerical solution and the perturbed relative equilibrium, which is the first term on the right hand side of (16).

## First perturbation

Here we have considered $v_{0}=J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)$. In this case, the perturbation has a unique component, in the direction of $\operatorname{Ker} L$ [33]. This gives rise to $\alpha_{0}=1, \beta_{0}=0, v_{M}=0$ in formula (16). The results are shown in Fig. 1.

We first observe that when these values of $\epsilon$ are considered, the error with respect to the perturbed relative equilibrium (Fig. 1, bottom) is smaller than the one with respect to the unperturbed relative equilibrium (Fig. 1, top). We also note that, when $\epsilon$ is divided by two, ERROR1 is also divided by two; this is a $O(\epsilon)$ difference, due to the term $\epsilon \alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)$. On the other hand, ERROR2 is $O\left(\epsilon^{2}\right)$, because errors are divided by four when $\epsilon$ is divided by two. This is due to the fact that the term $\epsilon \alpha_{0} J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)$ has been incorporated to the perturbed equilibrium and that the initial perturbation does not have a component in the direction of $M\left(v_{M}=0\right)$; therefore $\rho(t)=0$. Finally, the bounded behaviour of ERROR1 for this perturbation is also observed, while ERROR2 incorporates the time behaviour of the $O\left(\epsilon^{2}\right)$ terms, which seems to be linear.


Fig. 2. Numerical illustration of (16), with $v_{0}=\partial z\left(s_{0}, \lambda\right) /\left.\partial \lambda\right|_{\lambda=\lambda_{0}}$ and $\epsilon=1.25 \mathrm{E}-04,6.25 \mathrm{E}-05,3.125 \mathrm{E}-05,1.5625 \mathrm{E}-05$. Top: ERROR1 against time. Bottom: ERROR2 against time. The scale is logarithmic.

## Second perturbation

Here we have taken $v_{0}=\partial z\left(s_{0}, \lambda\right) /\left.\partial \lambda\right|_{\lambda=\lambda_{0}}$. We observe some differences with respect to the previous experiment. Now the perturbation has only one component in the direction of $\operatorname{Ker} L^{2} \backslash \operatorname{Ker} L$. In this case $\alpha_{0}=0, \beta_{0}=1$ and $v_{M}=0$ in (16). This implies again that $\rho(t)=0$. The results are displayed in Fig. 2.

Again, since we do not have a component in $M$, the error with respect to the perturbed relative equilibrium is $O\left(\epsilon^{2}\right)$, as it is observed in the corresponding bottom figure. On the other hand, ERROR1 is $O(\epsilon)$. In this case, this is due to the first order term

$$
\begin{equation*}
\epsilon\left(\left.\frac{\partial z\left(s_{0}, \lambda\right)}{\partial \lambda}\right|_{\lambda=\lambda_{0}}+t J \nabla I\left(z\left(s_{0}, \lambda_{0}\right)\right)\right) \tag{29}
\end{equation*}
$$

This term is also visible in the linear in time behaviour of ERROR1, which has to be compared with the bounded behaviour observed in the previous experiment. With this second perturbation, the errors with respect to the unperturbed relative equilibrium are bigger than those of the first perturbation.

## Third perturbation

In this example, we have considered $v_{0}=(0,0,0,0,1,0,0,0)$. The most important difference with the other examples is that now $v_{0}$ contains a component in the direction of the subspace $M$. Explicitly, we have

$$
\alpha_{0}=0, \quad \beta_{0}=-\frac{3 \lambda_{0}}{2}, \quad v_{M}=\left(0, \frac{\lambda_{0}}{2}, 0,-\frac{\lambda_{0}}{2}, 0,0,1,0\right) .
$$

The results are presented in Fig. 3.
In this case, errors with respect to the perturbed relative equilibrium are $O(\epsilon)$. This is due to the complementary term $\epsilon \rho(t)$ of (16), that is in the direction of $M$. On the other hand, the behaviour of ERROR1 is similar to that of the previous experiment; the leading term of the error, out of $\epsilon \rho(t)$, is of the same type as (29). The linear growth with time can be observed as well. On the other hand, the time evolution of ERROR2 illustrates the bounded in time behaviour of the complementary term. This is justified by the fact that the symmetry group consists of rotations and that the original relative equilibrium is stable.

### 4.3. Illustration of the structure of the numerical solution

Now we focus on formula (25). Our objective is to analyze time behaviour of numerical methods when integrating perturbations of relative equilibria.

There are several aspects to illustrate in (25). We are interested in the behaviour of the $O\left(h^{r}\right)$ terms. There are terms that grow with time (linearly or quadratically, depending on the conservative character of the method) and bounded terms. We will perform experiments in order to see both states.

As far as the growing terms are concerned, they can be computed in two ways. First, we can compare with the 'exact' solution. But it is also interesting (specially for some kind of perturbations) to compare with the perturbed relative equilibrium presented in (16). We will illustrate both alternatives.


Fig. 3. Numerical illustration of (16), with $v_{0}=(0,0,0,0,1,0,0,0)$. Top: ERROR1 against time with $\epsilon=1.25 \mathrm{E}-04,6.25 \mathrm{E}-05,3.125 \mathrm{E}-05,1.5625 \mathrm{E}-05$. Bottom: ERROR2 against time with $\epsilon=1.25 \mathrm{E}-04,3.125 \mathrm{E}-05$. The scale is logarithmic.

On the other hand, in order to observe the bounded terms, we will also compare the numerical integrators with the modified perturbed relative equilibrium, which is the first term of (25). With an appropriate relation between $\epsilon$ and $h$, we can see the bounded behaviour of the two complementary terms in (25).

At this point, we introduce the following numerical integrators:

- The one-stage Gauss method of order two; that is, the Implicit Midpoint Rule (IMR). This method preserves the invariant I of our test problem, but not the Hamiltonian.
- The Simply Diagonally Implicit Runge Kutta method (SDIRK3),

$$
\begin{array}{l|ll}
\gamma & 0 \\
1-2 \gamma & \gamma \\
\hline 1 / 2 & 1 / 2
\end{array}
$$

with $\gamma=(3+\sqrt{3}) / 6$. This method has order three and does not conserve any of the invariants of the test problem. It has been chosen to illustrate the behaviour of a typical nonconservative scheme.
Note that we could have chosen a Hamiltonian preserving method instead of the IMR. The behaviour of a conservative scheme is determined by the fact that $\beta=0$ in formula (25). This is directly satisfied by an $I$-preserving method (as the IMR or, for instance, any explicit symplectic method [41]). But if a method conserves the Hamiltonian, the relation (3) between the gradients of both quantities $I$ and $H$ at the relative equilibria forces the condition $\beta=0$ to be also satisfied. Therefore, in these experiments, the behaviour of an I-preserving method and a Hamiltonian preserving method is similar.

## Error growth in a general perturbation

We start by considering a typical general perturbation $v_{0}=(0,0,0,0,1,0,0,0)$, in the sense that this has components in the two directions. The parameters are $\delta=0.1, \epsilon=1 \mathrm{E}-04$.

As far as the time propagation of the error is concerned, in Fig. 4 we show, in logarithmic scale, the evolution of the error, for some values of $h$, up to the final time $t=1000$. Solid lines correspond to IMR and dashed lines to SDIRK3. The slopes show that, for IMR, errors grow linearly with time, while for SDIRK3, the growth is quadratic. The distance between the errors with two consecutive values of $h$ shows the order of the methods. This behaviour is similar to the one obtained by integrating an exact relative equilibrium. In the case of IMR, formula (25) says that the method gives linear in time terms. On the other hand, SDIRK3 has a leading term of the local error that does not satisfy the condition $\beta=0$. This implies that the scheme provides time quadratic terms in the asymptotic expansion. Recall that we are comparing with an 'exact' solution. Consequently, the $O(\epsilon)$ terms are included in it.

Error growth in a perturbation in the direction of $\operatorname{Ker}_{g} L$
Another way to illustrate formula (25) is to compare the corresponding numerical approximation with the perturbed relative equilibrium. In order to see the differences in the behaviour of conservative and nonconservative schemes, we shall take care with the relation between $\epsilon$ and $h^{r}$. Furthermore, we shall take a perturbation with only a component in the direction of $\operatorname{Ker}_{g} L$. Then, $\rho(t)=0$ in (25).

Under these conditions, we have considered $v_{0}=\partial z\left(s_{0}, \lambda\right) /\left.\partial \lambda\right|_{\lambda=\lambda_{0}}$ and $\delta=0.1, \epsilon=1 \mathrm{E}-04$. Fig. 5 describes something similar to that of Fig. 4. The difference is that we have measured, for both methods, the evolution of the error between the


Fig. 4. Error vs. time. Solid lines: IMR, dashed lines: SDIRK3. $\epsilon=1 \mathrm{E}-04, h=5 \mathrm{E}-03,2.5 \mathrm{E}-03,1.25 \mathrm{E}-03,0.625 \mathrm{E}-03$.


Fig. 5. Error with respect to the perturbed relative equilibrium vs time. Solid lines: IMR, dashed lines: SDIRK3. $\epsilon=1 \mathrm{E}-04, h=5 \mathrm{E}-03,2.5 \mathrm{E}-03$, $1.25 \mathrm{E}-03,0.625 \mathrm{E}-03$.
corresponding numerical solution and the perturbed relative equilibrium. Again, we have a linear error growth for IMR (solid lines) and quadratic error growth for SDIRK3 (dashed lines), while the order of each method is also observed (with these parameters for the problem, the $O\left(h^{r}\right)$ terms in formula (25) are dominant). This confirms the theoretical results.

## Bounded terms

A final question we study about formula (25) is the behaviour of the complementary terms. To see this, we have considered the perturbation $v_{0}=(0,0,0,0,1,0,0,0)$, with components in the two directions. Recall that, since the relative equilibrium is stable, the two complementary terms are bounded in time.

Two remarks are necessary. First, note that we now compare with the modified perturbed relative equilibrium, that is, the first term on the right hand side of (25). Then we have to compute the constants $\alpha, \beta$ for the method used. Secondly, we must select different values of $\epsilon$ and $h$, depending on if we want to see the $O(\epsilon)$ or the $O\left(h^{r}\right)$ bounded term.

For this third experiment we have taken the conservative scheme IMR. In this case, $\beta=0$ in (24). We have computed $\alpha$ in (23) by using extrapolation, to estimate the leading term of the local error at the relative equilibrium, in a standard way $[37,42]$.

Fig. 6 shows the evolution of the error between the numerical solution of IMR and the modified perturbed relative equilibrium. The parameters are $\epsilon=1 \mathrm{E}-03, h=1.56 \mathrm{E}-04$ with a final time of $t=1000$. Note that the result has a bounded behaviour. The sizes of $\epsilon$ and $h$ considered implies that in this case the dominant term is $O(\epsilon)$, provided by the perturbation. Similarly, Fig. 7 displays the evolution of this error with $\epsilon=1 \mathrm{E}-06, h=1 \mathrm{E}-01$. in this case, the figure


Fig. 6. Error with respect to the modified perturbed relative equilibrium vs. time. IMR with $\epsilon=1 \mathrm{E}-03, h=1.56 \mathrm{E}-04$.


Fig. 7. Error with respect to the modified perturbed relative equilibrium vs. time. IMR with $\epsilon=1 \mathrm{E}-06, h=1 \mathrm{E}-01$.
shows the bounded behaviour of the second complementary term $O\left(h^{r}\right)$, provided by the numerical method. However, in both cases it is expected that, for longer times, this bounded behaviour will be dominated by the growth of the remainder terms, of order $O\left(\epsilon^{2}\right)$ or $O\left(h^{r+1}\right)$.
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