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#### Abstract

A singularly perturbed two-point boundary value problem with an exponential boundary layer is solved numerically by using an adaptive grid method. The mesh is constructed adaptively by equidistributing a monitor function based on the arc-length of the exact solution. The error analysis for this approach was carried out by Qiu et al. (J. Comput. Appl. Math. 101 (1999) 1-25). In this work, their error bound will be improved to the optimal order which is independent of the perturbation parameter. The main ingredient used to obtain the improved result is the theory of the discrete Green's function.
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## 1. Introduction

We consider the numerical approximation of the singularly perturbed two-point boundary value problem:

$$
\begin{equation*}
\operatorname{Tu}(x):=-\varepsilon u^{\prime \prime}(x)-p(x) u^{\prime}(x)=0 \quad \text { for } x \in(0,1), \quad u(0)=0, u(1)=1 \tag{1.1}
\end{equation*}
$$

where $0<\varepsilon \ll 1$ is a small positive parameter. It is also assumed that $p \in C^{1}[0,1]$, and there exist constants $\beta$ and $\bar{\beta}$ such that

$$
\begin{equation*}
0<\beta \leqslant p(x) \leqslant \bar{\beta} \quad \text { and } \quad\left|p^{\prime}(x)\right| \leqslant \bar{\beta}, \quad \forall x \in[0,1] . \tag{1.2}
\end{equation*}
$$

[^0]For $\varepsilon \ll 1$ the solution has a boundary layer of thickness $\mathcal{O}(\varepsilon)$ near the boundary $x=0$ and it is well known that a central or upwind difference scheme on an even mesh will not give a satisfactory numerical solution in this case. To obtain a reliable numerical solution for (1.1) when $\varepsilon \ll 1$, it is advantageous to use a mesh that concentrates nodes in the boundary layer. One approach is the use of highly nonuniform layer-adapted meshes, see, e.g. [9,13-15]. Another approach is the use of adaptive mesh generated by equidistributing a monitor function over the domain of the problem. There has been a great deal of work done recently on the use of the adaptive methods. Of these two approaches, convergence results for the first approach is more satisfactory, see, e.g. [8,13,17,9]. However, the analysis for the second approach seems very difficult, in particular for problems in multi-dimensions and/or with interior layers.

There have been some theoretical results for one-dimensional adaptive mesh approach to the solution of the singularly perturbed problem (1.1), see, e.g. [2,4,5,7,10-12]. It seems that the best convergence result so far is the one obtained by Kopteva and Stynes [5] who investigated a quasi-linear convection-diffusion equation in conservative form. The mesh is generated by using the arc-length equidistribution principle. A practical algorithm, based on an iterative procedure to generate the mesh and to compute the arc-length, is proposed. It is noted that the equation of conservative form can be easily reduce to a first-order equation. By using this fact and the Green's function, a first-order error bound which is independent of the small perturbation parameter is obtained. For a fully discretized scheme with the moving mesh strategy, their result seems the first among such efforts. It should be pointed out that similar iterative idea was successfully implemented in some multi-dimensional moving mesh algorithms (see, e.g. [6]).

For the convection-diffusion problem of form (1.1), there are also several results on adaptive mesh arising from the equidistribution of a monitor function, see, e.g. [2,10-12]. Qiu et al. [12] studied the rate of convergence based on a semi-discretization approach which implies that the exact solution is used in the monitor function. This simplifies the analysis, and also can give a clear structure of grid distribution in the solution interval. They proved that for any given $\gamma \in(0,1)$ there exists a positive constant $C(\gamma)$ independent of $\varepsilon$ and $N$, such that

$$
\begin{equation*}
\max _{0 \leqslant i \leqslant N}\left|u\left(x_{i}\right)-u_{i}^{N}\right| \leqslant C(\gamma) N^{-\gamma} \tag{1.3}
\end{equation*}
$$

provided that $N$ is sufficiently large, where $N$ is the total number of grid points, and $\left\{u_{i}^{N}\right\}_{i=0}^{N}$ is the numerical approximation. The main purpose of this paper is to improve the result of (1.3) to the uniform order of convergence, namely, by replacing the right-hand side of (1.3) with $\mathcal{O}\left(N^{-1} \ln N\right)$. The main ingredients used to obtain the improved result are the discrete Green's function [1] and the theory of $M$-matrices [16]. The idea of using discrete Green's function was also employed in [4,5,7,8].

We will close this section by introducing the numerical method and the main result. Let

$$
\Omega_{N}=\left\{x_{j} \mid 0=x_{0}<x_{1}<\cdots<x_{N}=1\right\}
$$

be an arbitrary non-uniform mesh on $[0,1]$. On $\Omega_{N}$ we discretize (1.1) as follows:

$$
\begin{align*}
& T^{N} u_{i}^{N}:=-\varepsilon D D^{-} u_{i}^{N}-p_{i} D^{+} u_{i}^{N}=0, \quad \text { for } 1 \leqslant i \leqslant N-1,  \tag{1.4}\\
& u_{0}^{N}=0, \quad u_{N}^{N}=1, \tag{1.5}
\end{align*}
$$

where the operators used are given by

$$
\begin{aligned}
& D^{-} v_{i}=\frac{v_{i}-v_{i-1}}{h_{i}}, \quad D^{+} v_{i}=\frac{v_{i+1}-v_{i}}{h_{i+1}}, \quad D v_{i}=\frac{v_{i+1}-v_{i}}{\hbar_{i}}, \\
& h_{i}=x_{i}-x_{i-1}, \quad \hbar_{i}=\frac{h_{i}+h_{i+1}}{2} .
\end{aligned}
$$

The numerical mesh is constructed by equidistributing the arc-length function

$$
\begin{equation*}
M(x)=\sqrt{1+\left(u^{\prime}(x)\right)^{2}} \tag{1.6}
\end{equation*}
$$

over the domain $[0,1]$. This gives rise to a mapping $x=x(\xi)$ :

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \xi}=\frac{L}{\sqrt{1+\left(u^{\prime}(x)\right)^{2}}}, \quad \xi \in(0,1) \tag{1.7}
\end{equation*}
$$

where $L$ is the arc length of $u$ over $(0,1)$. More precisely

$$
x_{i}=\int_{0}^{\xi_{i}} \frac{L}{\sqrt{1+\left(u^{\prime}(x)\right)^{2}}} \mathrm{~d} \xi, \quad \xi_{i}=\frac{i}{N}, \quad 0 \leqslant i \leqslant N
$$

The mesh size is given by

$$
\begin{equation*}
h_{i}=x_{i}-x_{i-1}=\int_{\xi_{i-1}}^{\xi_{i}} \frac{L}{\sqrt{1+\left(u^{\prime}(x)\right)^{2}}} \mathrm{~d} \xi, \quad 0 \leqslant i \leqslant N . \tag{1.8}
\end{equation*}
$$

The problem (1.1) will be solved numerically by (1.4) and (1.5) and (1.8). This approach is called semi-discretization [12] since the mesh equation (1.8) involves the exact solution $u$. The fully discretized scheme will be investigated in a separate work.

Throughout the paper, $C$ denotes a generic positive constant that is independent of $\varepsilon$, of the mesh, and can take different values in different places. The main result of this work is given below.

Theorem 1. Let $u(x)$ be the exact solution to (1.1) and let $\left\{u_{i}^{N}\right\}_{i=0}^{N}$ be obtained by finite difference scheme (1.4) and (1.5) on the grid defined by (1.8). Then there exists a positive constant $C$ independent of $\varepsilon$ and $N$ such that

$$
\begin{equation*}
\left|u\left(x_{i}\right)-u_{i}^{N}\right| \leqslant C N^{-1} \ln N, \quad 0 \leqslant i \leqslant N . \tag{1.9}
\end{equation*}
$$

## 2. Mesh structure

In this section, we will follow [12] to divide the domain [0,1] into three regions: a boundary layer region, a transition region and a regular solution region. In the regular solution region, the solution is smooth and its derivatives can be bounded by a constant which is independent of both $\varepsilon$ and $N$; while within the boundary layer the exact solution is very steep and the derivatives are very large. Since we are mainly interested in very small perturbation parameter, we may assume that

$$
\begin{equation*}
\varepsilon \ln N \leqslant N^{-1} . \tag{2.1}
\end{equation*}
$$

In the solution interval $[0,1]$, we choose a point

$$
\begin{equation*}
x^{*}=\frac{2 \varepsilon}{\beta}|\ln \varepsilon| \tag{2.2}
\end{equation*}
$$

and let $\bar{x}$ denote a mesh transition parameter defined by

$$
\begin{equation*}
\bar{x}=\frac{\varepsilon}{p(0)} \ln N . \tag{2.3}
\end{equation*}
$$

Let $J$ be a positive integer satisfying

$$
\begin{equation*}
x_{J} \geqslant x^{*} \quad \text { and } \quad x_{J-1}<x^{*} \tag{2.4}
\end{equation*}
$$

and let $K$ be a positive integer satisfying

$$
\begin{equation*}
1-\frac{L K}{D N} \geqslant \frac{2}{N} \quad \text { and } \quad 1-\frac{L(K+1)}{D N}<\frac{2}{N} \tag{2.5}
\end{equation*}
$$

where $D=\varepsilon u^{\prime}(0) / p(0)=\mathcal{O}(1), L$ is the arc-length of $u$. It can be verified that, see [12],

$$
\begin{equation*}
x_{K}<\bar{x} \quad \text { and } \quad x_{K} \geqslant \bar{x}-C_{0} \varepsilon, \tag{2.6}
\end{equation*}
$$

where $C_{0}=\ln ((L / D)+(1 / D p(0))+3) / p(0)$. As shown in [12], the interval $(0,1)$ can be divided into three subregions: the boundary layer region $\left(0, x_{K}\right)$; the transition region $\left(x_{K}, x_{J}\right)$; and the regular solution region $\left(x_{J}, 1\right)$.

Lemma 2.1 (Qiu et al. [12]). If the mesh $\Omega_{N}$ is generated by (1.8), then

- There are $\mathcal{O}(N)$ grid points inside the boundary layer $\left(0, x_{K}\right)$. Moreover,

$$
\begin{equation*}
h_{i} \leqslant C_{1} \varepsilon \quad \text { for } i \leqslant K \tag{2.7}
\end{equation*}
$$

- There are $\mathcal{O}(1)$ grid points inside the transition region $\left(x_{K}, x_{J}\right)$, where $\mathcal{O}(1)$ indicates a number independent of $\varepsilon$ and $N$;
- There are $\mathcal{O}(N)$ grid points inside the regular solution region $\left(x_{J}, 1\right)$. Moreover, for $j \geqslant J+1$, we have $h_{j} \leqslant C N^{-1}$.


## 3. Truncation error analysis

The exact solution of the problem (1.1) is

$$
\begin{equation*}
u(x)=\frac{G(x)}{G(1)}, \quad G(x)=\int_{0}^{x} \exp \left[-\frac{1}{\varepsilon} \int_{0}^{t} p(s) \mathrm{d} s\right] \mathrm{d} t \tag{3.1}
\end{equation*}
$$

As proved in [12] that

$$
\begin{equation*}
\frac{\beta}{\varepsilon} \mathrm{e}^{-\bar{\beta} x / \varepsilon}<u^{\prime}(x)<\frac{2 \bar{\beta}}{\varepsilon} \mathrm{e}^{-\beta x / \varepsilon} \quad \text { for } x \in[0,1], \tag{3.2}
\end{equation*}
$$

provided $\frac{1}{2} \leqslant 1-\mathrm{e}^{-\beta / \varepsilon}$, where $\beta$ and $\bar{\beta}$ are defined in (1.2), and the above solution $u$ can be splitted into two parts

$$
\begin{equation*}
u(x)=A(x)+Z(x), \tag{3.3}
\end{equation*}
$$

where

$$
\begin{align*}
& A(x)=D\left[1-\mathrm{e}^{-p(0) x / \varepsilon}\right], \quad D=\frac{\varepsilon u^{\prime}(0)}{p(0)}=\mathcal{O}(1), \\
& |Z(x)| \leqslant C \varepsilon \quad \text { for } x \in[0,1] . \tag{3.4}
\end{align*}
$$

The local truncation error of (1.4) at node $x_{i}$ is defined by

$$
\tau_{i}=T^{N} u_{i}-T u\left(x_{i}\right), \quad i=1, \ldots, N-1,
$$

where $u$ is the exact solution of (1.1) and $u_{i}=u\left(x_{i}\right)$. It is shown in $[3,12]$ that

$$
\begin{equation*}
\left|\tau_{i}\right| \leqslant c \int_{x_{i-1}}^{x_{i+1}}\left|u^{\prime \prime}(s)\right| \mathrm{d} s, \quad i=1, \ldots, N-1, \tag{3.5}
\end{equation*}
$$

where $c$ is a constant that is dependent of $\varepsilon$ and $N$. The following results on the truncation error are useful in our error analysis.

Lemma 3.1. For $1 \leqslant i \leqslant N-1$,

$$
\begin{align*}
& \hbar_{i}\left|\tau_{i}\right| \leqslant C\left(\varepsilon+\mathrm{e}^{-p(0) x_{i-1} / \varepsilon}\right),  \tag{3.6}\\
& \hbar_{i}\left|\tau_{i}\right| \leqslant C \varepsilon^{-2} \hbar_{i}^{2} \mathrm{e}^{-p(0) x_{i-1} / \varepsilon} \tag{3.7}
\end{align*}
$$

Proof. From (3.2), it is clear that

$$
\begin{equation*}
u^{\prime}(x)<2 \bar{\beta} \quad \text { for } x \geqslant x^{*} / 2 \tag{3.8}
\end{equation*}
$$

Furthermore, it is shown in [12] that

$$
\begin{equation*}
\frac{\beta}{2 \varepsilon} \mathrm{e}^{-p(0) x / \varepsilon}<u^{\prime}(x)<\frac{3 \bar{\beta}}{\varepsilon} \mathrm{e}^{-p(0) x / \varepsilon} \quad \text { for } x \leqslant x^{*} \tag{3.9}
\end{equation*}
$$

It follows from (1.1) that

$$
\tau_{i}=T^{N} u_{i}-T u\left(x_{i}\right)=T^{N} u_{i} .
$$

Using (1.4), (3.3), (3.4) and (3.8), (3.9) gives

$$
\begin{aligned}
\hbar_{i}\left|\tau_{i}\right| & =\hbar_{i}\left|T^{N} u_{i}\right| \\
& =\varepsilon\left|D^{+} u_{i}-D^{-} u_{i}\right|+p_{i} \hbar_{i} h_{i+1}^{-1}\left|u\left(x_{i+1}\right)-u\left(x_{i}\right)\right| \\
& \leqslant 2 \varepsilon \max _{x_{i-1} \leqslant x \leqslant x_{i+1}}\left|u^{\prime}(x)\right|+C\left|A\left(x_{i+1}\right)-A\left(x_{i}\right)\right|+C\left|Z\left(x_{i+1}\right)\right|+C\left|Z\left(x_{i}\right)\right| \\
& \leqslant C\left(\varepsilon+\mathrm{e}^{-p(0) x_{i-1} / \varepsilon}\right),
\end{aligned}
$$

where we have used the fact $\hbar_{i} h_{i+1}^{-1} \leqslant 1$. Thus, (3.6) was proved. It can be shown, by using Eq. (1.1), the exact solution (3.1) and (3.8), (3.9), that

$$
\left|u^{\prime \prime}(x)\right|=\varepsilon^{-1} p(x) u^{\prime}(x) \leqslant 3 \bar{\beta}^{2} \varepsilon^{-2} \mathrm{e}^{-p(0) x_{i-1} / \varepsilon} \quad \text { for } x \in\left(x_{i-1}, x_{i+1}\right) .
$$

This result, together with (3.5), leads to (3.7).
We now define the error mesh function

$$
e_{i}=u\left(x_{i}\right)-u_{i}^{N} .
$$

It can be verified that the error mesh function satisfies

$$
\begin{equation*}
T^{N} e_{i}=T^{N} u_{i}-T^{N} u_{i}^{N}=T^{N} u_{i}-T u\left(x_{i}\right)=\tau_{i}, \quad 1 \leqslant i \leqslant N-1 \tag{3.10}
\end{equation*}
$$

with $e_{0}=e_{N}=0$. It is clear that $T^{N}$ is an $M$-matrix.

Lemma 3.2. For $1 \leqslant i \leqslant N-1$,

$$
\begin{equation*}
\left|e_{i}\right| \leqslant \beta_{0}^{-1} \sum_{j=1}^{N-1} \hbar_{j}\left|\tau_{j}\right| \tag{3.11}
\end{equation*}
$$

where $\beta_{0}$ is a constant.
Proof. The proof can be obtained by using the discrete Green's function. For $j=1, \ldots, N-1$, the discrete Green's function $G\left(x_{i}, x_{j}\right)$ associated with the grid point $x_{j}$ is defined by

$$
\begin{equation*}
T^{N} G\left(x_{i}, x_{j}\right)=\frac{\delta_{i j}}{\hbar_{i}} \quad \text { for } i=1, \ldots, N-1, \quad G\left(0, x_{j}\right)=G\left(1, x_{j}\right)=0 \tag{3.12}
\end{equation*}
$$

where the Kronecker function $\delta_{i j}$ is 1 if $i=j$ and 0 otherwise. For simplicity, denote $G_{j}^{i}=G\left(x_{i}, x_{j}\right)$. Then for each $1 \leqslant i \leqslant N-1$ we have

$$
\begin{equation*}
e_{i}=\sum_{j=1}^{N-1} \hbar_{j} G_{j}^{i} \tau_{j} \tag{3.13}
\end{equation*}
$$

which can be verified directly by using (3.10) and (3.12). Let

$$
B_{j}^{i}= \begin{cases}\beta_{0}^{-1}, & 0 \leqslant i \leqslant j  \tag{3.14}\\ \beta_{0}^{-1} \prod_{k=j+1}^{i}\left(1+\frac{\beta_{0} h_{k}}{\varepsilon}\right)^{-1}, & j+1 \leqslant i \leqslant N\end{cases}
$$

where $\beta_{0}=\beta / 2$, with $\beta$ being defined by (1.2). Clearly $G_{j}^{i}$ are nonnegative for all $0 \leqslant i, j \leqslant N$. We now show that $B_{j}^{i}$ is an upper bound for $G_{j}^{i}$ by using direct calculation:

- for $i>j$ :

$$
\begin{aligned}
& D^{-} B_{j}^{i}=h_{i}^{-1}\left(B_{j}^{i}-B_{j}^{i-1}\right)=h_{i}^{-1} B_{j}^{i}\left[1-\left(1+\frac{\beta_{0} h_{i}}{\varepsilon}\right)\right]=-\frac{\beta_{0} B_{j}^{i}}{\varepsilon} \\
& D^{+} B_{j}^{i}=h_{i+1}^{-1}\left(B_{j}^{i+1}-B_{j}^{i}\right)=h_{i+1}^{-1} B_{j}^{i}\left[\left(1+\frac{\beta_{0} h_{i+1}}{\varepsilon}\right)^{-1}-1\right]=-\frac{\beta_{0} B_{j}^{i}}{\varepsilon+\beta_{0} h_{i+1}}, \\
& T^{N} B_{j}^{i}=-\varepsilon \frac{D^{+} B_{j}^{i}-D^{-} B_{j}^{i}}{\hbar_{i}}-p_{i} D_{+} B_{j}^{i}=\frac{\beta_{0} B_{j}^{i}}{\hbar_{i}}\left(\frac{\varepsilon+p_{i} \hbar_{i}}{\varepsilon+\beta_{0} h_{i+1}}-1\right)
\end{aligned}
$$

- for $i=j$ :

$$
\begin{aligned}
& D^{-} B_{j}^{i}=h_{i}^{-1}\left(B_{j}^{i}-B_{j}^{i-1}\right)=h_{i}^{-1}\left(\beta_{0}^{-1}-\beta_{0}^{-1}\right)=0 \\
& D^{+} B_{j}^{i}=h_{i+1}^{-1}\left(B_{j}^{i+1}-B_{j}^{i}\right)=h_{i+1}^{-1} \beta_{0}^{-1}\left[\left(1+\frac{\beta_{0} h_{i+1}}{\varepsilon}\right)^{-1}-1\right]=-\frac{1}{\varepsilon+\beta_{0} h_{i+1}}, \\
& T^{N} B_{j}^{i}=-\varepsilon \frac{D^{+} B_{j}^{i}-D^{-} B_{j}^{i}}{\hbar_{i}}-p_{i} D^{+} B_{j}^{i}=\frac{1}{\hbar_{i}} \frac{\varepsilon+p_{i} \hbar_{i}}{\varepsilon+\beta_{0} h_{i+1}}
\end{aligned}
$$

- for $i<j$ :

$$
D^{-} B_{j}^{i}=0, \quad D^{+} B_{j}^{i}=0, \quad T^{N} B_{j}^{i}=0 .
$$

The above calculations lead to

$$
T^{N} B_{j}^{i}= \begin{cases}0, & i=0, \ldots, j-1  \tag{3.15}\\ \frac{1}{\hbar_{i}} \frac{\varepsilon+p_{i} \hbar_{i}}{\varepsilon+\beta_{0} h_{i+1}}, & i=j, \\ \frac{\beta_{0} B_{j}^{i}}{\hbar_{i}}\left(\frac{\varepsilon+p_{i} \hbar_{i}}{\varepsilon+\beta_{0} h_{i+1}}-1\right), & i=j+1, \ldots, N\end{cases}
$$

Since $p_{i}=p\left(x_{i}\right) \geqslant \beta$ and $\hbar_{i} \geqslant h_{i+1} / 2$, for $i=0, \ldots, N$, we have $p_{i} \hbar_{i} \geqslant \beta_{0} h_{i+1}$. These observations, together with (3.15), yield

$$
\begin{equation*}
T^{N} B_{j}^{i} \geqslant \frac{\delta_{i j}}{\hbar_{i}}=T^{N} G_{j}^{i} \tag{3.16}
\end{equation*}
$$

Also note that $B_{j}^{0} \geqslant G_{j}^{0}$ and $B_{j}^{N} \geqslant G_{j}^{N}$. We can apply the $M$-Matrix theory to conclude that

$$
\begin{equation*}
0 \leqslant G_{j}^{i} \leqslant B_{j}^{i} \leqslant \beta_{0}^{-1} \quad \text { for } i, j=0, \ldots, N . \tag{3.17}
\end{equation*}
$$

It follows from (3.12) to (3.17) that

$$
\begin{equation*}
\left|e_{i}\right| \leqslant \sum_{j=1}^{N-1} \hbar_{j} G_{j}^{i}\left|\tau_{j}\right| \leqslant \sum_{j=1}^{N-1} \hbar_{j} B_{j}^{i}\left|\tau_{j}\right| \leqslant \beta_{0}^{-1} \sum_{j=1}^{N-1} \hbar_{j}\left|\tau_{j}\right| \tag{3.18}
\end{equation*}
$$

for $0 \leqslant i \leqslant N$.

## 4. The proof of Theorem 1

We will apply Lemma 3.1 to bound the term $\hbar_{j}\left|\tau_{j}\right|$ in (3.11). It follows from (3.18) and Lemma 3.2 that, for $i=0, \ldots, N$,

$$
\begin{align*}
& \left|u\left(x_{i}\right)-u_{i}^{N}\right| \leqslant \sum_{j=1}^{N-1} \hbar_{j} B_{j}^{i}\left|\tau_{j}\right| \\
& \quad \leqslant C \sum_{j=1}^{K-1} \varepsilon^{-2} \hbar_{j}^{2} B_{j}^{i} \mathrm{e}^{-p(0) x_{j-1} / \varepsilon}+C \sum_{j=K}^{J}\left(\varepsilon+\mathrm{e}^{-p(0) x_{j-1} / \varepsilon}\right)+C \sum_{j=J+1}^{N} \varepsilon^{-2} \hbar_{j}^{2} \mathrm{e}^{-p(0) x_{j-1} / \varepsilon} \\
& \quad=: I_{1}+I_{2}+I_{3}, \tag{4.1}
\end{align*}
$$

where $J$ and $K$ are defined by (2.4) and (2.5), respectively. We now derive an auxiliary bound for $B_{j}^{i}$ for $0<j<i \leqslant K$. Observe that

$$
\begin{align*}
\ln \left[\prod_{k=j+1}^{i}\left(1+\frac{\beta_{0} h_{k}}{\varepsilon}\right)\right] & \geqslant \sum_{k=j+1}^{i}\left[\frac{\beta_{0} h_{k}}{\varepsilon}-\frac{1}{2}\left(\frac{\beta_{0} h_{k}}{\varepsilon}\right)^{2}\right] \\
& \geqslant \frac{\beta_{0}}{\varepsilon}\left(x_{i}-x_{j}\right)-\frac{1}{2} \sum_{k=1}^{K}\left(\frac{\beta_{0} h_{k}}{\varepsilon}\right)^{2} \tag{4.2}
\end{align*}
$$

for $0<j<i \leqslant K$. Using (1.8) and (3.9), we have

$$
\begin{align*}
h_{k} & =\int_{\xi_{k-1}}^{\xi_{k}} \frac{L}{\sqrt{1+\left(u^{\prime}(x)\right)^{2}}} \mathrm{~d} \xi \leqslant \int_{\xi_{k-1}}^{\xi_{k}} \frac{L}{u^{\prime}(x)} \mathrm{d} \xi \\
& \leqslant \frac{L}{N} \frac{1}{u^{\prime}\left(x_{k}\right)} \leqslant \frac{2 L}{\beta} \frac{\varepsilon}{N} \mathrm{e}^{p(0) x_{k} / \varepsilon}, \quad k=1, \ldots, K . \tag{4.3}
\end{align*}
$$

Hence

$$
\begin{aligned}
\sum_{k=1}^{K}\left(\frac{\beta_{0} h_{k}}{\varepsilon}\right)^{2} & \leqslant C \varepsilon^{-1} N^{-1} \sum_{k=1}^{K} \mathrm{e}^{p(0) x_{k} / \varepsilon} h_{k} \leqslant C \varepsilon^{-1} N^{-1} \int_{0}^{\bar{x}} \mathrm{e}^{p(0) x / \varepsilon} \mathrm{d} x \\
& \leqslant\left. C N^{-1} \mathrm{e}^{p(0) x / \varepsilon}\right|_{0} ^{\bar{x}}=C N^{-1}\left[\mathrm{e}^{p(0) \bar{x} / \varepsilon}-1\right] \leqslant C
\end{aligned}
$$

Then, by the definition (3.14) and (4.2), we obtain

$$
\begin{equation*}
B_{j}^{i} \leqslant C \mathrm{e}^{-\beta_{0}\left(x_{i}-x_{j}\right) / \varepsilon} \quad \text { for } 0<j<i \leqslant K . \tag{4.4}
\end{equation*}
$$

Below we will prove that

$$
\begin{align*}
& \left|u\left(x_{i}\right)-u_{i}^{N}\right| \leqslant C N^{-1} \ln N, \quad 0 \leqslant i<K,  \tag{4.5}\\
& \left|u\left(x_{i}\right)-u_{i}^{N}\right| \leqslant C N^{-1}, \quad K \leqslant i \leqslant N . \tag{4.6}
\end{align*}
$$

4.1. Error in the regular solution region and the transition region

We will prove (4.6) first. It follows from Lemma 2.1 that $J-K=\mathcal{O}(1)$. This result, the second inequality in (2.6), (2.7) and (2.1) yield

$$
\begin{align*}
I_{2} & =C \sum_{j=K}^{J}\left(\varepsilon+\mathrm{e}^{-p(0) x_{j-1} / \varepsilon}\right) \\
& \leqslant C\left(\varepsilon+\mathrm{e}^{-p(0) x_{K-1} / \varepsilon}\right) \\
& \leqslant C\left(\varepsilon+\mathrm{e}^{-p(0)\left(\bar{x}-\left(C_{0}+C_{1}\right) \varepsilon\right) / \varepsilon}\right) \\
& =C\left(\varepsilon+\mathrm{e}^{p(0)\left(C_{0}+C_{1}\right)} \mathrm{e}^{-p(0) \bar{z} / \varepsilon}\right) \leqslant C N^{-1} . \tag{4.7}
\end{align*}
$$

It follows from Lemma 2.1 that $h_{j} \leqslant C N^{-1}$ for $j \geqslant J+1$. Using (2.4) gives

$$
\mathrm{e}^{-p(0) x_{j-1} / \varepsilon} \leqslant \mathrm{e}^{-p(0) x^{*} / \varepsilon} \leqslant \mathrm{e}^{-\beta x^{*} / \varepsilon}=\varepsilon^{2} \quad \text { for } j \geqslant J+1 .
$$

Using these facts we obtain

$$
\begin{align*}
I_{3} & =C \sum_{j=J+1}^{N} \varepsilon^{-2} \hbar_{j}^{2} \mathrm{e}^{-p(0) x_{j-1} / \varepsilon} \\
& \leqslant C \sum_{j=J+1}^{N} \varepsilon^{-2} N^{-2} \mathrm{e}^{-p(0) x^{*} / \varepsilon} \leqslant C N^{-1} \tag{4.8}
\end{align*}
$$

It follows from the definition (3.14) and (4.4) that, for $K \leqslant i \leqslant N$,

$$
B_{j}^{i} \leqslant B_{j}^{K} \leqslant C \mathrm{e}^{-\beta_{0}\left(x_{K}-x_{j}\right) / \varepsilon} \quad \text { for } i \geqslant K, j \leqslant K-1
$$

Moreover, it follows from (2.7) that

$$
\mathrm{e}^{p(0) h_{j} / \varepsilon} \leqslant C \quad \text { for } j \leqslant K
$$

Using the above two results and (4.3) gives that, for $i \geqslant K$,

$$
\begin{align*}
I_{1} & \leqslant C \sum_{j=1}^{K-1} \varepsilon^{-2} \hbar_{j}^{2} B_{j}^{K} \mathrm{e}^{-p(0) x_{j-1} / \varepsilon} \\
& \leqslant C \varepsilon^{-1} N^{-1} \sum_{j=1}^{K-1} \mathrm{e}^{-\beta_{0}\left(x_{K}-x_{j}\right) / \varepsilon} \hbar_{j} \\
& \leqslant C \varepsilon^{-1} N^{-1} \mathrm{e}^{-\beta_{0} x_{K} / \varepsilon} \int_{0}^{x_{K}} \mathrm{e}^{\beta_{0} x / \varepsilon} \mathrm{d} x \\
& =C N^{-1} \mathrm{e}^{-\beta_{0} x_{K} / \varepsilon}\left[\mathrm{e}^{\beta_{0} x_{K} / \varepsilon}-1\right] \leqslant C N^{-1} . \tag{4.9}
\end{align*}
$$

Combining (4.1) and (4.7)-(4.9) gives the (4.6).

### 4.2. Error in boundary layer region

Now we need to bound the error for $0 \leqslant i<K$. It follows from (4.1) that only $I_{1}$ needs to be re-considered for $0 \leqslant i<K$; the estimates for $I_{2}$ and $I_{3}$ obtained in the last subsection remains valid for this range of index $i$. For $0 \leqslant i<K$,

$$
\begin{align*}
I_{1} & \leqslant C \sum_{j=1}^{K-1} \varepsilon^{-2} \hbar_{j}^{2} \mathrm{e}^{-p(0) x_{j-1} / \varepsilon} \leqslant C \varepsilon^{-1} N^{-1} \sum_{j=1}^{K-1} \hbar_{j} \\
& \leqslant C \varepsilon^{-1} N^{-1} x_{K} \leqslant C \varepsilon^{-1} N^{-1} \frac{\varepsilon}{p(0)} \ln N \leqslant C N^{-1} \ln N \tag{4.10}
\end{align*}
$$

This result, together with (4.7) and (4.8), gives (4.5). This also completes the proof of Theorem 1.
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