
Journal of Computational and Applied Mathematics 167 (2004) 91–134
www.elsevier.com/locate/cam

A geometric optics method for high-frequency electromagnetic
(elds computations near fold caustics—Part II. The energy
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Abstract

We present the computation of the amplitudes needed to evaluate the energy deposited by the laser wave
in a plasma when a fold caustic forms. We (rst recall the Eulerian method designed in Benamou et al.
(J. Comput. Appl. Math. 156 (2003) 93) to compute the caustic location and the phases associated to the two
ray branches on its illuminated side. We then turn to the computation of the amplitudes needed to evaluate
the energy. We use the classical geometrical form of the amplitudes to avoid the blow up problem at the
caustic. As our proposed method is Eulerian we have to consider transport equations for these geometrical
quantities where the advection (eld depends on the ray :ow. The associated vector (eld structurally vanishes
like the square root of the distance to the caustic when approaching the caustic. This introduces an additional
di<culty as traditional (nite di=erence scheme do not retain their accuracy for such advection (elds. We
propose a new scheme which remains of order 1 at the caustic and present a partial theoretical analysis as
well as a numerical validation. We also test the capability of our Eulerian geometrical algorithm to produce
numerical solution of the Helmholtz equation and attempt to check their frequency asymptotic accuracy.
c© 2003 Published by Elsevier B.V.
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1. Introduction

This paper is the second and last part (the (rst part is [3]) presenting a Eulerian numerical method
for the simulation of the propagation of a laser wave in a material medium.
The electromagnetic (eld A is the solution of the following frequency wave equation (see [8])

∇ · (∇A) + k20n2A+ i�k0A= 0: (1)
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The space variable X belongs to Rd (d = 2 in the sequel), ∇ is the gradient operator in Rd, k0
is the wave number of the laser wave in the vacuum, n = n(X ) is a strict positive function which
corresponds to the refractive index of the medium and � a positive parameter characterizing the
absorption coe<cient of the laser energy by the material. The system is subject to an incident plane
wave

Ainc = A0 exp(ik0X (cos �; sin �)); (2)

where � is the angle of incidence. Generally, one requires the index n to be constant when |X | → +∞
and the scattered (eld Ascat=A−Ainc satis(es (in polar coordinates) the radiation boundary conditions
at in(nity:

lim
R→∞

∫
SR

∣∣∣∣ 99r Ascat − ik0Ascat
∣∣∣∣
2

d = 0; (3)

where SR the sphere centered at 0 with radius R.
As in [3], a WKB technique is used (see, for example, [7]). In its simplest form the oscillatory

unknown A is approximated by

A � aeik0�: (4)

An asymptotic expansion of Eq. (1) shows that the phase � satis(es the Eikonal equation

|∇�|2 = n2 (5)

and the amplitude a is a solution to

�a+ 2∇a∇�+ a∇ · (∇�) = 0: (6)

The physical quantity E = |a|2 which represents the laser energy satis(es
�E +∇ · (E∇�) = 0: (7)

Both geometrical optics unknowns � and a have slow variations compared to A and are cheaper
to approximate and compute in terms of computational cost. The WKB approximation often is the
only a=ordable way to simulate high-frequency wave propagation phenomena.
It is, however, well known that the single phase ansatz (4) is not correct in the vicinity of caustics

for two related reasons: (rst, the rays which are the integral curves of the gradient of the phase
∇� and along which � is de(ned cross and de(ne a multi-valued phase function. Second, the same
rays are the characteristics of the conservation law (7). Near the caustic neighboring rays cross and
the Laplacian of the phase ∇:(∇�) is singular at the caustic. Eventually, the energy E computed by
means of the WKB approximation becomes in(nite.
The appropriate generalization of (4) is the Maslov theory of global oscillatory functions, which

can be presented along the lines of the theory of Fourier integral operators of HOormander [6]. A
presentation of the application of this theory to the Helmholtz equation can be found in [7]. We will
not use this theory but instead focus on a simple prototype example (already used in [3]) which
can be solved analytically. In particular we show how the solution of (1) is linked to the notion of
multi-valued solution of (5)–(6): Let us consider a 2D half-space problem {X = (z; x)∈R2 | x¿ 0}
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which will simplify into a 1D problem as we assume the medium to be characterized by a simple
index

n2(z; x) =



1 for x¡ 0;

1− x for x∈ [0; 1− �];
� for x¿ 1− �;

(8)

where we assume cos2 �¡ 1− � and �¿ 0 is a small parameter.
The incoming wave determines the boundary condition data at x=0, and since n does not depend

on z we can seek a solution of the form A(z; x) = u(x) exp(ik0 z sin �). Eq. (1) then simpli(es to

u′′(x) + k20xcu(x) + ik0�u= 0 for x¡ 0;

u′′(x) + k20 (xc − x)u(x) + ik0�u= 0 for x∈ [0; 1− �]; (9)

u′′(x) + k20 (xc − (1− �))u(x) + ik0�u= 0 for x¿ 1− �;
where xc = cos2 �. The solution is given in the central zone as a linear combination of the airy Ai
and airy of the second kind Bi functions [1].
Index (8) is not constant as |X | → +∞ and we are not aware of rigorous radiation boundary

conditions in this case. It does however remain constant when |x| → +∞. We therefore complement
Eq. (9) with 1D radiation boundary condition on uscat = u− uinc:

lim
x→+∞ x

(
9
9x uscat − ik0

√
xc − (1− �)uscat

)
= 0; (10)

lim
x→−∞ x

(
9
9x uscat + ik0 cos �uscat

)
= 0:

Now, as the Bi function exponentially blows up with k0 for 1¿x¿xc and as u is bounded, a
tedious calculation shows that the Bi contribution is damped and an asymptotic approximation of u
is given by

u(x)− Ck1=60 Ai(−k2=30 ((xc − x) + i�k−10 )) = O(k−∞
0 ) (11)

the coe<cient k1=60 standing here for normalization purposes.
For x− xc ¡−�0¡ 0, as k0 → +∞, we get, using the classical asymptotic expansion of the Airy

function [1] that

u(x)−
{
C
2
√
�

(
e−i�=4

(xc − x)1=4 exp(ik0�) +
e+i�=4

(xc − x)1=4 exp(−ik0�)
)}

� O(k−10 );

where

�= 2
3 (xc − x + i�k−10 )3=2

that is to say

u(x) � a−ei�=4 exp(−ik0�) + a+e−i�=4 exp(ik0�) + O(k−10 ); (12)



94 J.-D. Benamou et al. / Journal of Computational and Applied Mathematics 167 (2004) 91–134

-

+

xc

C

x

z

x

z

�± (z, x)

Fig. 1. The toy problem.

where �= 2
3 (xc − x)3=2 and

a−(x) =
C
2
√
�

1
(xc − x)1=4 e

�
√
xc−x; a+(x) =

C
2
√
�

1
(xc − x)1=4 e

−�√xc−x: (13)

Then we get the following approximation for the potential A= u exp(iz sin �):

A(z; x)− {a−ei�=4 exp(ik0�−) + a+e−i�=4 exp(ik0�+)} � O(k−10 ) (14)

with

�±(z; x) = z sin �± 2
3 (xc − x)3=2 + C: (15)

In [3], we show that the rays of geometrical optics for this simpli(ed toy problem produce a
fold straight caustic curve x = xc (see Fig. 1) and predicts the amplitudes and phases (13)–(15).
Each point on the illuminated side (x¡xc) of the caustic is reached by two rays which are labeled
− and +. The − part of the rays propagate onto the caustic and is called direct while the + part is
the return portion of the rays after passing the caustic. Formula (14) means that at high frequency,
A is the sum of two WKB ansatz formed by the ± branches. The e±i�=4 terms represent the known
�=2 phase shift across caustics according to Maslov theory. In Fig. 2, we have plotted in the case
� = 0 both the exact solution A (plain line) and its WKB approximation (stars) (only in the last
wavelength is a di=erence to be seen, the approximation blows at the caustic). A valid approximation
of A near the caustic in the spirit of [10] is proposed in [9].
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Fig. 2. The Airy function and its approximation.

From the application point of view an important physical quantity is the absorbed laser energy∫
D |A|2 dX on a (xed domain D. One can readily check from (12) for x¡xc that

|A|2 = (|a+|2 + |a−|2)− 2a+a− sin(2k0�) + O(k−10 ):

Recall that this approximation holds asymptotically in k0 and therefore only the stationary points of
� will contribute to the integral of the last term, actually only the caustic point. When the domain D
is a strip [x1; x2]× [z1; z2] which does not contain the caustic x= xc, we get by the Lebesgue lemma∫

D
|A|2 dX =

∫
D
(|a+|2 + |a−|2) dX +O(k−1=30 ): (16)

The integral on the right-hand side is the geometric optics approximation of the energy on the
left-hand side. In our a<ne index of refraction case this integral is convergent for x2 = xc and we
show in Appendix A.1 that relation (16) remains true.
The numerical method presented in [3] and in this paper is designed to work for general index of

refraction n(z; x) under the constraint that it produces a fold caustic. In this case the asymptotic
solution generically is of form (14). The phases �± and the amplitudes a± can generally only
be computed numerically, the classical method being ray tracing. In [3], we proposed a Eulerian
method for the computation of �±. In this paper, we focus on the speci(c di<culties linked to
the computation of the amplitudes or more precisely of the square of the amplitudes E± = |a±|2.
Owing to the singularity of the phase coe<cients at the caustic neither (6) for a± nor (7) for E±
are used in practice. Instead we use the conservative properties of Eq. (7) to establish the following
representation for the energies:

E± =
Z±

| ±|9z�± ; (17)

where  ± represents the oriented volume of an in(nitesimal tube of rays (sometimes called “geo-
metrical spreading”) which vanishes at the caustic and Z is a function decaying along the rays at a
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rate governed by �. These new unknowns are solutions of Eulerian transport equations and provide
a robust evaluation across caustics.
The paper is organized as follows. We (rst summarize basic facts and results from our (rst paper

[3] on the bi-valued phase �±. We then derive in Section 3 the equations we will use to compute
the amplitudes and numerically evaluate formula (16). Section 4 details more technical results on
the modi(cation of the computational domain and boundary/initial conditions. Section 5 explains the
di<culty linked to the (nite di=erence approximation of the transport equation near the caustic. We
propose a (rst-order scheme and show numerical results. Finally Section 6 shows numerical results
and presents a numerical validation of formulae (14) and (16) in the 1D case.

2. From the Lagrangian to the Eulerian modelization of the fold caustic

We give in the two following subsections, a necessary overview of the phase model presented
in [3]. This presentation is slightly di=erent and hopefully clearer than the one that can be found
in [3].
In this section, and throughout the paper we use d=2 and X =(z; x) is in R2 and ∇=(9z; 9x). We

believe that the content of this paper can be extended to treat fold caustic cases in three dimensions
(d= 3 and 9x is a gradient).

2.1. The Lagrangian model of the geometric optics

We start with an in(nite device because it is in essence what our proposed Eulerian method can
handle. The index n(z; x) is constant (=1) in the half-plane x¡ 0 where the incident plane wave
(2) propagates freely. The important assumption on the physics of the problem in [3]—still required
in this paper—was an a priori hypothesis on a qualitative behavior of the rays. In our (x; z) setting
(see Fig. 4), we use the z-axis as a privileged direction of propagation. The rays start as straight
lines making an angle � with the vertical axis in the x¡ 0 half-plane (constant index of refraction),
then they enter the x¿ 0 area where the index has smooth variations such that rays “folds” and the
locus of the fold is called the caustic. After turning back at the caustic the rays eventually exit the
x¿ 0 domain and revert to a straight line in the constant index part of the medium.
Remark that, from the geometrical point of view, nothing happens in the “shadow” zone behind

the caustic. In the x¡ 0 zone the incident plane wave obviously corresponds to the direct rays
and we thus assume that the return rays can be associated to the scattered part of the solution. It
therefore seems natural for return rays to satisfy some out-:ow condition consistent with the radiation
boundary condition.
The “fold caustic” assumption can be mathematically expressed by two conditions. First the ray

curves can be parameterized by z and so is the caustic denoted by x = xc(z). Second, every point
(x; z) on the illuminated side of the caustic is passed by two rays, the other side (the shadow zone)
is not reached. They can be classi(ed into two “branches”: direct rays that reach the point before
passing through the caustic and return rays that reach the point after.
We de(ne the family of ray curves {y(z; z0); z0 ∈R; z ¿ z0} (see Fig. 4) where z0 indicates the

(rst crossing position of the ray with the x= 0 axis ("inc). The rays are solutions, ∀z0 and ∀z¿ z0
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of the 1D Hamiltonian system:
ẏ(z; z0) = Hp(z; y; p);

ṗ(z; z0) =−Hx(z; y; p);
’̇(z; z0) = p · Hp(z; y; p)− H (z; y; p);

(18)

where H (z; x; p) =−
√
n2 − p2. The dot stands for di=erentiation with respect to z, and Hx and Hp

denote the derivatives of H with respect to x and p. We specify the initial conditions on the axis
x = 0

y(z0; z0) = 0;

p(z0; z0) = sin �;

’(z0; z0) = sin �z0:

(19)

The initial conditions are derived from the incident plane wave condition (2) and all rays can be
extended backwards by straight lines (they solve the same equation in the x¡ 0 zone).

2.2. The truncated and extended Lagrangian model

2.2.1. The truncated Lagrangian model
In practice our device is (nite and the index n de(ned in a bounded interval. We can still assume

the domain to be in(nite in the x¡ 0 half-plane as the propagation is trivial there but we need
also to bound the domain in the z direction. Let us set ]0; Z[ as the range in z where the index is
de(ned. There is no di<culties to stop the ray computations at z=Z and truncate the domain there.
Truncating at z=0 is more problematic. Notice indeed that if we use initialization (19) but only for
positive z0. It generates di=erent zones where the fold caustic hypothesis above does not necessarily
applies. There is a (rst zone labeled (1) in Fig. 5 below the (rst ray shot from the origin (0; 0),
represented in thick line, which is not covered by any rays. A second zone labeled (2) delimited
by the direct part and return part of that same (rst ray is only reached by direct rays. We (nally
on the remaining part of the illuminated domain, labeled (3) on the (gure where we get the usual
“fold caustic” regime where every point is reached by a direct and a return ray.

2.2.2. The extended Lagrangian model
As already hinted, and extensively explained in [3], the truncation of the Lagrangian model is a

source of di<culties when we want to switch to an Eulerian treatment. Indeed, both the direct and
return part of the solution are sought for as coupled Eulerian solutions of evolution partial di=erential
equations in z and the coupling cannot be avoided to compute the caustic. Initial conditions are
therefore needed for both branches at z = 0.
In [3] we proposed initial conditions derived from a compatible stationary problem: the index is

(rst extended in the z¡ 0 by setting n(z; x)=n(0; x);∀z¡ 0. As the z dependence is suppressed, all
rays issued from negative z0 have the same behavior and the caustic is a straight line xc(z) =C0. It
can be shown [10] that this “stationary” solution has a C2;1 connection with the solution in the z¿ 0
domain (see Fig. 6). This extension process has two advantages. First we now have two branches
everywhere in the physical domain, second the stationary solutions at z=0 are easy to compute and
can be used as initial data.
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We can therefore truncate anew this extended model at z = 0 and set the initial conditions for
the ray system on the x-axis (Fig. 7). Note that according to the “fold caustic” hypothesis each
point (z=0; x0) for x0 ∈ ]−∞; C0[ is reached by two rays of the extended model. We now have two
families of rays curves now parameterized by x0 instead of z0 : {yi(z; x0); x0 ∈ ]−∞; C0[; z ¿ 0} for
i=1; 2 where y1(z; x0), respectively, y2(z; x0), are the rays issued from the direct, respectively return,
rays crossing z = 0 at x0. The rays of each family satisfy for ∀z¿ 0 of the same system (18) and
the initial conditions now derive from truncating the extended model:

yi(0; x0) = x0;

pi(0; x0) = pi;0(x0);

’i(0; x0) = ’i;0(x0); (20)

where p1;0 and ’1;0 are data of the problem, p2;0 and ’2;0 are by-products of the stationary problem
in z¡ 0 and pi(:; x0) and ’i(:; x0) are the corresponding solutions of (18).

2.3. From Lagrangian to Eulerian

The rays of the y2 family will always be return rays, they passed the caustic in the extension
x¡ 0 of the domain; we will denote these rays y+2 . This is not the case for the y1 family in which
the rays start as direct rays, pass the caustic and become return rays (Figs. 3–7). The direct part of
a y1 rays will be denoted y−1 and the return part y+1 . Mathematically, ∀x0, there is a depth zc(x0)
such that

y1(zc(x0); x0) = xc(zc(x0))

z

x
x0

y − (·, x0)

y+ (·, x0)

C

zc(x0)

Fig. 3. The y± splitting.
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Fig. 4. The in(nite model.

and then

y−1 (z; x0) = y1(z; x0) for z6 zc(x0);

y+1 (z; x0) = y1(z; x0) for z6 zc(x0):

We can now assert that every point (z; x)∈ ]0; Z[ × ]0; xc(z)[ is passed by two rays (Fig. 1): a
direct ray which is necessarily a y−1 rays and a return ray which is either a y+1 or a y

+
2 ray. Thus,

for all x0 the formulae

�−(z; y−1 (z; x0)) = ’1(z; x0) (21)

for the direct branch and

�+(z; y+1 (z; x0)) = ’1(z; x0); �+(z; y+2 (z; x0)) = ’2(z; x0) (22)

for the return branch, de(ne two single valued Eulerian phase functions �+(z; x) and �−(z; x).
We recall the full Eulerian model for �± and associated initial and boundary conditions derived

in [3]:

9z�±(z; x) + H (z; x; 9x�±) = 0 for (z; x)∈R+ × [0; xc(z)]: (23)
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z = Z

x

z

C

z =0

(1)

(3)

(2)

(0, 0)

Fig. 5. The bounded model.

z = Z

The stationary problem

x

z

C

�

�

C0

x

z

C

z = 0

Fig. 6. Initialization by a stationary problem.
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x

z

C

C0

y2 (·, x0)

y 1(·, x0)

Fig. 7. The full bounded model.

We use an incoming boundary conditions on �−

�−(z; 0) = �inc(z) for z¿ 0: (24)

Initial conditions are derived from a compatible stationary problem [3] (we return to this in Section
4.1).
The direct and return phases (and, as they satisfy the same equation, their gradient) match at the

caustic

�+(z; xc(z)) = �−(z; xc(z)) for z¿ 0 (25)

and one can check that

ẋc(z) = Hp(z; xc(z); pc(z)); pc(z) = 9x�±(z; xc(z)): (26)

Both (26) and (23) are consequences of the identi(cation formula

p(z; x0) = 9x�(z; y(z; x0)); (27)

which holds for both families of rays or branches. We use this property to de(ne the Eulerian :ows:

V±(z; x) = Hp(z; x; 9x�±(z; x)) =− 9x�±(z; x)
H (z; x; 9x�±(z; x))

=
9x�±(z; x)
9z�±(z; x)

corresponding to the Lagrangian :ows, i.e., the (rst line of (18).

2.4. Eulerian–Lagrangian function correspondence

As already done for the bi-valued phase (21)–(22), we systematically de(ne bi-valued Eulerian
function from their Lagrangian counterparts. We consider a couple of Lagrangian functions U1(z; x0)
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and U2(z; x0) which are transported along the y1;2 rays according to the ordinary di=erential equation

9zUi = f(Ui):
As in (21)–(22), we can de(ne two Eulerian functions U±(z; x) by

U−(z; y−1 (z; x0)) =U1(z; x0); U+(z; y+i (z; x0)) =Ui(z; x0); i = 1; 2; ∀x0: (28)

Remark. As rays y+1 and y
+
2 never cross we will in the sequel unambiguously note simply y

+ for
the return rays and y− for the direct rays (instead of y−1 ). They satisfy the ODEs

ẏ ±(z) =V±(z; y±(z)):

The Eulerian functions satisfy the partial di=erential equations obtained by di=erentiating the above
relations:

9zU± +V±(z; x)9xU± = f(U±(z; x)): (29)

Also, remark that branches necessarily match at the caustic

U+(z; xc(z)) = U−(z; xc(z)): (30)

We already used this expression for phases (25) and will use it again to derive boundary condi-
tions.

3. The energy/amplitude model

The aim of this subsection is explain how the energy densities E± = |a±|2 used in formula (16)
are evaluated. The classical method for the computation of the energy densities uses a Lagrangian
formula obtained from the integration of (7) on a ray tube. We (rst detail this derivation leading to
formula (17) and introduce geometrical spreading  ± and the auxiliary variables Z±. We then give
the Eulerian equations used to compute these new quantities. Finally we give an equivalent fully
Eulerian derivation of the same equations.

3.1. The Lagrangian approach for E±

We start by considering a tube around a reference ray y−(z; Sx0) in the direct part of the La-
grangian solution and will omit the :− notation for convenience. A ray tube is de(ned as ) =
{(z; y(z; x0)); z ∈ ]z0; z1[; x0 ∈B( Sx0; �)} where B( Sx0; �) is the ball of radius � and center Sx0, and z0; z1
are (xed (see Fig. 8). The integration of Eq. (7) on ) gives (by Green’s formula)∫

{z=z1}∩9)
E(z1; x)∇�(z1; x) · ñ dx

=
∫
{z=z0}∩9)

E(z0; x)∇�(z0; x) · ñ dx +
∫
)
�E(z; x) dx dz;

where ñ is the exterior normal to 9). It is simply here (±1; 0) in the two terms above and then
∇� · ñ=±9z�. The remaining parts of 9) are rays portions and their contribution is zero as ∇� is
tangent to the rays by construction.
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Fig. 8. A tube of rays.

We now change the integration variable x → x0 = y−1(z; x) (i.e., x = y(z; x0)):∫
B( Sx0 ; �)

E(z1; y(z1; x0))9z�(z1; y(z1; x0))|9x0y(z1; x0)| dx0

=
∫
B( Sx0 ; �)

E(z0; y(z0; x0))9z�(z0; x0) dx0

+
∫ z1

z0

∫
B( Sx0 ; �)

�E(z; y(z; x0))|9x0y(z; x0)| dx0 dz

and obtain a formula for the energy—along every ray (∀x0) and for all z ∈ ]z0; z1[—by letting � go
to 0

E(z; y(z; x0))9z�(z; y(z; x0))|9x0y(z; x0)|

=E(z0; x0)9z�(z0; x0)|9x0y(z0; x0)|+
∫ z

z0

�E(z; y(z; x0))|9x0y(z0; x0)| dz: (31)

Let us assume for a while that �=0. Then equation (31) simply states the well-known conservation
property according to which E × (9z�|9x0y|) is constant along rays. Indeed the oriented volume of
an in(nitesimal tube of rays reduces to 9z�|9x0y| in the paraxial model.
Of course, formula (31) is meaningful as long as the ray tube does not collapse; we recall that

we are in the direct part of the rays and 9x0y−(z; x0) �= 0. At caustic points, 9x0y−(z; x0) vanishes
and (31) predicts an in(nite energy density. To overcome the caustic di<culty we de(ne a new
function Z−(z; x):

Z−(z; y−(z; x0)) = E−(z; y−(z; x0))9z�−(z; y−(z; x0))|9x0y−(z; x0)|: (32)
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We (nd from (31) that Z−(z; y−(z; x0)) satis(es the ODE

9z{Z−(z; y−(z; x0))}=−� Z
−(z; y−(z; x0))

9z�−(z; y−(z; x0))
;

Z−(0; x0) = E−(0; x0)9z�−(0; x0) (33)

(recall that y(0; x0) = x0). Thus, as we assumed 9z�¿ 0 (Section 2.1), Z− remains bounded even
at the caustic.
We now can repeat the above computations in the return part of the solution and in particular a

Z+ function can be de(ned that satis(es the ODE (33) after the caustic. Assuming that the following
continuity condition on Z (proved in [11]) holds:

Z+(z; y+(z; xc(z))) = Z−(z; y−(z; xc(z))); (34)

we obtain a uniformly valid formula (except at caustic points) for the energy density along a ray:

E±(z; y±(z; x0)) =
Z±(z; y±(z; x0))

9z�±(z; y±(z; x0))| ±(z; y±(z; x0))| ; (35)

where

 ±(z; y±(z; x0)) = 9x0y±(z; x0):

In Eulerian coordinates we have the formulae

E± =
Z±

 ±9z�± (=|a±|2): (36)

It is shown in [9] that for any bounded sub-domain D of {(z; x) s:t: x6 xc(z); z ¿ 0}, we obtain∫
D
|A|2 dX =

∫
D

(
Z−

 −9z�− +
Z+

| +|9z�+
)
dX +O(k−1=30 ) (37)

generalizing (16).

3.2. Eulerian equations for Z and  

The Lagrangian ODE for Z(z; y(z; x0)) (33) considered as a function of (z; x0) is given in the
previous section. Its solution is

Z(z; y(z; x0)) = Z(0; x0) exp
(
−
∫ z

0

�
9z�(z; y(z; x0))

dz
)

and illustrates the absorption e=ect of the � term in (7). As ∇z; x�+ = ∇z; x�− at the caustic, this
formula is correct even across the caustic (thanks to (34)). In particular when �=0, Z is a constant
and this constant is preserved both along the direct and return part of the rays.
We of course apply the Lagrangian to Eulerian transformation of Section 2.3 and (nd a set of

two equations for Z±:

9zZ± +V±9xZ± =− �
9z�±)

Z± (38)
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linked by Z−(z; xc(z)) = Z+(z; xc(z)) on the caustic (use (30)). A direct derivation of this equation
can be found in Appendix A.4.
Geometrical spreading depends on the evaluation of 9x0y(z; x0). In the ray tracing method, this is

done through the linearization of the Hamiltonian system (18) with respect to x0 (for both direct
and return components)

9z

(
9x0y(z; x0)
9x0p(z; x0)

)
=

(
Hxp(z; y; p) Hpp(z; y; p)

−Hxx(z; y; p) −Hxp(z; y; p)

)(
9x0y(z; x0)
9x0p(z; x0)

)
(39)

and initial conditions(
9x0y(0; x0)
9x0p(0; x0)

)
=

(
1

92x20�0

)
:

As for  ± we de(ne ,±(z; x) using the Lagrangian coordinates

,±(z; y(z; x±0 )) = 9x0p(z; x±0 ):

We (nd (see Section 2.3) that they satisfy the Eulerian system of partial di=erential equation derived
from (39) [2],

9z

(
 ±

,±

)
+ Hp(z; x;∇�)9x

(
 ±

,±

)

=

(
Hxp(z; x;∇�) Hpp(z; x;∇�)
−Hxx(z; x;∇�) −Hxp(z; x;∇�)

)(
 ±

,±

)
(40)

with ,−(z; xc(z)) = ,+(z; xc(z)) and necessarily  −(z; xc(z)) = +(z; xc(z)) = 0 on the caustic.

4. Computational domain, boundary and initial conditions

One key issue of the problem is the determination of the computational domain as well as Eulerian
initial and boundary conditions. The domain is a strip bounded on the x¿ 0 side (should the laser
come from the x¡ 0 side) by the caustic curve x=xc(z) and on the other side by the x=0 axis (see
any (gure). The physics is indeed trivial in the x¡ 0 half-plane where the index is assumed to be
constant. By de(nition the direct (−) solution in this zone is associated to the incident plane wave
A0 exp(ik0(z sin � + x cos �)) while the return (+) solution is expected to propagate freely away in
the x¡ 0 direction because of the radiation boundary condition imposed on the scattered (eld. This
is the input data we must build on to determine our boundary and initial conditions.

4.1. Boundary conditions

As already mentioned (Sections 3.2, 3.3), the boundary conditions on the caustic side all derive
from formula (30). All quantities that are transported by the ray :ow must match at the caustic, and
in addition geometrical spreading is known to vanish there.
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As in [3] all direct (−) quantities are linked to the incident plane wave (2); its geometric inter-
pretation forms a uniform set of rays at an angle � with the boundary x=0 (Fig. 6). It provides—the
index of refraction is constant equal to one on the boundary—either a Neumann 9x�− = cos � or a
Dirichlet �− = �inc = z sin � boundary condition for the direct phase (see [3] for more details). We
recall that { −(z; y(z; x0)); ,−(z; y(z; x0))}= {9x0y(z; x0); 9x0p(z; x0)} where x0 is the initial position
of the tracked ray y(z; x0) on the x-axis. The resolution of (39) is trivial in the x¡ 0 where the
index of refraction is constant. The solution is constant and its trace on x = 0 gives the boundary
conditions

 −(z; 0) = 1; ,−(z; 0) = 0:

The quantity Z− is linked to the incoming amplitude A0 through formula (36):

Z− = E− −9z�− = |A0|2 −9z�−: (41)

The incident wave models a laser beam of a given thickness that (rst propagates undisturbed in
the x¡ 0 zone, so Z will be zero everywhere on x = 0 except on a given window ]z0; z1[ where it
simply is one. In practice we use a smoothed (depending on a parameter �) characteristic function
(see Fig. 16):

Z−(z; 0) = |U�]z0 ;z1[|2 sin �:
Like for phase functions, no boundary conditions on x=0 are needed for all return quantities  +,

,+ and Z+ as we assume (a feature of the fold caustic case) that the return :ow goes out of our
computational domain.

4.2. Initial conditions at z = 0

As we already recalled (Section 2.2), the localization of the caustic curve depends on a model
coupling both the direct and return phases with the caustic equation itself. We therefore need to
provide initial Cauchy data for all (direct − and return +) quantities.
We explained in [3] how to extend the solution to a pseudo-stationary bi-valued model in the z¡ 0

zone (the index is only a priori given ∀z¿ 0) that reduces to an easily computable 1D problem.
We then showed that it provides a noninterfering Cauchy data for system (23)—noninterfering here
meaning that the stationary solution and the actual solution associated to incident plane wave do not
overlap and continuously connect. It de(nes in particular an initial caustic point xc(0)=C0, see Fig.
6 and [3] for details.
The same strategy applies to the transported quantities above and the initial Cauchy data are given

by the solutions ( ±
0 ; ,

±
0 ) of the stationary equations (both for ± branches):

Hp(0; x;∇�±(0; x)) · 9x
(
 ±
0

,±
0

)

=

(
Hxp(0; x;∇�±(0; x)) Hpp(0; x;∇�±(0; x))

−Hxx(0; x;∇�±(0; x)) −Hxp(0; x;∇�±(0; x))

)(
 ±
0

,±
0

)
:
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We know the exact solution to these equations: up to the multiplicative constant C:

 ±
0 (x) =∓2C

√
n2(0; x)− sin2 �;

,±
0 (x) = C9x(n2(0; x)): (42)

The constant is determined by the boundary conditions described in Section 4.1.
A similar stationary equation can be used for Z±. However, assuming the incident energy only

:ows across the boundary x= 0; z ¿ 0, we have Z−(0; 0) = 0 and the initial data can be identically
set to 0.

4.3. Change of variable

We also, as in [3], use the following change of variables:

x̃(z; x) = x − xc(z) + C0; (43)

where C0 is the position of the caustic of the pseudo-stationary problem in z¡ 0, and thus the
initial position xc(0) = C0 of the caustic. This change of variable simpli(es the geometry of our
computational domain, and makes its discretization easier. In the new variable x̃, the caustic is
simply a straight line x̃=C0. Setting Ũ±(z; x̃)=U±(z; x) and �̃±(z; x̃)=�±(z; x) the generic transport
equation (29) becomes

9zŨ± + (Hp(z; x̃ + xc(z)− C0; 9x̃�̃±)− ẋc(z))9x̃Ũ± = f(Ũ±(z; x̃)):

In particular, in the case of the geometrical spreading, Eq. (40) becomes, with simpli(ed notations,

9zŨ + V (z; x̃)9x̃Ũ = A(z; x̃)Ũ ;
where

Ũ± =

(
 ̃±

,̃±

)
; V±(z; x̃) = Hp(z; x̃ + xc(z)− C0; 9x̃�̃±)− ẋc(z);

A±(z; x̃) =

(
Hxp(z; x̃ + xc(z)− C0; 9x̃�̃±) Hpp(z; x̃ + xc(z)− C0; 9x̃�̃±)

−Hxx(z; x̃ + xc(z)− C0; 9x̃�̃±) −Hxp(z; x̃ + xc(z)− C0; 9x̃�̃±)

)
:

More precisely,  ̃± and ,̃± are the solutions of

9zŨ− + V−(z; x̃)9x̃Ũ− = A−(z; x̃)Ũ−;

9zŨ+ + V+(z; x̃)9x̃Ũ+ = A+(z; x̃)Ũ+;

Ũ+(z; xc(z)) = Ũ−(z; xc(z));

+initial; incoming and outgoing conditions:

(44)

Remark. Since ẋc(z) = Hp(z; xc(z); pc(z)) where pc(z) = 9x�±(z; xc(z)) (see (23)), the advection
(elds V± vanish at the caustic, which produces the numerical di<culties exposed below. This is not
a side e=ect of the change of variables since it expresses following the geometrical property: at the
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caustic, the advection (elds V± are parallel to the caustic. A more precise result (proved in [3])
shows that the gradient of the phases �± behaves as a square root with respect to x in the vicinity
of the caustic, i.e., at z (xed

∇�±(z; x) = pc(z)± B
√
xc(z)− x +O(xc(z)− x)

with B �= 0. Plugging this expression into V yields

V±(z; x̃) =±BHpp(z; xc(z); pc(z))
√
C0 − x̃ +O(C0 − x̃): (45)

The strict convexity of H ensures that Hpp¿ 0. Therefore, the leading coe<cient does not vanish
and V± behaves as square root in the vicinity of the caustic. We examine the consequences of this
singularity on the numerical schemes below.

5. Numerical scheme for the transport equations

Let {x̃1; : : : ; x̃J} be a regular discretization of [0; C0]. The z discretization {zn} follows by appli-
cation of a CFL-type condition, depending on the angle of the rays with the x-axis (the smaller this
angle, the stricter the CFL condition). Let /z and /x be the steps of discretization.
The value of a function a at point (zn; x̃j) is denoted anj , and 9lx̃anj and 9rx̃anj stand for its numerical

discrete left and right derivatives. Upwind derivative operators of order 1 are

9lx̃anj =
anj − anj−1
/x

;

9rx̃anj =
anj+1 − anj
/x

:

5.1. Di9culties with the discretization

To illustrate the di<culties involved with the resolution of the transport equations in the vicinity
of the caustic, we focus on the transport of the geometrical spreading (44). The numerical resolution
of the Eikonal equations (23) is discussed in [3]. We therefore assume that the coe<cients V± and
A± are given. The problem of the Z transport equations (38) is similar.
Let us consider a usual (rst-order explicit discretization of the transport equations (44) as in [4],

for instance,

Un+1j − Unj
/z

+ Vnj · 9xU |nj = AnjUnj ; (46)

where 9xU |nj stands for the discrete derivative of U upwinded according to the sign of Vnj . The
classical convergence study (see [4] for example) does not apply here as our advection (eld has a
singularity (it vanishes at the caustic as a square root as pointed by (45)).
We simplify further and restrict ourselves to a “stationary” index, independent of z. In this case,

we showed in [3] that with appropriate pseudo-stationary boundary conditions, the solution U does
not depend on z. Then scheme (46) simpli(es to Vj · 9xU |j=AjUj. At the caustic point x̃J =C0, we
get AJUJ =0 since VJ =0. The matrix AJ being invertible (compute H ’s second derivatives and use
pc=0 ), this implies UJ =0. Obviously we do not recover the right solution since U =( ;,) is the
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Fig. 9. Order 1 scheme.

Eulerian function corresponding to a nonzero solution of the linear system of ordinary di=erential
equations (39), and therefore does not vanish.
In order to uphold numerically our discussion, we focus on index (48)

n(z; x) =

{
1 if x6 0:5;

1− (x − 0:5)3:

As explained in [3], the phases �± can be computed exactly (up to a constant C ruled by (25))
through

9
9x �

± =∓
√
n2(0; x)− sin2 �:

Therefore, the computations discussed below have been carried out with the exact values of V =
Hp(0; x;∇�), thus proving that the di<culties encountered are not the consequence of errors that
might have arisen in the former numerical resolution of the Eikonal equation.
Fig. 9 represents, in one dimension, the function ,− of x computed using scheme (46)—plain

line—and the reference solution (42)—dotted line. As we approach the caustic, the two curves part,
and the error is obvious at the caustic since ,− does not vanish there whereas scheme (46) produces
UJ =0. Increasing the order of the derivative operator to compute 9xU |j does not improve (as shown
in Fig. 10) since UJ = 0 still at the caustic.
One can enhance things a little by shifting the computational grid of half a mesh so that the

last mesh xJ = C0 − 1
2 /x is not on the caustic, and VJ �= 0. Fig. 11 shows that the solution thus

computed does no longer vanish at the caustic, but keeps on parting with the reference solution
as one approaches the caustic. This suggests that the local behavior of V (as a square root) in
the vicinity of the caustic, and not only its vanishing, accounts for the numerical di<culties. With
second-order derivatives, we get the result of Fig. 12, somehow better, but still far from the accuracy
required for the boundary condition on ,+ on the caustic derived from (30).
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Fig. 10. Order 2 scheme.
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Fig. 11. Order 1 scheme with shifted grid.

5.2. Numerical scheme

Our proposed solution consists in averaging both the advection (eld V and the right-hand side
AU according to the direction of the :ow. The scheme we obtain is

Un+1j − Unj
/z

+
1
2
(Vnj + V

n
j−1)

Unj − Unj−1
/x

=
1
2
(AnjU

n
j + A

n
j−1U

n
j−1)

when Vnj ¿ 0,

Un+1j − Unj
/z

+
1
2
(Vnj + V

n
j+1)

Unj+1 − Unj
/x

=
1
2
(AnjU

n
j + A

n
j+1U

n
j+1)
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Fig. 12. Order 2 scheme with shifted grid.
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Fig. 13. Our scheme.

when Vnj ¡ 0 and simply

Un+1j − Unj
/z

= AnjU
n
j

when Vnj = 0.
We study this scheme in a simpli(ed setting in Appendix A.2, and show that it is of order 2

away from the caustic, and degenerates only to order 1 in the vicinity of the caustic. We also show
that schemes (46) degenerate from order 1 or 2 to 0.
Fig. 13 shows the reference and the computed solution, which are visually equal. The deci-

sive test, described in Section 6.1, is to show that in genuinely two-dimensional cases, the
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value of ,− we get on the caustic is accurate enough to allow the computation of  + and ,+

through (30).

6. Numerical results

In Sections 6.1 and 6.2, we compute numerically several functions such as  ± and ,±, and we
check the convergence of our numerical methods as the discretization step tends to 0. We present
a pointwise validation of formula (14) in Section 6.3. Then we check the theoretical asymptotic
results (14) and (16) by letting k0 to in(nity (Section 6.4). We add some numerical computations
in the case � �= 0 in Section 6.5.
We (rst list several indexes that will be used for our numerical computations. The most simple is

the stationary a<ne index that allows us to compute an analytically exact solution of the Helmholtz
equation (1).

n2(z; x) = 1− x: (47)

A slightly more realistic stationary index, modeling the propagation in a constant index media before
entering the plasma where the ion density increases, is

n(z; x) =

{
1 if x6 0:5;

1− (x − 0:5)3:
(48)

In this case, we use a (nite di=erence scheme to compute a reference solution of (1) through its 1D
simpli(cation. We must however be careful that our veri(cations are not polluted by the numerical
error of this method. We eventually add a z dependence as follows:

n(z; x) =

{
1 if x6 0:5;

1− (1 + 0:2z2)(x − 0:5)3
(49)

and

n(z; x) =

{
1 if x6 0:5;

1− (1 + 0:3 sin z)(x − 0:5)3:
(50)

In this case, it is not possible to compute reference solutions of the Helmholtz equation because of
the computational cost at high frequencies.

6.1. Order of convergence

We examine the results of the scheme implemented to compute  ± and ,± in a simple setting. We
focus again on a pseudo-stationary case, with a (48)-type index, but in order to slightly complicate
the situation, we tilt the axes at an angle 2. More precisely, let us consider the change of coordinates:

x = X cos 2 + Z sin 2;

z =−X sin 2 + Z cos 2
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Fig. 14. Graphs of  − and  +, z (xed.

and an index of refraction that is stationary with respect to the (Z; X ) variable, i.e., depending only
on X:

n(Z; X ) =

{
1 if X 6 0:5;

1− (X − 0:5)3:
We know from the study of stationary cases in [3] that an incoming plane wave induces an

outgoing plane wave after touching the caustic, and this is not impaired by the change of variables.
The geometric optics representation of a plane wave is characterized by a constant  and , = 0
(rays are parallel straight lines). This allows us to de(ne the error made in the computation of  ±
and ,± as follows:

• the error on  will be the mean value of | −| on (a portion limited by z0 and z1 of) the caustic
(recall that it is supposed to vanish there)∫ z1

z0

| −(z; xc(z))| dz: (51)

• the error on , will be the mean value of |,+| when leaving the domain at x = 0∫ z1

z0

|,+(z; 0)| dz (52)

(since a plane wave is supposed to :ow out, this should also vanish).

The numerical results (Figs. 14 and 15) are computed with J = 50 points on the x-axis, an
incoming angle � = �=4, and 2 = −�=24. We impose  − = 1 and ,− = 0 (plane wave) on the
incoming border "inc. (The initial conditions are uniformly set to 0, but initial conditions are not a
matter of importance with transport equations.) Since we are in a pseudo-stationary case, we only
represent our results in one dimension, at constant z. Fig. 14 represents the graphs of  ±. Fig. 15
shows the graphs of ,±. Note the continuity at the caustic.
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Fig. 15. Graphs of ,− and ,+, z (xed.

The array below shows the behavior of errors (51) and (52) versus the number of points J used
to discretize the x-axis. Convergence is of order 1.

Behavior of the errors

J 50 100 200
On  0.0088 0.0043 0.0021
On , 0.0074 0.0038 0.0020

6.2. The energy computations

We now show how our method allows to compute the geometric optics approximation of the
energy deposited by the laser in a certain domain. According to (16) this approximation is given as

E=
∫
D
(|a+|2 + |a−|2) =

∫
D

Z−

9z�−| −| +
∫
D

Z+

9z�+| +| : (53)

In our computations below we take for D the whole computational domain (the illuminated region).

6.2.1. Numerical validation of (53)
We (rst consider the toy problem with index (47) for which we know the theoretical value E0

of the integral (see Appendix A.3). The array below gives the di=erence between the computed and
the theoretical value of the energy for di=erent values of J .

J 25 50 100

E(J )− E0 0.0113 0.0080 0.0056

As explained in Appendix A.3, the convergence is of order 1
2 .

For a general index, it is necessary to solve numerically the transport equations on Z±.
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Fig. 17. Comparison with the ray method.

6.2.2. The transport of Z
We consider the index of refraction (49) and take an incoming angle �= �=4. We solve Eq. (38)

with �=0 applying the numerical scheme described in Section 5. The incoming condition shown in
Figs. 16 and 17 models a laser beam entering the plasma.
Fig. 18 represents the contour lines of Z− and Z+ superimposed. As Z is theoretically constant

along the rays since � = 0, exact contour lines of Z are rays. The numerical solution is, however,
polluted by the scheme’s numerical di=usion. We can observed this phenomena by comparing the
contour lines with the rays in Fig. (17). Fig. 19 illustrates a less dissipative Van Leer second order
scheme.
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Fig. 18. Contour lines of Z− and Z+.
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Fig. 19. Contour lines of Z− and Z+—Van Leer scheme.

The numerical pollution e=ect can be better observed by plotting the incoming and the outgoing
beam on the x-axis. Since Z is constant along the rays (� = 0), the incoming plateau of Fig. 16
should be preserved between the two extremal rays but for the numerical di=usion. We (rst take
J = 50 points discretization in x. In Fig. 20, we plot the incoming beam, i.e., Z−(0; z), with dots,
and the outgoing beam, i.e., Z+(0; z), in plain line. In Fig. 21, the same but using a Van Leer-type
second-order scheme. The plateau is better preserved since the peak reaches 0:85 in the second-order
case instead of 0:77 in the (rst-order one. Finally, Fig. 22 shows the output of our scheme with
J =300 points discretization. Obviously, although converging, our scheme is not adapted for plateau
transport (see [5] on this subject). Note (Section 6.1) that our scheme is (rst order for the transport
of the geometrical spreading  .
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Fig. 20. Z− and Z+ on x = 0.
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Fig. 21. Z− and Z+ on x = 0—Van Leer scheme, 50 points.

The energy computed with this numerical value of Z± converges, although we do not know its
exact limit. The array below gives the energy deposited in the whole domain for di=erent values of
J . We observe in the table below that the error between two consecutive numerical solutions is (rst
order. We can deduce that we have reached the limit by a 1% margin.

J 25 50 100 200

Energy E 3.1167 3.1000 3.0941 3.0913
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Fig. 22. Z− and Z+ on x = 0—Van Leer scheme, 300 points.

6.3. Numerical study of formula (14)

We now present numerical results which use the numerical output of our Eulerian numerical
method to approximate the solution A of (1) by (14), still with no absorption. The amplitudes a±
satisfy the real coe<cient equations (6) with a possibly complex boundary data. In practice, however,
we always choose a real positive incoming condition A0 for the amplitudes a±. They then remain
real and are given by

a± =
√
E±: (54)

The (rst comparison is in our a<ne index case (47) for which we have an analytical solution.
Figs. 23–25 plot the real and the imaginary part of both the exact (plain line) and the numerical
(stars) solution (as functions of x, z being (xed) for di=erent frequencies. One sees the typical blow
up of the GO ansatz at the caustic. Note that only one geometrical optics computation is necessary
to compute approximation (14) for any frequency (indeed the discretization of the GO ansatz—the
stars—does not change).
The second comparison uses the slightly more realistic index (48). This time the “exact” solution

of the Helmholtz equation is computed using a given (nite di=erence scheme which is responsible
for additional errors. In this case, we were only able to compare the modulus of the solution for the
following reason:
Recall that in the 1D case and for �= 0, a+ = a− (see [3]; see also (13)). Then

A= a−e−i�=4 exp(ik0�−) + a+ei�=4 exp(ik0�+) = a−e−i�=4(exp(ik0�−) + i exp(ik0�+))

= a−e−i�=4 exp i
(
k0
�+ + �−

2
+
�
4

)[
exp i

(
k0
�− − �+

2
− �
4

)
+ exp i

(
k0
�+ − �−

2
+
�
4

)]

=2a−e−i�=4 exp i
(
k0
�+ + �−

2
+
�
4

)
cos
(
k0
�+ − �−

2
+
�
4

)
:
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Fig. 23. Pointwise comparison in the (47) case–k0 = 60.
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Fig. 24. Pointwise comparison in the (47) case–k0 = 120.

Let us (x z. Also remember that in the 1D case, (�++�−)=2=z sin �+C (see [3]; see also (15)).
We want to illustrate that a numerical error made on the computation of the phases may cause great
distortion in a pointwise comparison. Let �̃± be the numerical outputs of our method. Let us now
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Fig. 25. Pointwise comparison in the (47) case–k0 = 240.

choose k0 such that k0(�̃+(0) + �̃−(0))=2+ �=4 ≡ �=2(2�). It cancels the real part of the numerical
approximate GO ansatz at x = 0, and more or less everywhere. Because of the numerical errors on
the phase the exact solution does not exactly satisfy, for the same k0 : k0(�+(0)+�−(0))=2+�=4 ≡
�=2(2�). So the real part of the exact solution does not vanish as we can see in Fig. 26 (k0 = 160).
We therefore only plot the moduli of the GO ansatz and the exact solution of the Helmholtz equation.
Indeed,

|A|2 = 2|a−|2 cos2
(
k0
�+ − �−

2
+
�
4

)
:

Now in a pointwise comparison of the moduli, we only get an phase error. Fig. 27 plots the modulus
of the “exact” solution—plain line—versus the modulus of GO ansatz—stars—for k0=160 (compare
with Fig. 26). Figs. 28–30 correspond di=erent values of k0.
We (nally consider index (50) for which the caustic is not a straight line. We only show the

GO solution as direct resolutions of (1) are too expensive computationally. Fig. 32 shows the
contour lines of the ansatz (14) evaluated through a computation of the GO problem using 50
points in x. One can observe the compression or dilation e=ects produced by the heterogeneous
plasma.

6.4. Asymptotic convergence

We would like to check numerically the asymptotic convergence predicted by formulae (14) and
(16) when k0 → +∞. We can compute reference solutions for index (47) and (48). One must
be careful that the numerical errors in the approximation of the GO solution does not pollute the
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Fig. 26. Pointwise comparison in the (48) case–k0 = 160.
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Fig. 27. Pointwise modulus comparison in the (48) case–k0 = 160.

asymptotic error. In other words we must make sure that this error, depending on /x, is less than
O(k−10 ) for (14) and O(k−1=30 ) for (16).

Formula (14): Let A be the exact solution to (1). Let Ak0 be its geometrical optics approximation
in (14),

Ak0 =
C
2
√
�
{a−e−i�=4 exp(ik0�−) + a+ei�=4 exp(ik0�+)}:
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Fig. 28. Pointwise modulus comparison in the (48) case–k0 = 60.
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Fig. 29. Pointwise modulus comparison in the (48) case–k0 = 120.

Formula (14) claims that, away from the caustic,

‖A− Ak0‖=O(k−10 );

where ‖:‖ is the L∞ norm in a closed region included in x − xc ¡�0¡ 0 (i.e., strictly away from
the caustic).
Let h = /x be our discretization step. We denote by �±

h and a±h the outputs of our numerical
scheme. We showed in [3] (for �) and in this paper (for a) that the numerical approximations are
of order 1:

‖�± − �±
h ‖=O(h);

‖a± − a±h ‖=O(h):
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Fig. 30. Pointwise modulus comparison in the (48) case–k0 = 240.

We (nally denote by Ak0h the numerical geometric optics approximation of A,

Ak0h =
C
2
√
�
{a−h e−i�=4 exp(ik0�−

h ) + a
+
h e

i�=4 exp(ik0�+h )}:

The numerical error made in the approximation of a exp(ik0�) by ah exp(ik0�h) can be estimated:

|a exp(ik0�)− ah exp(ik0�h)|
6 |(a− ah) exp(ik0�)|+ |ah(exp(ik0�)− exp(ik0�h))|
6O(h) + |ah exp(ik0�)| · |1− exp(ik0(�h − �))|
6O(h) + O(1− exp(ik0O(h)))
6O(h) + O(hk0)

assuming that hk0 → 0. Taking the sum on ±, we get
‖Ak0 − Ak0h ‖6O(h) + O(hk0):

We are interested in the convergence of Ak0h towards A, so we consider

‖A− Ak0h ‖6 ‖A− Ak0‖+ ‖Ak0 − Ak0h ‖
6O(k−10 ) + O(h) + O(hk0):

Theoretically, taking h=O(k−20 ) would allow to observe a convergence of Ak0h towards A of order

‖A− Ak0h ‖6O(k−10 ):

In practice, our Matlab cannot a=ord an h = O(k−20 ) discretization for large values of k0. Given
reasonable values of h ∼ 10−2, for large k0 the O(hk0) error is too important, and for smaller k0 the
O(k−10 ) error becomes important.
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We nevertheless give numerical results in the array below, computed with the (47) index, showing
the errors as a function of k0. The error is the maximum pointwise error away from the caustic where
we know (14) to be inaccurate. We chose to privilege large values of k0, thus causing a large O(hk0)
error. Note this time that we must rerun the GO computation for each k0 evaluation.

k0 J ‖A− Ak0h ‖ ‖A− Ak0‖ ‖Ak0 − Ak0h ‖
200 50 0.1412 0.0422 0.1465
400 200 0.0363 0.0287 0.0360

The error made in the numerical approximation of Ak0 by Ak0h , due to the O(hk0) term, is much

larger than the geometric optics approximation theoretical O(k−10 ) error for k0 = 200 and J =50. On
the next step, where k0 = 400 and J = 200, both errors are comparable. Unfortunately, we were not
able to compute the following step k0 =800 and J =800, which should allow to observe the O(k−10 )
error in ‖A− Ak0h ‖. We (nally note that the range of k0 is yet too small to observe a truly O(k−10 )
convergence of ‖A− Ak0‖ (the error is not quite divided by 2).
In the second case (48), neither the theoretical values of the asymptotic approximation Ak0 nor the

exact solution A can be computed. As the h = O(k−20 ) discretization imposed to prevent numerical
errors from polluting the asymptotic approximation is much stricter than h = O(k−10 ) we can use
the (nite di=erence solution of the Helmholtz equation (1) as an approximation of A. So, we still
can try to verify the estimate ‖A − Ak0h ‖6O(k−10 ) + O(h) + O(hk0). The O(h) error comes from
the numerical error made in the computation of the amplitudes, whereas the O(hk0) error is due to
the numerical error on the phases. In this case, the error we make in the computation of the phase
is such that, for reasonable values of h ∼ 10−2, the O(hk0) error is too large to allow a pointwise
comparison. Indeed, Figs. 31 and 32 compares the GO ansatz, computed with a J = 200 points
discretization in x, and the “exact” solution of the Helmholtz equation for k0 = 60. Even at this low
frequency, results are not visually satisfactory (check the extremal points of the imaginary part).
The array below gives the numerical results.

k0 J ‖A− Ak0h ‖
200 50 0.6179
400 200 0.3419

Formula (16): The discretization error in (53) being of order O
(√
/x
)
(see Appendix A.3), we

need
√
/x=O(k−1=30 ) to verify (16). We take /x=k−2=30 . The array below shows the di=erence between

the energy of the solution A of (1), that is the integral of |A|2, and the output of our numerical
scheme. Both converge towards the exact value of (53), but we check the rate of convergence,
which is indeed found to be of order O(k−1=30 ).

k0 125 350 1000

Error 0.0114 0.0080 0.0056
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Fig. 31. Pointwise comparison in the (48) case–k0 = 60.
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Fig. 32. The (14) ansatz.
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Fig. 33. The contour lines of Z± with absorption.

6.5. A � �= 0 case

We (nally give numerical results in a case where the absorption parameter is nonconstant. A
physically relevant formula is �= �0(1− n2) with �0 = 0:7. We consider the incoming beam of Fig.
16 propagating in the (49) index. Fig. 33 represents the contour lines of Z− and Z+ superimposed.
Note how Z diminishes in the vicinity of the caustic (where the electronic density N and thus
the absorption coe<cient � are the highest). Indeed, four contour lines close up instead of one
(due to numerical di=usion) in the no absorption case of Fig. 19. Fig. 34 represents the numerical
realization of ansatz (14). One checks both the energy concentration in the vicinity of the caustic
and the absorption e=ect of the plasma.

Appendix A

A.1. Details on the solution of (9)

The index of refraction is given by (8). The analytical solutions for the phase and amplitude are
given in introduction (15), (13).
We denote the energy of the 1D solution u in an interval [x1; x2] by Hx1 ; x2 , where

Hx1 ;x2 =
∫ x2

x1

|u(x)|2 dx:
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Fig. 34. The (14) ansatz with absorption.

In this case the solutions of (A.9) are explicit:

 − = | +|=
√
xc − x
xc

and the equations on Z± (A.10) simplify

�Z− +
√
xc − x9Z

−

9x = 0; Z−(0) = sin �;

�Z+ −√
xc − x9Z

+

9x = 0; Z+(xc) = Z−(xc):

The solution is again explicitly given:

Z−(x) = exp
(−2�√xc + 2�√xc − x) sin �;

Z+(x) = exp
(−2�√xc − 2�√xc − x) sin �:

We now want to check the validity of the energy formula (37) in this case. As the index is
independent of z, it is su<cient to examine the simpli(ed energy relation

Hx1 ;x2 =
∫ x2

x1

|u(x)|2 dx �
∫ x2

x1

(
Z−

sin � − +
Z+

sin �| +|
)
dx (A.1)

in an interval [x1; x2]. We have the following:

Proposition. For any x1; x2 in the interval [0; xc], (A.1) holds when k0 goes to in<nity. It proves in
particular that the integral is convergent when x2 = xc.
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Let us (rst state the following technical result:

Lemma 1. For � real positive number going to ∞ and ! positive real number bounded, we have

|(Ai(−(�+ i!))|2 = �−1=2 1
2�

(
cosh(2�1=2!)− sin

(
4
3
�3=2
))

(1 + o(�−1)):

Proof of the proposition. We will use the scaling

w(�) = u(x); �= (xc − x)k2=30 ;
where u is the solution of the 1D problem (9) speci(ed in the introduction. We set the scaled
parameters �̂ = �k−1=30 and �L = (cos2 �)k

2=3
0 (corresponding to x = 0). Then if we neglect the Bi

contribution as discussed in the introduction the solution can be written

u(x) = Ck1=60 Ai(−k2=30 (xc − x) + �k−1=30 ) (A.2)

or

w(�) = Ck1=60 Ai(−�− i�̂): (A.3)

The radiation boundary condition (10) can then be reduced to a transparent boundary condition
in the constant index zones and we obtain at �= �L (x = 0):[

w +
ik−1=30

cos �
9w
9�

]
�L

= 2: (A.4)

The boundary condition (A.4) can now be used to evaluate the constant C. According to the
classical asymptotic expansion of the Airy function (see e.g., [1]), we know that

w(�) � Ck1=60√
�(�+ i�̂)1=4

sin
(
2
3
(�+ i�̂)3=2 +

�
4

)
;

(9�w)(�) � Ck1=60√
�(�+ i�̂)1=4

cos
(
2
3
(�+ i�̂)3=2 +

�
4

)
(�+ i�̂)1=2:

Since (�L + i�̂)1=4 = (cos �)1=2k
1=6
0 (1 + O(k−10 )), we get[

w +
ik−1=30

cos �
(9�w)

]
�L

� C√
� cos1=2�

(
sin
[
2
3
(�L + i�̂)3=2 +

�
4

]
+ i cos

[
2
3
(�L + i�̂)3=2 +

�
4

])
:

Now according to condition (A.4) we must have

4 =
|C|2
� cos �

∣∣∣∣ exp
(
−i 2
3
(�L + i�̂)3=2

)∣∣∣∣
2

=
|C|2
� cos �

exp
(
4
3
Im((�L + i�̂)3=2)

)
:
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Since �1=2L �̂= � cos �, we see according to (A.7) that,

|C|2 = 4�e−2� cos � cos�: (A.5)

Now, we focus on the evaluation of Hx1 ; x2 . According to Lemma 1, we see that for any x1; x2
smaller than xc:

Hx1 ; x2 = k
1=3
0

∫ x2

x1

C2|Ai(−(xc − x)k2=30 − i�̂)|2 dx

� C
2

2�

∫ x2

x1

(xc − x)−1=2
(
cosh[2((xc − x)k2=30 )1=2k−1=30 �]− sin

[
4
3
k0(xc − x)3=2

])
dx

thus

Hx1 ; x2 �
C2

2�

∫ x2

x1

√
xc

xc − x cosh[2�(xc − x)
1=2] dx:

That is to say (A.1).

Proof of the lemma. We know, according to [1] for example, that

Ai(−(�+ i!)) = (�+ i!)−1=4√
�

sin
(
2
3
(�+ i!)3=2 + �=4

)
(1 + o((�+ i!)−1)): (A.6)

Thus, we get

|Ai(−(�+ i!))|2 = (�+ i!)
−1=2

2�

(
cosh

(
4
3
Im((�+ i!)3=2)

+sin
(
4
3
Re((�+ i!)3=2)

))
(1 + o(�−1))

)
:

Since we have

Im((�+ i!)3=2) = |�2 + !2|3=2 sin
(
3
2
arctg

!
�

)
=
3
2
�1=2!(1 + o(�−1));

Re((�+ i!)3=2) = �3=2(1 + o(�−1)); (A.7)

we see that

cosh
(
4
3 Im((�+ i!)

3=2) + sin
(
4
3 Re((�+ i!)

3=2)
)

� (cosh(2�1=2!) + sin( 43 �3=2)) (1 + o(�−1))) :
Thus the desired result.
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A.2. Order of the schemes proposed in Section 5.2

We focus on a simpli(ed version of transport equation (38), assuming that the solution only
depends on x:

v(x)f′(x) = a(x)f(x); (A.8)

where v(x)¿ 0 and f is a scalar function. We study the di=erent numerical schemes proposed for
this equation in Section 5. For each scheme, we (rst determine its order in the case where v is
smooth. We then study the behavior of the truncation error near the caustic when v(x) behaves as
a square root as in (45). In that case we denote

v(x) =
√
xc − x w(x);

where w is a nonvanishing C∞ function.
Scheme 1 (upwind):

v(x)
f(x)− f(x − h)

h
= a(x)f(x):

Order of this scheme:

v(x)
f(x)− f(x − h)

h
− a(x)f(x) =−1

2
f(x)R1(x)h+O(h2);

where

R1(x) =
a′(x)v(x)− a(x)v′(x) + a(x)2

v(x)
:

When v(x) behaves as a square root,

R1(x) =
2(x − xc)(a(x)w′(x) + a′(x)w(x)) + 2

√
xc − xa(x)2 + a(x)w(x)

2w(x)(xc − x)
and as h→ 0,

R1(xc − h)h→ a(xc)
2
:

Using an heuristic argument (see [3]), we claim that if a does not vanish at the caustic, this scheme
does not converge as one approaches the caustic, since the remainder is of order O(1).
We study next a second-order scheme, but as we shall see, it still does not converge at the caustic.
Scheme 2 (centered):

v
(
x − 1

2
h
)
f(x)− f(x − h)

h
= a

(
x − 1

2
h
)
f(x) + f(x − h)

2
:

Order of this scheme:

v
(
x − 1

2
h
)
f(x)− f(x − h)

h
− a

(
x − 1

2
h
)
f(x) + f(x − h)

2

=− 1
24
f(x)R2(x)h2 + O(h3);
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where

R2(x) = (6a′(x)a(x)v(x) + 2a(x)3 + 2a′′(x)v(x)2

+2a′(x)v′(x)v(x) + a(x)v′′(x)v(x)− 2a(x)v′(x)2)=v(x)2:
In the case, where v(x) behaves as a square root, the leading terms in R2 are v′′v and v′2: as x → xc,

R2(x) � a(x)v
′′(x)v(x)− 2v′(x)2

v(x)2

and as h→ 0,

R2(xc − h)h2 → −3
4
a(xc):

Again, if a does not vanish at the caustic, this scheme does not converge as one approaches the
caustic.
We now study the scheme proposed in this article (Section 5.2), and show that the remainder

remains of order 1 as we approach the caustic.
Scheme 3 (our scheme):
v(x) + v(x − h)

2
f(x)− f(x − h)

h
=
a(x)f(x) + a(x − h)f(x − h)

2
:

Order of this scheme:
v(x) + v(x − h)

2
f(x)− f(x − h)

h
− a(x)f(x) + a(x − h)f(x − h)

2

=− 1
12
f(x)R3(x)h2 + O(h3);

where

R3(x) = (3a′(x)a(x)v(x) + a(x)3 + a′′(x)v(x)2

+a′(x)v′(x)v(x)− a(x)v′′(x)v(x)− a(x)v′(x)2)=v(x)2:
For this scheme, in the case where v(x) behaves as a square root, the key ingredient is that the
leading terms v′′v and v′2 simplify: v′′(x)v(x) + v′(x)2 = 0. Then

R2(x) � a(x)3 + a′(x)v′(x)v(x)
v(x)2

and as h→ 0,

R2(xc − h)h2 = O(h):
The scheme remains (rst order at the caustic.

A.3. Numerical integration

We want to compute

E=
∫
D

Z−

9z�−| −| +
∫
D

Z+

9z�+| +|
in the (47) index case.
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Solving (40) we get

 ±(x) =± cos �√
cos2 �− x :

When the boundary condition on Z− is uniformly constant and �= 0, Z± are constant. We also
have partialz�± = sin �. So, up to a constant,

E=
∫ cos2 �

0

1√
cos2 �− x dx:

This formula allows to compute the exact value used for the numerical comparison in Section 6.2.
Moreover, we want to study how the integral E behaves through discrete integration of the exact

function sampled at a /x step. Of course the main di<culty is that  ± vanishes at the caustic.
We focus on the simpli(ed formula

E=
∫ 1

0

1√
x
dx:

Let us study the convergence of the discrete integral

En =
1
n

n∑
k=1

1√
k=n
:

Since x �→ 1=
√
x decreases, we get∫ 1+1=n

1
n

6 En6
∫ 1

0

1√
x
dx

and therefore

|E− En|=O
(√

1
n

)
:

In the general case, in order to improve the precision, we use a speci(c evaluation in the last
mesh and a trapezoidal interpolation elsewhere, but as illustrated by the numerical results in Section

6.2, we did not succeed in removing the O
(√
/x
)
behavior.

A.4. Direct derivation of (38)

We now de(ne directly Z± by Z± = E±| ±|9z�±. We also set T± = | ±|9z�±, then we get

Lemma 1. When (z; x) in not close to C, we have

∇�± · ∇T± = T±∇ · (∇�±):

Proof. According to the de(nition of  ±, we have the classical result

9z ± = ±9xV±:
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In our case (d= 1), it is a simple consequence of the relation

9z(9x0(y±(z; x0))) = 9x0(V±(y±(z; x0))) = 9x0(y±(z; x0))
9V±

9y :

Then, according to relation (29), the Eulerian quantity  ± satis(es

9z ± +
9x�±

9z�± 9x 
± = ±9z�±9x

(
9x�±

9z�±

)

that is to say

∇�± · ∇ ± = ±9z�±9x
(
9x�±

9x; z�±

)
: (A.9)

Thus by multiplying by 9z�±, we get

9z�±[∇�± · ∇ ±] = ±9z�±∇ · (∇�±)− ±9x�±9x; z�± − ±9z�±9z; z�±:

Since 9x�±9x; z�± + 9z�±9z; z�± =∇�± · ∇(9z�±).
We get the sought for equation

∇�± · ∇( ±9z�±) = ±9z�±∇ · ∇ ±:

Proposition 1. When (z; x) is not close to C, we have

�Z± +∇�± · ∇Z± = 0 (A.10)

This equation is equivalent to (38).

Proof. Multiplying relation (7) by T± yields

�Z± + T±∇ · (E±∇�±) = 0:

Thus, we get

�Z± + E±T±∇ · (∇�±) + T±∇E± · ∇�± = 0

and using the previous lemma we get the result.
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