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a b s t r a c t

Let X be a compact, connected, Riemannian manifold (without
boundary), ρ be the geodesic distance on X, µ be a probability
measure on X, and {φk} be an orthonormal (with respect to µ)
system of continuous functions, φ0(x) = 1 for all x ∈ X, {ℓk}∞k=0
be a nondecreasing sequence of real numbers with ℓ0 = 1, ℓk ↑ ∞

as k → ∞,ΠL := span{φj : ℓj ≤ L}, L ≥ 0. We describe conditions
to ensure an equivalence between the Lp norms of elements of
ΠL with their suitably discretized versions. We also give intrinsic
criteria to determine if any system of weights and nodes allows
such inequalities. The results are stated in a very general form,
applicable for example, when the discretization of the integrals is
based onweighted averages of the elements ofΠL on geodesic balls
rather than point evaluations.

© 2011 Elsevier Inc. All rights reserved.

1. Introduction

To avoid complicating our notations unnecessarily, the notations used in the introduction and the
next section might have a different meaning from the rest of the paper.

The classical Marcinkiewicz–Zygmund (MZ) inequality states the following [31, Chapter X,
Theorem (7.5)]: Let n ≥ 1 be an integer, and S be a trigonometric polynomial of order at most n
(i.e., an expression of the form

∑
|k|≤n cke

ikx). If 1 < p < ∞, then∫ 2π

0
|S(x)|pdx ≤

Ap

2n + 1

2n−
k=0

S  2kπ
2n + 1

p ≤ AAp

∫ 2π

0
|S(x)|pdx, (1.1)

where A is an absolute, positive constant, and Ap is a positive constant depending only on p. We
observe that the number of points in the summation is the same as the dimension of the space of
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all trigonometric polynomials of order at most n. The second inequality in (1.1) is valid for p =

1,∞ as well. The first inequality holds for p = 1,∞ if one allows more points in the summation
than the dimension 2n + 1 [31, Chapter X, Theorem (7.28)]. These inequalities are also known as
large sieve inequalities or network inequalities. Inequalities of this form have many applications
in approximation theory, number theory, signal processing, etc. Therefore, several analogs of these
inequalities have been studied in the literature, for example, in the setting where S is a univariate
algebraic polynomial, the integrals in (1.1) are replaced by weighted or Lebesgue–Stieltjes integrals
on real intervals, and the weights and sampling nodes in the sum in (1.1) are chosen judiciously. A
survey of many of the classical results in this direction and their applications can be found in the
paper [25] by Lubinsky.

Many modern applications require an analysis of huge, unstructured, high dimensional data sets,
which are not dense on any cube, unlike classical approximation theory scenarios. Coifman and his
collaborators have recently introduced diffusion geometry techniques for this purpose; see [3] for an
introduction. The basic idea is to assume that the data lies on an unknown low dimensional manifold.
The current paper is motivated by a desire to study the analogs of MZ inequalities on manifolds and
their role in data based approximation in further detail, and in a somewhat greater abstraction.

To explain the connection between MZ inequalities and data processing, we consider an example.
Let X be a compact, connected, Riemannian manifold (without boundary), and µ be the volume
measure onX. There is a positive semi–definite elliptic differential operator∆∗ on themanifold, called
the Laplace–Beltrami operator (cf. (2.2)). Let {φk} be an orthonormal (with respect to µ) system of
eigenfunctions of ∆∗, {ℓk}

∞

k=0 be a nondecreasing sequence of real numbers with ℓ0 = 1, ℓk ↑ ∞ as
k → ∞, such that∆∗φk = ℓ2kφk, k = 0, 1, . . . , andΠL := span{φj : ℓj ≤ L}, L ≥ 0. For each L ≥ 1, let
CL be a finite subset of X, WL = {wy}y∈CL ⊂ R. Let 1 ≤ p ≤ ∞. For the purpose of this introduction,
we will say that {(CL,WL)} is a MZ system of order p if for every L ≥ 1 and P ∈ ΠL,

c1

∫
X

|P(x)|pdµ(x) ≤

−
y∈CL

|wy| |P(y)|p ≤ c2

∫
X

|P(x)|pdµ(x), (1.2)

where c1, c2 are positive constants depending only on X, {φk}, {ℓk}, µ, and p, but independent of L
and P , and the customary interpretation is assumed when p = ∞. Given that our new object of study
is the discrete sum in the middle of (1.2), we will refer to the (second) inequality giving an upper
estimate of this sum as the upper inequality, and the (first) inequality giving a lower estimate for this
sum as the lower inequality. We list four of the applications of such inequalities, which have inspired
our own interest in these.

First, suppose one wants to approximate a continuous function f : X → R. A standard way to do
this is by means of an operator

TL(f , x) =

∫
X
f (y)ΦL(x, y)dµ(y),

where ΦL is a suitable kernel with the property that it is inΠL as a function of x and as a function of
y. A typical example is the Fourier projection, where ΦL(x, y) =

∑
ℓj≤L φj(x)φj(y) is the reproducing

kernel for ΠL. If the approximation is required using the values of f at points in CL, then it is natural
to consider the discretization

TD
L (f , x) =

−
y∈CL

wyf (y)ΦL(x, y).

In the case when TL is the Fourier projection, such a discretization has been called hyperinterpolation.
It is easy to verify that the operator norms of TL, TD

L are given by

sup
x∈X

∫
X

|ΦL(x, y)|dµ(y), sup
x∈X

−
y∈CL

|wy| |ΦL(x, y)|

respectively. Since ΦL(x, ◦) ∈ ΠL for each x ∈ X, (1.2) with p = 1 implies that the operator norms
of TL, TD

L have the same order of magnitude as functions of L, as L → ∞. In this context, it is not
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necessary that the weights wy should be all nonnegative, a fact which may be useful in numerical
computations. In particular, in the case when X is a Euclidean sphere, ΦL is the reproducing kernel
for the spaceΠL of spherical polynomials of degree at most L, then this leads to a simple proof of the
estimates on the norm of the hyperinterpolation operators on the sphere, obtained by Sloan, Reimer,
and others (cf. [17, Section 3.2] for a review).We are also aware of a work [5] by Damelin and Levesley
on similar questions on hyperinterpolation in the context of projective spaces.

The second application illustrates the use of (1.2)when p = ∞. Suppose that the samplingnodesCL
are chosen randomly. Using probabilistic estimates, one is sometimes able to estimate the probability
that the quantity

∑
y∈CL

|wy| |ΦL(x, y)| exceeds a given threshold for any fixed x ∈ X. The inequality
(1.2) with p = ∞ then enables one to estimate the probability that the operator norm of TD

L is
bounded. An example of this argument can be found in [24].

The third application concerns least squares approximation. If one wishes to obtain Q ∈ ΠL so as
to minimize

∑
y∈CL

|wy| |f (y) − Q (y)|2, then one has to solve a system of linear equations with the
matrix (the Grammatrix) Gwhose (j, k)-th entry Gj,k is given by

∑
y∈CL

|wy|φj(y)φk(y). In view of the
Rayleigh–Ritz theorem [19, Theorem 4.2.2, p. 176], the lowest and highest eigenvalues of this matrix
are given respectively by the infimum and supremum of the quotients∑

j,k
ajakGj,k∑
j
a2j

over all aj ∈ R, j = 1, . . . , dim(ΠL). Let P =
∑

j ajφj. Then the denominator expression above is equal
to


X |P(x)|2dµ(x). It is easy to check that the numerator expression is equal to
∑

y∈CL
|wy| |P(y)|2.

Thus, if the weights |wy|’s are chosen so as to satisfy (1.2) with p = 2, then the lowest (respectively,
the highest) eigenvalue is estimated from below (respectively, from above) by c1 (respectively, c2). In
particular, the closer the ratio c2/c1 is to 1, the better conditioned is the matrix G.

Finally, we have demonstrated in a number of papers starting with [28] that the inequalities (1.2)
with p = 1 and c1, c2 sufficiently close to 1 lead to the existence of positive quadrature formulas exact
for integration of elements ofΠcL for some constant c .

To continue with the motivation behind the current paper, Lafon [22] has shown that certain
positive definite matrices constructed from the mutual distances among the observed data points
on the manifold with some tuning parameters converge to the ‘‘heat kernel’’ on the manifold, defined
formally by

Kt(x, y) =

∞−
k=0

exp(−ℓ2kt)φk(x)φk(y). (1.3)

However, the data may not be sampled uniformly according to the volume measure on the manifold.
In this case, the limiting kernel is not the classical heat kernel, but only some positive–semidefinite
operator. Accordingly, in the representation above, one has to consider a more general measure µ,
and the case when ℓk ↑ ∞ and the eigenfunctions {φk}’s are orthonormal with respect toµ. This heat
kernel has been used by Coifman and Maggioni [4] to define a metric on the data manifold, as well as
to construct a multiresolution analysis on the manifold. In a more recent work [20], Jones, Maggioni,
and Schul have demonstrated that the classical heat kernel can be used to construct a local coordinate
chart on the unknown manifold.

Thus, even though the manifold is unknown, it is reasonable to assume for theoretical
investigations that one knows a semi–group of positive definite kernels on the manifold, or
equivalently (from a theoretical point of view) that one knows its infinitesimal generator, called the
Laplacian on the unknown manifold. In [26], we started to develop a detailed theory of function
approximation based on the eigenfunctions of the heat kernel. Our assumptions in [26] were
formulated in terms of the behavior of the sums of the form

∑
ℓk≤L |φk(x)|2 and the so-called finite

speed of wave propagation. However, since the actual manifold is unknown, and the heat kernel is
the only easily computable quantity, we find it important in theoretical considerations to formulate
the assumptions behind various theorems in terms of the heat kernel as far as possible. In [11], the
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properties of a summability kernel which plays a critical role in this theory were formulated purely in
terms of the heat kernel, and generalized to obtain Marcinkiewicz–Zygmund inequalities, Bernstein
inequalities, and the existence of quadrature formulas.

This paper is devoted to a more detailed study of Marcinkiewicz–Zygmund inequalities in the
case when X is a smooth manifold, where the ‘‘heat kernel’’ based on the orthonormal system {φj}

satisfies certain properties. In particular, our theory is valid when these are the eigenfunctions of the
Laplace–Beltrami operator on the manifold, as well as in the case when they are eigenfunctions of
certainweighted Laplace–Beltrami operators and a large class of other second order elliptic operators.
We will establish conditions under which inequalities of the form (1.2) hold for all p, 1 ≤ p ≤ ∞

with c1 = 1 − η and c2 = 1 + η for a prescribed η. Such inequalities were proved in [11] in
the case when p = 1,∞, and applied to obtain the existence of quadrature formulas. However, a
straightforward application of the classical Riesz–Thorin interpolation theorem is not sufficient to
prove these inequalities in such a sharp form for 1 < p < ∞. We will prove an alternative form of
this interpolation theorem, which appears to be new. We will also give intrinsic characterizations of
the systems {(CL,WL)} without reference to the system {φj} which are equivalent to the inequalities
of the form (1.2) (without the requirement that c1, c2 should be arbitrarily close to 1). For example,
we will show that the upper inequality in (1.2) holds if and only if for any x ∈ X and any geodesic ball
B(x, r) of radius r > 0 centered at x,−

y∈B(x,r)∩CL

|wy| ≤ cµ(B(x, r + 1/L)),

for some constant c > 0. Similar results will be proved for the lower inequality. Our aim is to provide
such results for a very general setting, in particular including the case when the middle term in (1.2)
involves weighted averages of elements ofΠL on balls rather than their values at finitelymany points.
In this paper, the heat kernel will play a somewhat indirect role. We will work with the very general
setting of an arbitrary orthonormal system {φk} and sequence ℓk ↑ ∞. We will be using mainly the
results in [11]. In turn, these are proved under the assumptions formulated in terms of the heat kernel
defined formally by (1.3).

In Section 2,wewill review a fewbasic facts regarding Riemannianmanifolds in general, whichwill
be needed in the rest of the paper. In Section 3, we discuss the various assumptions on the manifold,
the measure, and the systems {φj}, {ℓj} via the heat kernel. In Section 4, we introduce the abstract
notions which enable us to generalize the theory from point evaluations to other measures. The main
results are stated in Section 5, and proved in Section 7. These proofs require us to develop and review
certain preparatory material, which is presented in Section 6.

2. Riemannian manifolds

The purpose of this section is to review some facts and terminology regarding Riemannian
manifolds. We will avoid very technical details, which can be found in such standard texts as
[1,8,9,29]. The material in this section is based mostly on [9], and is essentially the same as the
Appendix to our paper [11].

Let q ≥ 1 be an integer. A differentiable manifold of dimension q is a set X and a family of injective
mappings xα : Uα ⊂ Rq

→ X of open sets Uα into X such that (i)∪α xα(Uα) = X, (ii) for any pair α, β ,
with xα(Uα)∩xβ(Uβ) = W being nonempty, the sets x−1

α (W ) and x−1
β (W ) are open subsets of Rq, and

the mapping x−1
β ◦ xα is (infinitely) differentiable on x−1

α (W ), (iii) the family (atlas) AX = {(Uα, xα)}
is maximal relative to the conditions (i) and (ii). The pair (Uα, xα) (respectively, xα) with x ∈ xα(Uα)
is called a parametrization or coordinate chart (respectively, a system of coordinates) of X around x,
and xα(Uα) is called a coordinate neighborhood of x. In the sequel, the term differentiable will mean
infinitely many times differentiable. We assume also that X is Hausdorff and has a countable basis as
a topological space.

Intuitively, one thinks of a differentiable manifold as a surface in an ambient Euclidean space. The
abstract definition above is intended to overcome the technical need for the ambient space. For all
applications of our theory that we can imagine, and in particular, for an intuitive comprehension of
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our paper, there is no loss in thinking of a manifold as a surface. Moreover, a theorem of Whitney [9,
p. 30] provides a further justification of such a viewpoint.

Let X,Y be two differentiable manifolds. A mapping f : X → Y is called differentiable on an
open set W ⊆ X if there exist for every x ∈ W coordinate charts (U, x) ∈ AX, (V , y) ∈ AY with
x ∈ U, f (U) ⊆ V such that y−1

◦ f ◦ x is a C∞ function. In particular, a curve in X is a differentiable
mapping from an interval in R to X. The restriction of a curve γ to a compact subinterval [a, b] of I
is called a curve segment, joining γ (a) to γ (b). We may define a piecewise differentiable curve on a
manifold X in an obvious manner.

If x ∈ X, ϵ > 0, and γ : (−ϵ, ϵ) → X is a curve with x = γ (0), then the tangent vector to γ at
γ (t0) is defined to be the functional γ ′(t0) acting on the class of all differentiable f : X → R by

γ ′(t0)f =
d(f ◦ γ )

dt


t=t0

.

The set of all such functionals γ ′(0) defines a vector space, called the tangent space of X at x, denoted
by TxX. Let (U, x) be a coordinate chart such that 0 ∈ U and x = x(0), and for j = 1, . . . , q, ∂j(x) be
the tangent vector at x to the coordinate curve xj → (0, . . . , xj, 0, . . . , 0). Then {∂j(x)} is a basis for
TxX. In particular, the dimension of TxX is q. The set {(x, v) : x ∈ X, v ∈ TxX} is called the tangent
bundle of X, and can be endowed with the structure of a differentiable manifold of dimension 2q. A
vector field F on X is a mapping that assigns to each x ∈ X a vector F(x) ∈ TxX such that for every
differentiable function g on X, the mapping x → F(x)g is differentiable. If G is another vector field,
we may apply G(x) to this mapping, obtaining thereby a second order vector field G ◦ F . A derivative
of higher order can be defined similarly.

A Riemannian metric on a differentiable manifold X is given by a scalar product ⟨◦, ◦⟩x on each TxX
which depends smoothly on the base point x, i.e. the function X → R, x → ⟨X(x), Y (x)⟩x is C∞(X).
A manifold with a given Riemannian metric is called a Riemannian manifold. Let gi,j = ⟨∂i(x), ∂j(x)⟩x
and denote by g the matrix (gi,j). The entries of g−1 are denoted be g i,j. The Riemannian metric on X
allows one to define a notion of length of a curve segment as well as the volume element (Riemannian
measure) on X. First, if F is a vector field on X, we may define |||F |||

2
x := ⟨F(x), F(x)⟩x. The length of

a differentiable curve γ : [0, 1] → X is defined as L(γ ) =
 1
0 |||γ ′(t)|||γ (t)dt . A differentiable curve

γ : [0, 1] → X, such that the length of γ does not exceed that of any other piecewise differentiable
curve joining γ (0) to γ (1), is called a geodesic [9, Proposition 3.6, Corollary 3.9].

The gradient of a function f ∈ C∞(X) is a vector field defined by

∇f =

q−
j=1

q−
i=1

g i,j∂if ∂j.

For the gradient field we have

⟨(∇f )x, F(x)⟩x = (Ff )(x) (2.1)

for every vector field F . The divergence of a vector field F =
∑q

j=1 Fj∂j is defined by

div(F) =
1

√
det(g)

q−
j=1

∂j


det(g)Fj


.

The Laplace–Beltrami operator∆∗f (x) is defined as the differential operator given by

∆∗f = −div(∇f ) =
−1

√
det(g)

q−
j=1

q−
i=1

∂j


det(g)g i,j∂if


. (2.2)

The operator∆∗ is an elliptic operator. Therefore, in the casewhenX is a compact connectedmanifold,
the existence of a discrete spectrum and system of orthonormal eigenfunctions follows from the
general theory of partial differential equations [30, Chapter 5.1].

We will have no further occasion to refer to the dimension of the manifold, and therefore, will use
the symbol q with different meanings in the rest of this paper.
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3. Assumptions

Let X be a compact, connected, Riemannian manifold (without boundary), ρ be the geodesic
distance on X, µ be a probability measure on X, and {φk} be an orthonormal system of smooth
functions, φ0(x) = 1 for all x ∈ X, and {ℓk}

∞

k=0 be a nondecreasing sequence of real numbers with
ℓ0 = 1, ℓk ↑ ∞ as k → ∞. For L ≥ 0, the space span{φj : ℓj ≤ L} will be denoted by ΠL, and its
members will be called diffusion polynomials of degree at most L. We will also writeΠ∞ = ∪L≥0ΠL.

We observe thatµ is not necessarily the volumemeasure onX. Similarly, the systems ℓk and φk are
quite general, not necessarily the eigenvalues or eigenfunctions of some elliptic differential operator.
In particular, the spaceΠL will depend upon both of these systems. For example, if X is the Euclidean
unit sphere embedded in R3, then the eigenvalues ℓk of the Laplace–Beltrami operator are of the form√
j(j + 1) for some j depending the enumeration of the eigenvalues. It might be worthwhile to use j

instead as the corresponding ℓk. This will change the spaceΠL somewhat. However, estimates such as
(6.12) on the summability kernels defined in (6.9) can then be deduced easily bywell-known formulas
connecting these with the Césaro operators.

We need to formulate some assumptions on these various quantities and their relationships with
each other.

For x ∈ X, r > 0, let

B(x, r) := {y ∈ X : ρ(x, y) ≤ r}, ∆(x, r) := X \ B(x, r).

Assumption 1. We assume that there exist constants κ1, α > 0 such that

µ ({y ∈ X : ρ(x, y) < r}) = µ(B(x, r)) ≤ κ1rα, x ∈ X, r > 0. (3.1)

In the case when µ is the volume measure on X, then one may choose α to be the dimension of the
manifold. In general, there may not be such a connection. In light of the first equation in (3.1), we will
refer to two balls being disjoint to mean that their intersection is a µ-null set.

Next, we discuss the notion of the heat kernel, and the assumptions on the same. For t > 0, the
heat kernel is defined formally by

Kt(x, y) =

∞−
k=0

exp(−ℓ2kt)φk(x)φk(y). (3.2)

Assumption 2. We assume the existence of constants κ2, κ3 > 0 such that

|Kt(x, y)| ≤ κ2t−α/2 exp(−κ3ρ(x, y)2/t), x, y ∈ X, t ∈ (0, 1], (3.3)

and

|||∇yKt(x, y)|||x ≤ κ2t−α/2−1 exp(−κ3ρ(x, y)2/t), x, y ∈ X, t ∈ (0, 1], (3.4)

where ∇y indicates that the gradient is taken with respect to y. We assume further that for some
constant κ4 > 0,

Kt(x, x) ≥ κ4t−α/2, x ∈ X, t ∈ (0, 1]. (3.5)

Kordyukov [21] has proved that each of our assumptions above hold for the heat kernels, when
for each k = 0, 1, . . . , φk is the eigenfunction of a second order elliptic operator corresponding
to the eigenvalue ℓ2k . The elliptic operator in question is assumed to satisfy some very general
conditions, which are satisfied by the Laplace–Beltrami operator on a Riemannian manifold with
‘‘bounded geometry’’ (see [21] for definitions). Estimates on the heat kernel and its gradients arewell-
understood in many other cases, including higher order partial differential operators on manifolds
[7,13,2,10], with many other references given in [14]. Clearly, Assumption 2 will be satisfied (with
different constants) by any other choice of {ℓ′

k} for the system {ℓk} provided ℓ′

k ∼ ℓk.
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We will need one more assumption, which we include here for the sake of organizational clarity,
even though it requires some notations introduced in (4.2) and the paragraph which follows (4.2). A
system {ψk} ⊂ L2(µ) will be called a Bessel system if there exists a dense subset D = D({ψk}) of
C(X) (with respect to the norm of this space), such that (i) for any ϵ > 0, ball of the form B(x, r), and
f ∈ C(X) supported on B(x, r), there exists g ∈ D such that the support of g is contained in B(x, 2r)
and ∫

X
|f (x)− g(x)|dµ(x) ≤ ϵ,

and (ii)
∞−
k=0

|⟨f , ψk⟩|
2

≤ N (f ) < ∞, f ∈ D, (3.6)

whereN (f ) is a positive number dependent on f , ⟨◦, ◦⟩ and {ψk}. Obviously, any orthonormal system
on X is a Bessel system with D = C(X). Another interesting example is the following. Let X be
a Riemannian manifold, µ be the Riemannian volume measure on X, {φk} be the eigenfunctions of
the Laplace–Beltrami operator on X, F be a vector field on X, and ψk be defined by ψk = Fφk; i.e.,
ψk(x) = F(x)(φk), x ∈ X, k = 0, 1, . . . . For the space D we choose the class of all compactly
supported, infinitely differentiable functions on X. Using the Green’s formula [23, p. 383], we obtain
for any f ∈ D , and k = 0, 1, . . . ,∫

X
ψk(x)f (x)dµ(x) = −

∫
X
φk(x)div(fF)(x)dµ(x). (3.7)

Thus, {ψk} is a Bessel family withN (f ) = ‖div(fF)‖µ;2. A similar fact obtains also when one considers
wdµ instead of dµ for some smooth positive valued functionw.

Assumption 3. We assume that for any vector field F , the system {Fφk} is a Bessel system.

Constant convention:
In the sequel, the symbols c, c1, . . . will denote positive constants depending only on X, ρ, µ,

κ1, . . . , κ4, and other similar fixed quantities, but not on the systems {φk}, {ℓk}, nor any other variables
not explicitly indicated. Their valuesmay be different at different occurrences, evenwithin a single formula.
The notation A ∼ B will mean c1A ≤ B ≤ c2A.

We note some consequences for our assumptions. We have proved [11, Proposition 4.1],
[27, Lemma 5.2] that the conditions (3.3) with x = y and (3.5) are equivalent to−

ℓj≤L

|φj(x)|2 ∼ Lα. (3.8)

We note that the conditions φ0(x) ≡ 1, and ℓ0 = 1 imply that∫
X
Kt(x, y)dµ(y) = 1, x ∈ X, t ∈ (0, 1]. (3.9)

In [16], Grigor’yan has proved that (3.1), (3.9) and (3.3) together imply that

µ(B(x, r)) ≥ crα, 0 < r ≤ 1, x ∈ X. (3.10)

Using (3.1) and (3.10), we obtain that µ satisfies the homogeneity condition

µ(B(x, R)) ≤ ccα1 (R/r)
αµ(B(x, r)), x ∈ X, 0 < r ≤ c1, R > 0, c1 ≥ 1. (3.11)

4. MZ measures

In this section, we wish to express the ideas in the introduction in a more abstract and formal
manner. First, it is cumbersome to write a sum of the form

∑
y∈C wyf (y). To write such a sum, we
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need to introduce the set C and the weights W = {wy}. The precise choice of these objects plays no
role in our theory. Moreover, it makes it difficult to prescribe the dependence of various constants
on the set C and the weights W . For these reasons we prefer to use the Lebesgue–Stieltjes integral
notation


X f (y)dν(y) to denote this sum, where ν is the measure that associates the mass wy with

the point y, y ∈ C; i.e., for B ⊂ X,

ν(B) =

−
y∈B

wy. (4.1)

The notation has an additional advantage. When f is not continuous, but in some Lp(µ), then f cannot
be defined everywhere. It is customary in such cases to consider averages of f on small balls around
the points in C. A weighted sum of these averages can be written in the form


X f (y)dν(y) as well,

with a suitable choice of the measure ν. Further, some applications require the consideration of a
weightedmanifold (cf. [15]). Rather than dealing with the eigenfunctions for a weighted analog of the
Laplace–Beltrami operator, one may wish to work with the eigenfunctions for the unweighted case.
The MZ inequalities with the measure dν = wdµ, where w is the weight function in question are
expected to be useful in such situations. The class of all signed Borel measures on X is a vector space,
which will be denoted by M.

If ν ∈ M, its total variation measure is defined for Borel measurable subsets B ⊂ X by

|ν|(B) := sup
∞−
i=1

|ν(Bi)|,

where the supremum is taken over all countable partitions {Bi} of B. For any signedmeasure ν, |ν|(X)
is always a finite number. In the case when ν is the measure that associates the mass wy with each
y ∈ C, one can easily deduce that |ν|(X) =

∑
y∈C |wy|. In the case when dν = wdµ, one has

d|ν| = |w|dµ. This includes the case when ν is a weighted sum of averages on balls. If ν ∈ M,
the support of ν is defined by

supp(ν) := {x ∈ X : |ν|(B(x, r)) > 0 for every r > 0}.

In view of (3.10), supp(µ) = X.
Let ν be a signed measure on X. If B ⊆ X is ν-measurable, and f : B → C is a ν-measurable

function, we will write

‖f ‖ν;p,B :=


∫

B
|f (x)|pd|ν|(x)

1/p

, if 0 < p < ∞,

|ν| − esssup
x∈B

|f (x)|, if p = ∞.
(4.2)

The class of all f with ‖f ‖ν;p,B < ∞ will be denoted by Lp(ν; B), with the usual convention of
considering two functions to be equal if they are equal |ν|-almost everywhere. If B = X, we will
omit its mention from the notations. The expressions ‖f ‖ν;p,B are not norms if p < 1, but we prefer
to continue using the same notation. The inner product of L2(µ)will be denoted by ⟨◦, ◦⟩. The Lp(µ)-
closure ofΠ∞ will be denoted by Xp(µ). The class of all uniformly continuous and bounded functions
on B, equipped with the uniform norm will be denoted by C(B). If 1 < p < ∞, the conjugate index p′

is defined by p′
:= p/(p − 1). We define 1′

= ∞ and ∞
′
= 1.

Thus, if C = CL is as in the introduction, and ν is the corresponding measure as defined in (4.1),
then the inequalities (1.2) can be expressed in the concise form

c1‖P‖µ;p ≤ ‖P‖ν;p ≤ c2‖P‖µ;p, P ∈ ΠL. (4.3)

Since ΠL is a finite dimensional space, such inequalities are always valid, but with the constants
possibly depending on L. We are mostly interested in investigating the conditions under which these
are independent of L, but wish to note another example where the constants depend polynomially on
L. Since this provides an important rationale for considering general measures, apart from the wish
to include averages over balls, we discuss this example in some detail. First, we note a property of
diffusion polynomials, known as Nikolskii inequalities.
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Proposition 4.1. Let L > 0, 0 < p < r ≤ ∞, P ∈ ΠL. Then

‖P‖µ;r ≤ cLα(1/p−1/r)
‖P‖µ;p. (4.4)

Proof. This proposition was proved in the case p ≥ 1 in [27, Lemma 5.5]. In particular, we have

‖P‖µ;∞ ≤ cLα‖P‖µ;1, P ∈ ΠL.

Let 0 < p < 1, P ∈ ΠL. Then using the above inequality, we obtain

‖P‖µ;∞ ≤ cLα
∫

X
|P(x)|dµ(x) = cLα

∫
X

|P(x)|1−p
|P(x)|pdµ(x) ≤ cLα‖P‖

1−p
µ;∞

‖P‖
p
µ;p.

Therefore,

‖P‖
p
µ;∞

= ‖P‖
p−1
µ;∞

‖P‖µ;∞ ≤ cLα‖P‖
p
µ;p.

This leads to (4.4) in the case when r = ∞ and 0 < p < 1. If 0 < p < r < ∞, then

‖P‖
r
µ;r =

∫
X

|P(x)|r−p
|P(x)|pdµ(x) ≤ ‖P‖

r−p
µ;∞

‖P‖
p
µ;p

≤ cLα(r−p)/p
‖P‖

r−p
µ;p ‖P‖

p
µ;p = cLαr(1/p−1/r)

‖P‖
r
µ;p.

This implies (4.4) for all r, p, 0 < p < r < ∞. �

Example 1. Letw ≥ 0µ-almost everywhere onX, 1 < r < ∞, andw ∈ Lr(µ).Wedefine dν = wdµ.
Let L > 0, P ∈ ΠL, and 0 < p < ∞. Using Hölder inequality followed by (4.4) with pr ′ > p in place
of r , we obtain

‖P‖
p
ν;p :=

∫
X

|P(x)|pw(x)dµ ≤ ‖w‖µ;r

∫
X

|P(x)|pr
′

dµ(x)
1/r ′

= ‖w‖µ;r‖P‖
p
µ;pr ′ ≤ cLαp(1/p−1/(pr ′))

‖w‖µ;r‖P‖
p
µ;p = cLα/r‖w‖µ;r‖P‖

p
µ;p.

Thus, if 1 < r < ∞ andw ∈ Lr(µ), then

‖P‖ν;p ≤ c1Lα/(pr)‖w‖
1/p
µ;r‖P‖µ;p. (4.5)

To obtain an inequality in the reverse direction, let 1 < q < ∞, and w−1
∈ Lq−1(µ). Using the

Nikolskii inequality (4.4) first with p/q′ in place of p and p in place of r , followed by Hölder inequality,
we obtain

‖P‖
p
µ;p ≤ c2Lα(q

′
−1)

‖P‖
p
µ;p/q′ = c2Lα/(q−1)

∫
X

|P(x)|p/q
′

w1/q′

(x)w−1/q′

(x)dµ(x)
q′

≤ c2Lα/(q−1)
∫

X
w−q/q′

(x)dµ(x)
q′/q ∫

X
|P(x)|pw(x)dµ(x)


= c2Lα/(q−1)

‖w−1
‖µ;q−1‖P‖

p
ν;p.

Thus, if 1 < q < ∞ andw−1
∈ Lq−1(µ), then

‖P‖µ;p ≤ c3Lα/(pq−p)
‖w−1

‖
1/p
µ;q−1‖P‖ν;p. (4.6)

In particular, ifw ∈ Lr(µ) andw−1
∈ Lr(µ), then

‖P‖ν;p ≤ c1Lα/(pr)‖w‖
1/p
µ;r‖P‖µ;p, ‖P‖µ;p ≤ c3Lα/(pr)‖w−1

‖
1/p
µ;r‖P‖ν;p. � (4.7)

The measure ν will be called an MZ measure if the constants c1, c2 appearing in (4.3) are
independent of L.
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5. Main theorems

Let C ⊂ K ⊂ X be compact sets. We define the mesh norm δ(C, K) of C with respect to K and the
minimal separation of C by

δ(C, K) = sup
x∈K

ρ(x,C), q(C) = min
x,y∈C,x≠y

ρ(x, y). (5.1)

To keep the notation simple, we will write δ(C) := δ(C,X). Of course, the quantity q(C) is of interest
only when C is a finite set. It is easy to see that q(C)/2 ≤ δ(C).

Our first theorem states the MZ inequalities in a sharp form in an apparently special case. (The
proof of this and other statements in this section will be given in Section 7.) We note that part (a) of
the following theorem was proved (with minor differences) in [11, Theorem 3.2] for the case p = 1.

Theorem 5.1. Let C = {x1, . . . , xM} be a finite subset of X satisfying

1
2
q(C) ≤ δ(C) ≤ κq(C) (5.2)

for some κ ≥ 1. Let 1 ≤ p < ∞ and A ≥ 2. In this theorem, all the constants may depend upon κ and A.

(a) There exist c1, c2 > 0 such that for every η > 0, if δ(C) ≤ c1, L ≤ c2η(pδ(C))−1, and P ∈ ΠL, then

M−
k=1

µ(B(xk, δ(C))) sup
z,y∈B(xk,Aδ(C))

 |P(z)|p − |P(y)|p
 ≤ η

∫
X

|P(x)|pdµ(x). (5.3)

(b) Let C be as in part (a), and {Yk}
M
k=1 be a partition of X such that xk ∈ Yk ⊆ B(xk, Aδ(C)) for each

k, 1 ≤ k ≤ M. There exists c3 > 0 such that for L ≤ c3η(pδ(C))−1, and P ∈ ΠL, we have
∫

X
|P(z)|pdµ(z)−

M−
k=1

µ(Yk)|P(xk)|p
 ≤ η

∫
X

|P(x)|pdµ(x). (5.4)

(c) There exists c4 > 0 such that if L ≤ c4ηδ(C)−1 then‖P‖µ;∞ − max
1≤k≤M

|P(xk)|
 ≤ η‖P‖µ;∞. (5.5)

We note that a variant of Theorem 5.1 was stated in our paper [28, Theorem 3.1] in the case when
X is the Euclidean unit sphere, φj’s are spherical harmonics (so that ΠL is the class of all spherical
polynomials of degree at most L), and µ is the Riemannian volume measure on the sphere. The
theorem is correct for p = 1,∞ as stated there, but the proof does not use the correct form of
the Riesz–Thorin interpolation theorem which is needed for proving such inequalities. Also, in the
proof of [11, Theorem 3.2], we had constructed a partition Yk. However, it was an error on our part to
assume that xk ∈ B(xk, q(C)/2) ⊂ Yk. Both of these errors are corrected in Theorem 5.1 and the proof
of Theorem 5.3.

Next, we wish to give an analog of Theorem 5.1 where general measures are involved. The
transition from the finitely supported measures to the general case is achieved via the following
theorem.

Theorem 5.2. Let ν be a signed measure, δ(supp(ν)) < d ≤ 1/81. Then there exists a finite subset
C = {x1, . . . , xM} ⊆ supp(ν) with the property that

q(C)/2 ≤ δ(C) ≤ 81d ≤ 162q(C). (5.6)

Moreover, there exists a partition {Yk}
M
k=1 of X and a finite subset C̃ with C ⊆ C̃ ⊆ supp(ν) such that for

k = 1, . . . ,M, xk ∈ Yk ⊆ B(xk, 81d), µ(Yk) ∼ dα , and |ν|(Yk) ≥ c minx∈C̃ |ν|(B(x, d/4)) > 0.

Theorem 5.2 helps us to use Theorem 5.1 to arrive at the following statement, where general
measures are involved.
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Theorem 5.3. Let ν be a signed measure, δ(supp(ν)) < d ≤ 1/81, {Yk}
M
k=1 be as in Theorem 5.2.

(a) Let 1 ≤ p < ∞. There exist c1, c2 > 0 such that for every η > 0, if d ≤ c1, L ≤ c2η(pd)−1, and
P ∈ ΠL, then

M−
k=1

∫
Yk

|P(y)|pdµ(y)−
µ(Yk)

|ν|(Yk)

∫
Yk

|P(z)|pd|ν|(z)
 ≤ η‖P‖

p
µ;p. (5.7)

(b) There exists c3 > 0 such that if L ≤ c3ηd−1 and P ∈ ΠL, then‖P‖ν;∞ − ‖P‖µ;∞

 ≤ η‖P‖µ;∞. (5.8)

Since Theorem 5.3(b) settles the question of MZ inequalities in the case p = ∞, we will focus
in the remainder of this paper on the case when 1 ≤ p < ∞. It is clear from Theorem 5.3(a) that
the MZ inequalities for the measure ν will depend upon the relationship between ν(B(x, d)) and
µ(B(x, d)) ∼ dα for x ∈ X. Accordingly, we make the following definition.

Definition 5.4. Let ν ∈ M, d > 0.

(a) We say that ν is d-regular if

ν(B(x, d)) ≤ cdα, x ∈ X. (5.9)

The infimum of all constants c which work in (5.9) will be denoted by |||ν|||R,d.
(b) We say that ν is d-dominant if

ν(B(x, d)) ≥ cdα, x ∈ X. (5.10)

The supremum of all c which work in (5.10) will be denoted by |||ν|||−1
D,d.

We observe that (5.9) and (5.10) are very similar to (3.1) and (3.10) respectively. In particular,µ is both
d-regular and d-dominant for every d > 0. In contrast, for a general measure ν ∈ M, the definition
requires (5.9) and (5.10) to hold only for one value of d. Also, the function ν → |||ν|||R,d is a norm on
the space of all d-regular measures.

Example 2. Let C be as in Theorem 5.1, δ(C) ≤ 2κ , ν be the measure that associates the mass
µ(B(xk, δ(C))) with each xk, k = 1, . . . ,M . Let x ∈ X, C̃ = B(x, 2δ(C)) ∩ C. Then (5.2) implies
that the balls B(y, δ(C)/(2κ)), y ∈ C̃ are mutually disjoint, and clearly, their union is a subset of
B(x, 2δ(C)(1 + 1/(2κ))). So, in view of (3.1) and (3.11), we obtain

ν(B(x, 2δ(C))) =

−
y∈C̃

µ(B(y, δ(C))) ≤ c
−
y∈C̃

µ(B(y, δ(C)/(2κ)))

= cµ

∪y∈C̃ B(y, δ(C)/(2κ))


≤ cµ(B(x, 2δ(C)(1 + 1/(2κ)))) ≤ c1δ(C)α. (5.11)

In the reverse direction, the definition of the mesh norm implies that B(x, δ(C)) ⊂ ∪y∈C̃ B(y, δ(C)).
Therefore, we obtain using (3.10) that

ν(B(x, 2δ(C))) =

−
y∈C̃

µ(B(y, δ(C))) ≥ µ(B(x, δ(C))) ≥ cδ(C)α. (5.12)

Thus, ν is 2δ(C)-regular as well as 2δ(C)-dominant.

Example 3. Let C be as in Theorem 5.1. For each y ∈ C, let q(C)/4 < ry ≤ q(C)/2, χy be the
characteristic (indicator) function of B(y, ry). Then using the same argument as above, it is easy to
verify that the measure dν =

∑
y∈C χy


dµ also satisfies (5.11) and (5.12) (with different constants).

Thus, this ν is also c1δ(C)-regular and c2δ(C)-dominant.
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Example 4. Letw ∈ Lr(µ) for some 1 < r < ∞, w ≥ 0 µ-almost everywhere on X, and dν = wdµ.
Then supp(ν) = X. Let x ∈ X, d ∈ (0, 2/3), and in this example only, M = ‖w‖µ;r/dα/r , E = {y ∈

B(x, d) : w(y) ≥ M}. Then Hölder’s inequality implies that

Mµ(E) ≤

∫
E
wdµ ≤ ‖w‖µ;rµ(E)(r−1)/r ,

and hence, µ(E) ≤ (‖w‖µ;r/M)r . The second inequality above then yields∫
E
wdµ ≤ ‖w‖

r
µ;rM

−(r−1).

Therefore, our choice ofM implies that

ν(B(x, d)) =

∫
B(x,d)\E

wdµ+

∫
E
wdµ ≤ Mµ(B(x, d))

+ ‖w‖
r
µ;rM

−(r−1)
≤ (κ1 + 1)Mdα, (5.13)

where κ1 is defined in (3.1). To obtain an estimate analogous to (5.10), let w−1
∈ Lq−1(µ) (i.e.,

w−1
∈ Lq(ν)) for some q > 1. The same argument as above shows that for any M1 > 0, Ẽ = {y ∈

B(x, d) : w(y)−1
≥ M1}, we have∫

Ẽ
w−1dν = µ(Ẽ) ≤ ‖w−1

‖
q
ν;qM

−(q−1)
1 =


‖w−1

‖µ;q−1

M1

q−1

.

Hence, in view of (3.10),

cdα ≤ µ(B(x, d)) =

∫
B(x,d)\Ẽ

w−1dν +

∫
Ẽ
w−1dν ≤ M1ν(B(x, d))+


‖w−1

‖µ;q−1

M1

q−1

.

We now choose M1 = ‖w−1
‖µ;q−1(cdα/2)−1/(q−1), and conclude that

ν(B(x, d)) ≥ c1M−1
1 dα. (5.14)

Theorem 5.5. Let L ≥ 2, and ν ∈ M. In this theorem, all constants c, c1, . . . ,may depend upon p.

(a) If ν is 1/L-regular, then ‖P‖ν;p ≤ c1|||ν|||
1/p
R,1/L‖P‖µ;p for all P ∈ ΠL and 1 ≤ p < ∞. Conversely, if

for some A > 0 and 1 ≤ p < ∞, ‖P‖ν;p ≤ A1/p
‖P‖µ;p for all P ∈ ΠL, then ν is 1/L-regular, and

|||ν|||R,1/L ≤ c2A.
(b) There exist constants c, c4 such that if L ≥ c and ν is c4/L-dominant, then ‖P‖µ;p ≤ c3|||ν|||

1/p
D,c4/L

‖P‖ν;p
for all P ∈ ΠL, and for all p, 1 ≤ p < ∞. Conversely, let ν be 1/L-regular, and S > α be an
integer. If for some A1 > 0, and 1 ≤ p < ∞, ‖P‖µ;p ≤ A1/p

1 ‖P‖ν;p for all P ∈ ΠL, then ν is
d = c5(S)(max(1, |||ν|||R,1/LA1)

1/(S−α))L−1-dominant, and |||ν|||D,d ≤ c6(S)A1.

The term d-regular has been used with different meanings in our other papers. The following
proposition reconciles the different definitions.

Proposition 5.6. Let d ∈ (0, 1], ν ∈ M.
(a) If ν is d-regular, then for each r > 0 and x ∈ X,

|ν|(B(x, r)) ≤ c|||ν|||R,dµ(B(x, r + d)) ≤ c1|||ν|||R,d(r + d)α. (5.15)
Conversely, if for some A > 0, |ν|(B(x, r)) ≤ A(r + d)α or each r > 0 and x ∈ X, then ν is d-regular,
and |||ν|||R,d ≤ 2αA.

(b) For each γ > 1,

|||ν|||R,γ d ≤ c1(γ + 1)α|||ν|||R,d ≤ c1(γ + 1)αγ α|||ν|||R,γ d, (5.16)
where c1 is the constant appearing in (5.15).
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We end this section with an discussion about positive quadrature formulas. We will say that ν is a
quadrature measure of order L if∫

X
P(y)dµ(y) =

∫
X
P(y)dν(y), P ∈ ΠL.

First, we prove a very general existence theorem for such formulas.

Theorem 5.7. There exist constants c1, c2 > 0 with the following property: If ν is a signed measure,
δ(supp(ν)) < d < c1 and 0 < L < c2d−1, then there exists a simple function W : supp(ν) → [0,∞),
satisfying∫

X
P(y)dµ(y) =

∫
X
P(y)W (y)d|ν|(y), P ∈ ΠL. (5.17)

If ν is d-regular, then W (y) ≥ c|||ν|||−1
R,d, y ∈ X.

We observe that if ν is supported on a finite subset of X, then this reduces to [11, Theorem 3.1(b)].
We find it remarkable that the only conditions on ν for (5.17) to hold are on supp(ν).

In many cases of interest, for example, the Euclidean sphere, the rotation group SO(3) and
projective spaces, if P ∈ ΠL, then P2

∈ Π2L. In the Appendix, we will show that a similar fact holds
for eigenfunctions of a fairly large class of elliptic operators. In the very general situation considered
in this paper, wemake the following product assumption as in [27]. To formulate this assumption, we
need one further notation. If f ∈ Lp(µ), andm > 0, we denote

dist(p; f ,Πm) := inf
P∈Πm

‖f − P‖µ;p.

Product assumption:
We assume that there exists a constant A∗

≥ 2 with the following property: With

ϵL := sup
ℓj,ℓk≤L

dist(∞;φjφk,ΠA∗L), L > 0, (5.18)

we have LcϵL → 0 as L → ∞ for every c > 0.
We have conjectured in [27] that this assumption holds for every analytic manifold X.

Theorem 5.8. Let the product assumption hold. There exists a constant c > 0 such that if L ≥ c and τ is
a positive quadrature measure of order 2A∗L, then

‖P‖τ ;p ∼ ‖P‖µ;p, P ∈ ΠL, (5.19)

where the constants involved may depend upon p but not on τ or L.

6. Preparatory results

In this section, we summarize some results which will be needed in the proofs of the theorems
in Section 5. In Section 6.1, we prove the Riesz–Thorin interpolation theorem in the form in which
we need it. In Section 6.2, we summarize some of the properties of a localized kernel and diffusion
polynomials [26,11], and extend these to the Lp setting using the Riesz–Thorin interpolation theorem.
In Section 6.3, we prove, for the sake of completeness, a special case of Krein’s extension theorem for
positive functionals, following a hint in [18, Exercise (14.27), p. 200]. This will be used in proving the
existence of positive quadrature formulas in Theorem 5.7(b).

6.1. Riesz–Thorin interpolation theorem

Let X,Y be Banach spaces of functions defined on a measure space (Ω, τ ). We assume the
existence of associated Banach spaces X′,Y′ such that
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‖f ‖X = sup
∫

Ω

f (x)g(x)dτ(x) : ‖g‖X′ = 1

,

‖f ‖Y = sup
∫

Ω

f (x)g(x)dτ(x) : ‖g‖Y′ = 1

.

(6.1)

Let W = {wk}
M
k=1 ⊂ (0,∞). For 1 ≤ p ≤ ∞, and integer M ≥ 1, we define for a = (a1, . . . , aM)

∈ CM ,

‖a‖W,ℓp =




M−
k=1

wk|ak|p
1/p

, if 1 ≤ p < ∞,

max
1≤k≤M

|ak|, if p = ∞.

It is elementary to check that

‖a‖W,ℓp = sup


M−

k=1

wkakbk : ‖(b1, . . . , bM)‖W,ℓp′ = 1


. (6.2)

We define the space XW,p to be the tensor product space ⊗
M
k=1 X equipped with the norm

‖f‖X,W,p := ‖(‖f1‖X, . . . , ‖fM‖X)‖W,ℓp , f = (f1, . . . , fM) ∈ XW,p.

The space X′

W,p and the norm ‖ ◦ ‖X′,W,p are defined similarly.
In the statement of the Riesz–Thorin interpolation theorem, we need another measure space. Not

to complicate our notations, we will use (X, µ) here. However, it should be understood that the only
property we need is that this is a measure space, with µ being a positive measure. In this subsection
we are not assuming any properties and other assumptions, including the fact that X is a manifold,
and µ is a probability measure.

Theorem 6.1. Let 1 ≤ p0 ≤ p1 ≤ ∞, 1 ≤ r0 ≤ r1 ≤ ∞, 0 < t < 1, U be a linear operator
satisfying

‖Uf ‖X,W,pj ≤ Mj‖f ‖µ;rj , f ∈ Lrj(µ), j = 0, 1, (6.3)

and 1/p = (1 − t)/p0 + t/p1, 1/r = (1 − t)/r0 + t/r1. Then

‖Uf ‖X,W,p ≤ M1−t
0 M t

1‖f ‖µ;r , f ∈ Lr(µ). (6.4)

The proof of Theorem6.1mimics that of the usual Riesz–Thorin theorem.We could not find a reference
where this theorem is stated in the form in which we need it. Therefore, we include a proof, following
that of the usual Riesz–Thorin theorem as given in [31, Chapter XII, Theorem 1.11]. The first step is
the following lemma.

Lemma 6.2.

‖f‖X,W,p = sup

 M−
k=1

wkbk

∫
Ω

fk(x)gk(x)dτ(x)

 , (6.5)

where the supremum is over all b = (b1, . . . , bM) with ‖b‖W,ℓp′ = 1 and g1, . . . , gM ∈ X′ with
‖gk‖X′ = 1, k = 1, . . . ,M.

Proof. In view of Hölder’s inequality, it is clear that

sup
M−

k=1

wkbk

∫
Ω

fk(x)gk(x)dτ(x) ≤ ‖f‖X,W,p, (6.6)
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where the supremum is over all b with ‖b‖W,ℓp′ = 1 and g1, . . . , gM ∈ X′ with ‖gk‖X′ = 1, k =

1, . . . ,M . If f = 0 then (6.5) is obvious. Let f ≠ 0, and ϵ > 0. In view of (6.1) and (6.2), there exist
gk ∈ X′ and b ∈ [0,∞)M such that ‖gk‖X′ = 1, k = 1, . . . ,M , ‖b‖W,ℓp′ = 1 and

−
k=1

M
wkbk

∫
Ω

fk(x)gk(x)dτ(x) ≥ (1 − ϵ)

M−
k=1

wkbk‖fk‖X ≥ (1 − ϵ)2‖f‖X,W,p. �

Next, we recall the Phragmén–Lindelöf maximum principle [31, Chapter XII, Theorem 1.3].

Proposition 6.3. Suppose that f is continuous and bounded on the closed strip of the complex plane 0 ≤

ℜe z ≤ 1, and analytic in the interior of this strip. If |f (z)| ≤ M0,ℜe z = 0, and |f (z)| ≤ M1,ℜe z = 1,
then |f (z)| ≤ M1−t

0 M t
1 for ℜe z = t.

We are now ready to prove Theorem 6.1.

Proof of Theorem 6.1. In this proof only, we will write αj = 1/rj, βj = 1/pj, j = 0, 1, α(z) =

(1 − z)α0 + zα1, β(z) = (1 − z)β0 + zβ1, so that α(t) = 1/r, β(t) = 1/p. If r0 = r1 = ∞, then
r = ∞ as well, and (6.4) is a simple consequence of Hölder inequality. So, we assume that r0 < ∞,
and hence, r < ∞. Since simple functions are dense in Lr(µ), it is enough to prove (6.4) when f is a
simple function; i.e., f =

∑N
j=1 dje

iujχj, where N ≥ 1 is an integer, dj > 0, uj ∈ (−π, π], and χj’s
are the characteristic functions of pairwise disjoint sets. We define fz =

∑N
j=1 d

α(z)r
j eiujχj. Next, let

b = (|b1|eiv1 , . . . , |bM |eivM ) ∈ CM be an arbitrary vector satisfying ‖b‖W,ℓp′ = 1, and g1, . . . , gM ∈ X′

be arbitrary functions satisfying ‖gk‖X′ = 1, k = 1, . . . ,M . We define

Gz,k = |bk|(1−β(z))p
′

e−ivk , k = 1, . . . ,M,

where it is understood that Gz,k = 0 if bk = 0. Finally, we define

Φ(z) =

M−
k=1

wkGz,k

∫
Ω

(Ufz)k(x)gk(x)dτ(x)

=

M−
k=1

N−
j=1

wkGz,kd
α(z)p
j eiuj

∫
Ω

(Uχj)(x)gk(x)dτ(x).

We note that ft = f ,Gt,k = bk, and therefore,

Φ(t) =

M−
k=1

wkbk

∫
Ω

(Uf )k(x)gk(x)dτ(x). (6.7)

Now, Φ is a finite linear combination of functions of the form eaz , and hence, is an entire function,
bounded on the strip 0 ≤ ℜe z ≤ 1. If ℜe z = 0 then |Gz,k| = |bk|p

′
ℜe (1−β(z))

= |bk|p
′(1−β0) = |bk|p

′/p′
0 .

Therefore, using Hölder’s inequality, we obtain for ℜe z = 0:

|Φ(z)| ≤ ‖(Gz,1, . . . ,Gz,M)‖W,ℓp
′
0

×

∫
Ω

(Ufz)1(x)g1(x)dτ(x), . . . ,
∫
Ω

(Ufz)M(x)gM(x)dτ(x)


W,ℓp0

≤ ‖b‖
p′/p′

0
W,ℓp′

‖(‖(Ufz)1‖X, . . . , ‖(Ufz)M‖X)‖W,ℓp0 = ‖Ufz‖X,W,p0 ≤ M0‖fz‖µ;r0 . (6.8)

For ℜe z = 0, |dα(z)rj | = dr/r0j . Also, at any point x ∈ X, there is at most one j such that χj(x) ≠ 0.
For this j, fz(x) = dα(z)rj eiujχj(x), and f (x) = djeiujχj(x). So, for ℜe z = 0, and any x ∈ X,
|fz(x)|r0 =

∑N
j=1 d

r
jχj(x) = |f (x)|r . Thus, ‖fz‖µ;r0 = ‖f ‖r/r0

µ;r . Hence, (6.8) shows that
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|Φ(z)| ≤ M0‖f ‖
r/r0
µ;r ,ℜe z = 0. Similarly, |Φ(z)| ≤ M1‖f ‖

r/r1
µ;r ,ℜe z = 1. Proposition 6.3 then implies

that |Φ(t)| ≤ M1−t
0 M t

1‖f ‖µ;r ; i.e., in view of (6.7), we have M−
k=1

wkbk

∫
Ω

(Uf )k(x)gk(x)dτ(x)

 ≤ M1−t
0 M t

1‖f ‖µ;r .

Since b and the functions gk were arbitrary subject only to ‖b‖W,p′ = 1, ‖gk‖X′ = 1, the estimate
(6.4) follows from Lemma 6.2. �

6.2. Localized polynomial operators

Let h : R → [0, 1] be an even, C∞ function, nonincreasing on [0,∞) such that h(t) = 1 if |t| ≤ 1/2
and h(t) = 0 if |t| ≥ 1. We will treat h to be a fixed function, so that the dependence of different
constants on the choice of hwill not be mentioned. We will write

ΦL(x, y) :=

∞−
j=0

h(ℓj/L)φj(x)φj(y). (6.9)

For f ∈ L1(µ), we define

f̂ (j) =

∫
X
f (y)φj(y)dµ(y), j = 0, 1, . . . ,

and

σL(f , x) :=

∫
X
f (y)ΦL(x, y)dµ(y) =

−
ℓj≤L

h(ℓj/L)f̂ (j)φj(x). (6.10)

We have proved in [26, Theorem 4.1], [11, Theorem 2.1] the following:

Theorem 6.4. For every L > 0 and integer S > α, we have

|ΦL(x, y)| ≤ c
Lα

max(1, (Lρ(x, y))S)
, x, y ∈ X, (6.11)

and

sup
x∈X

∫
X

|ΦL(x, y)|dµ(y) ≤ c. (6.12)

Consequently, for 1 ≤ p ≤ ∞,

‖σL(f )‖µ;p ≤ c‖f ‖µ;p, f ∈ Lp(µ). (6.13)

We will also need the following two propositions. Proposition 6.5 is proved in [27, Proposition 5.1].
The definition of regular measures in [27] is different from the one in this paper, but Proposition 5.6
shows that they are equivalent.

Proposition 6.5. Let d > 0, S > α be an integer, and (3.1), (3.3) hold. Let ν satisfy |||ν|||R,d < ∞, L > 0,
and κ1 be as in (3.1). Let 1 ≤ p ≤ ∞. In this proposition, all constants will depend upon S.

(a) If g1 : [0,∞) → [0,∞) is a nonincreasing function, then for any L > 0, r > 0, x ∈ X,

Lα
∫
∆(x,r)

g1(Lρ(x, y))d|ν|(y) ≤
2α(κ1 + (d/r)α)α

1 − 2−α
|||ν|||R,d

∫
∞

rL/2
g1(u)uα−1du. (6.14)
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(b) If r ≥ 1/L, then∫
∆(x,r)

|ΦL(x, y)|d|ν|(y) ≤ c1(1 + (dL)α)(rL)−S+α
|||ν|||R,d. (6.15)

(c) We have∫
X

|ΦL(x, y)|d|ν|(y) ≤ c2(1 + (dL)α)|||ν|||R,d, (6.16)

‖ΦL(x, ◦)‖ν;X,p ≤ c3Lα/p
′

(1 + (dL)α)1/p|||ν|||R,d. (6.17)

In the sequel, we will assume S > α to be a fixed, large integer, and will not indicate the
dependence of the constants on S.

Next, we recall the following Proposition 6.6, proved essentially in [11, Eqn. (4.40), Lemma 4.5].

Proposition 6.6. Let L ≥ 1,C = {x1, . . . , xM} ⊂ X, κ > 1, A ≥ 2, δ(C) ≤ κq(C). Let
Xk = B(xk, δ(C)), X̃k = B(xk, Aδ(C)). In the following, all constants will depend upon A and κ . Then
for every P ∈ ΠL, we have

M−
k=1

µ(Xk)‖P‖µ;∞,X̃k
≤ c{(δ(C)L)α + min(1, (δ(C)L)α−S)}‖P‖µ;1, (6.18)

M−
k=1

µ(Xk)‖|||∇P|||◦‖µ;∞,X̃k
≤ cL{(δ(C)L)α + min(1, (δ(C)L)α−S)}‖P‖µ;1, (6.19)

and

‖|||∇P|||◦‖µ;∞ ≤ cL‖P‖µ;∞. (6.20)

In our proof of this proposition in [11],weusedA = 2, but the sameproofworks in themore general
case, verbatim, except for the following changes: The set I defined after [11, eqn. (4.34)] should be
redefined by I = {j : ρ(x, X̃j) ≥ (2A + 1)δ}, and the two displayed equations after [11, eqn. (4.34)]
are changed to

|ρ(x, y)− ρ(x, X̃j)| = |ρ(x, y)− ρ(x, zj)| ≤ ρ(y, zj) ≤ 2Aδ ≤ (2A/(2A + 1))ρ(x, X̃j),

and

δ ≤ (2A + 1)−1ρ(x, X̃j) ≤ ρ(x, y) ≤
4A + 1
2A + 1

ρ(x, X̃j)

respectively. We prefer not to reproduce the entire proof to accommodate these minor changes. We
need to prove an Lp analog of the above proposition.

Lemma 6.7. Let L ≥ 1,C = {x1, . . . , xM} ⊂ X, A ≥ 2, κ > 1, δ(C) ≤ κq(C). Let
Xk = B(xk, δ(C)), X̃k = B(xk, Aδ(C)). Then for every P ∈ ΠL, we have

M−
k=1

µ(Xk)‖P‖
p
µ;∞,X̃k

1/p

≤ c{(δ(C)L)α + min(1, (δ(C)L)α−S)}1/p‖P‖µ;p, (6.21)

and 
M−

k=1

µ(Xk)‖|||∇P|||◦‖
p
µ;∞,X̃k

1/p

≤ cL{(δ(C)L)α + min(1, (δ(C)L)α−S)}1/p‖P‖µ;p. (6.22)



F. Filbir, H.N. Mhaskar / Journal of Complexity 27 (2011) 568–596 585

Proof. We will prove (6.22). The proof of (6.21) is similar, but simpler, and is omitted. We observe
first that for any differentiable f : X → R, and x ∈ X,

|||∇f |||x = sup⟨∇f (x), F(x)⟩x,

where the supremum is over all vector fields F with |||F |||x = 1.
Let F be an arbitrarily fixed vector field with |||F |||x = 1 for all x ∈ X. We use Theorem 6.1 with

L∞(µ) in place of X, p0 = q0 = 1, p1 = q1 = ∞,wk = µ(Xk), and

Uf (x) = (χ1(x)F(x)(σ2L(f )), . . . , χM(x)F(x)(σ2L(f ))),

where each χk is the characteristic function of X̃k. Then, for 1 ≤ p < ∞,

‖Uf ‖L∞(µ),W,p =


M−

k=1

µ(Xk)‖F(σ2L(f ))‖
p
µ;∞,X̃k

1/p

,

and the formula holds also for p = ∞ with an obvious modification. Using (6.19), (6.20), (6.13) with
2L in place of L, σ2L(f ) in place of P , we then see that for p = 1,∞, f ∈ Lp(µ),

‖Uf ‖L∞(µ),W,p ≤ cL{(δ(C)L)α + min(1, (δ(C)L)α−S)}1/p‖σ2L(f )‖µ;p

≤ c1L{(δ(C)L)α + min(1, (δ(C)L)α−S)}1/p‖f ‖µ;p.

Theorem 6.1 now implies
M−

k=1

µ(Xk)‖F(σ2L(f ))‖
p
µ;∞,X̃k

1/p

≤ cL{(δ(C)L)α + min(1, (δ(C)L)α−S)}1/p‖f ‖µ;p.

Since F is an arbitrary unit vector field, this leads to
M−

k=1

µ(Xk)‖|||∇(σ2L(f ))|||◦‖
p
µ;∞,X̃k

1/p

≤ cL{(δ(C)L)α + min(1, (δ(C)L)α−S)}1/p‖f ‖µ;p.

Since σ2L(P) = P for P ∈ ΠL, this implies (6.22). �

6.3. Krein’s extension theorem

The purpose of this section is to prove the following special case of the Krein extension theorem.
Let X be a normed linear space, K be a subset of its normed dual X∗, and V be a linear subspace of
X. We say that a linear functional x∗

∈ V∗ is positive on V with respect to K if x∗(f ) ≥ 0 for every
f ∈ V with the property that y∗(f ) ≥ 0 for every y∗

∈ K .

Theorem 6.8. Let X be a normed linear space, K be a bounded subset of its normed dual X∗,V be a
linear subpace of X, x∗

∈ V∗ be positive on V with respect to K . We assume further that there exists
v0 ∈ V such that ‖v0‖X = 1 and

inf
y∗∈K

y∗(v0) = β−1 > 0. (6.23)

Then there exists an extension X∗
∈ X∗ of x∗ which is positive on X with respect to K and satisfies

‖X∗
‖X∗ ≤ β sup

y∗∈K

‖y∗
‖X∗x∗(v0). (6.24)

Proof. In this proof only, let M = supy∗∈K ‖y∗
‖X∗ , and for f1, f2 ∈ X, we will say that f1 ≽ f2 if

y∗(f1) ≥ y∗(f2) for every y∗
∈ K . In this proof only, let

p(f ) = inf{x∗(P) : P ∈ V, P ≽ f }.
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For any f ∈ X and y∗
∈ K , we have |y∗(f )| ≤ M‖f ‖X ≤ βM‖f ‖Xy∗(v0) = y∗(βM‖f ‖Xv0). Since

±βM‖f ‖Xv0 ∈ V , it follows that p(f ) is a finite number for f ∈ X. It is not difficult to check that p is
a sublinear functional; i.e.,

p(f1 + f2) ≤ p(f1)+ p(f2), p(γ f1) = γ p(f1), f1, f2 ∈ X, γ ≥ 0.

If P,Q ∈ V , and P ≽ Q then the fact that x∗ is positive on V with respect to K implies that x∗(P)
≥ x∗(Q ). So, p(Q ) = x∗(Q ) for all Q ∈ V . The Hahn–Banach theorem [18, Theorem (14.9), p.
212] then implies that there exists an extension of x∗ to a linear functional X∗ on X such that
X∗(f ) ≤ p(f ), f ∈ X. Then

X∗(f ) = −X∗(−f ) ≥ −p(−f ) = sup{x∗(−P) : P ∈ V, P ≽ −f } = sup{x∗(Q ) : Q ∈ V, f ≽ Q }.

This implies two things. First, let f ≽ 0. Choosing Q in the last supremum expression to be 0, we
see that X∗(f ) ≥ 0. Second, as we observed earlier, βM‖f ‖Xv0 ≽ f ≽ −βM‖f ‖Xv0. Since
±βM‖f ‖Xv0 ∈ V , we obtain that |X∗(f )| ≤ βMx∗(v0)‖f ‖X. This proves (6.24), and in particular,
that X∗

∈ X∗. �

7. Proofs of the results in Section 5

We start with the proof of Theorem 5.1.

Proof of Theorem 5.1. We assume that 1 < p < ∞,C = {x1, . . . , xM}; the case p = 1 is simpler,
and is essentially done in [11, Theorem 3.2].We use the notation Xk = B(xk, δ(C)), X̃k = B(xk, Aδ(C)).
Using the fact that ∇|P|

p
= p|P|

p−1sgn(P)∇P , we deduce that for any k = 1, . . . ,M, z, y ∈ X̃k, |P(z)|p − |P(y)|p
 ≤ 2Apδ(C)‖P‖

p−1
µ;∞,X̃k

‖|||∇P|||◦‖µ;∞,X̃k
.

Wemay assume that Lδ(C) ≤ 1. Hence, using Hölder’s inequality, (6.21) and (6.22), we obtain that

M−
k=1

µ(Xk) sup
z,y∈X̃k

 |P(z)|p − |P(y)|p
 ≤ 2Apδ(C)

M−
k=1

µ(Xk)‖P‖
p−1
µ;∞,X̃k

‖|||∇P|||◦‖µ;∞,X̃k

≤ 2Apδ(C)


M−

k=1

µ(Xk)‖P‖
p
µ;∞,X̃k

1/p′ 
M−

k=1

µ(Xk)‖|||∇P|||◦‖
p
µ;∞,X̃k

1/p

≤ cApδ(C)L‖P‖
p/p′

µ;p ‖P‖µ;p = cApδ(C)L‖P‖
p
µ;p.

With c2 = 1/c , this proves (5.3) if LApδ(C) ≤ c2η.
To prove part (b), we observe that

∫
X

|P(z)|pdµ(z)−

M−
k=1

µ(Yk)|P(xk)|p
 =

 M−
k=1

∫
Yk

{|P(z)|p − |P(xk)|p}dµ(z)


≤

M−
k=1

∫
Yk

 |P(z)|p − |P(xk)|p
 dµ(z)

≤

M−
k=1

µ(Yk) sup
z,y∈Yk

 |P(z)|p − |P(y)|p


≤ c
M−

k=1

µ(Xk) sup
z,y∈X̃k

 |P(z)|p − |P(y)|p
 .

Hence, (5.4) follows from (5.3).
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The proof of part (c) is easier. Let |P(z∗)| = ‖P‖µ;∞. By definition of δ(C), there exists x∗
∈ C such

that ρ(z∗, x∗) ≤ δ(C). Then in view of (6.20), we have

|P(z∗)| − |P(x∗)| ≤ δ(C)‖|||∇P|||◦‖µ;∞ ≤ cLδ(C)‖P‖µ;∞;

i.e.,

max
x∈C

|P(x)| ≤ ‖P‖µ;∞ ≤ |P(x∗)| + cLδ(C)‖P‖µ;∞ ≤ max
x∈C

|P(x)| + cLδ(C)‖P‖µ;∞.

This leads to (5.5). �

In the proofs of the other results in Section 5,wewill often need the following observation. IfK ⊆ X
is a compact subset and ϵ > 0, we will say that a subset C ⊆ K is ϵ-separated if ρ(x, y) ≥ ϵ for every
x, y ∈ C, x ≠ y. Since K is compact, there exists a finite, maximal ϵ-separated subset {x1, . . . , xM}

of K . If x ∈ K \ ∪
M
k=1 B(xk, ϵ), then {x, x1, . . . , xM} is a strictly larger ϵ-separated subset of K . So,

K ⊆ ∪
M
k=1 B(xk, ϵ). Moreover, the balls B(xk, ϵ/2) are mutually disjoint.

The proof of Theorem 5.2 requires some further preparation. First, we recall a lemma [11, Lemma
4.4]. For a set Y , we denote the cardinality of Y by |Y |.

Lemma 7.1. Let C be a finite set for which (5.2) holds, δ(C) ≤ 2κ, A > 0, and x ∈ X. Then

|{y ∈ C : x ∈ B(y, Aδ(C))}| ≤ c1(1 + A)2α,

where c1 > 0 is independent of A and δ(C). In particular,

|{y ∈ C : B(x, Aδ(C)) ∩ B(y, Aδ(C)) ≠ ∅}| ≤ c1(1 + 2A)2α.

Proof. In this proof, let δ := δ(C). Let y1, . . . , ym ∈ C and x ∈ ∩
m
k=1 B(yk, Aδ). Then B(x, δ) ⊆

∩
m
k=1 B(yk, (1 + A)δ). Since q(C) ≥ δ/κ , the balls B(yk, δ/(2κ)) are pairwise disjoint, and their union

is a subset of B(x, (1 + A)δ). Therefore, (3.11) implies that

µ(B(x, δ)) ≤ min
1≤k≤m

µ(B(yk, (1 + A)δ)) ≤
1
m

m−
k=1

µ(B(yk, (1 + A)δ))

≤
c(1 + A)α

m

m−
k=1

µ(B(yk, δ/(2κ)))

=
c(1 + A)α

m
µ

∪

m
k=1B(yk, δ/(2κ))


≤

c(1 + A)α

m
µ(B(x, (1 + A)δ))

≤
c1(1 + A)2α

m
µ(B(x, δ)).

Thus, m ≤ c1(1 + A)2α . �

The following lemma is needed in the construction of the partition in Theorem 5.3. The proof is
based on some ideas in the book [6, Appendix 1] of David.

Lemma 7.2. Let τ be a positive measure on X,A be a finite subset of X satisfying

q(A)/2 ≤ δ(A) ≤ κq(A)

for some κ > 0, {Zy}y∈A be a partition of X such that each Zy ⊆ B(y, γ δ(A)) for some γ ≥ 1. (We do
not require that each Zy be nonempty.) Then there exists a subset G ⊆ A and a partition {Yy}y∈G such
that for each y ∈ G, Zy ⊆ Yy, τ(Yy) ≥ c minz∈A τ(B(z, γ δ(A))), and Yy ⊆ B(y, 3γ δ(A)). In particular,
δ(G) ≤ 3γ δ(A) and q(G) ≥ q(A).
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Proof. In this proof, let δ = δ(A),m = minz∈A τ(B(z, γ δ)). In view of Lemma 7.1, at most c−1 of the
balls B(y, γ δ) can intersect each other, the constant c depending upon γ and κ . Let G = {y ∈ A :

τ(Zy) ≥ cm}. Now, we define a function φ as follows. If z ∈ G, we write φ(z) = z. Otherwise, let
z ∈ A \ G. Since {Zy} is a partition of X, we have

m ≤ τ(B(z, γ δ)) =

−
y∈A

τ(B(z, γ δ) ∩ Zy).

Since each Zy ⊆ B(y, γ δ), it follows that at most c−1 of the Zy’s have a nonempty intersection with
B(z, γ δ). So, there must exist y ∈ A for which

τ(B(z, γ δ) ∩ Zy) ≥ cm.

Clearly, each such y belongs to G. We imagine an enumeration of A, and among the y’s for which
τ(B(z, γ δ) ∩ Zy) is a maximum, pick the one with the lowest index. We then define φ(z) to be this y.
Necessarily, φ(z) = y ∈ G, and B(z, γ δ) ∩ Zy ⊆ B(z, γ δ) ∩ B(y, γ δ) is nonempty. So,

ρ(z, φ(z)) ≤ 2γ δ, B(z, γ δ) ⊆ B(φ(z), 3γ δ), τ (B(z, γ δ) ∩ Zφ(z)) ≥ cm. (7.1)

Now, we define

Yy = ∪{Zz : φ(z) = y, z ∈ A}, y ∈ G.

For each z ∈ A, Zz ⊆ Yφ(z). Since Zz is a partition of X, we have X = ∪y∈G Yy. If x ∈ X, x ∈ Yy ∩ Yy′

for y, y′
∈ G, then x ∈ Zz with φ(z) = y and x ∈ Zz′ with φ(z ′) = y′. Since {Zz} is a partition of X, it

follows that z = z ′, and hence y = y′. Thus, {Yy} is a partition of X, τ (Yy) ≥ τ(Zy) ≥ cm, and

Yy ⊆ ∪φ(z)=y Zz ⊆ ∪φ(z)=y B(z, γ δ) ⊆ B(y, 3γ δ). �

Proof of Theorem 5.2. The partition Yk is required to satisfy three goals: first, we wish to ensure that
µ(Yk) ∼ dα , second, we wish to be able to obtain a lower bound on |ν|(Yk) as stated in Theorem 5.2,
and finally, we wish to ensure that xk ∈ Yk. Accordingly, we will start with an appropriately dense
subset of supp(ν), and construct a corresponding partition in a somewhat obvious manner. We will
then use Lemma 7.2 three times to ensure the three goals; first with µ in place of τ , then with |ν| in
place of τ with the resulting partition, and finally build a somewhat artificial measure τ supported on
the finite subset obtained in the second step, and use the lemma with this measure. This ensures that
each of the sets in the resulting partition contains at least one point of the set in the second step, but
not necessarily the set created in the third step. However, this is easy to arrange with an increase in
the mesh norm by a constant factor.

In this proof only, let G1 = {y1, . . . , yN} be a maximal d/2-separated subset of supp(ν). Then
supp(ν) ⊆ ∪

N
k=1 B(yk, d/2), and d/4 ≤ q(G1)/2 ≤ δ(G1) ≤ 3d/2. We let Zy1,1 = B(y1, δ(G1)), and

for k = 2, . . . ,N, Zyk,1 = B(yk, δ(G1)) \ ∪
k−1
j=1 B(yj, δ(G1)). Then {Zy,1}y∈G1 is a partition of X and each

Zy,1 ⊆ B(y, δ(G1)), y ∈ G1.
We apply Lemma 7.2 first with µ in place of τ , resulting in a subset G2 ⊆ G1, δ(G2) ≤ 3δ(G1),

and a partition {Zy,2}y∈G2 of X such that for each y ∈ G2, Zy,2 ⊆ B(y, 3δ(G1)) ⊆ B(y, 3δ(G2)), and
c1 minz∈G1 µ(B(z, δ(G1))) ≤ µ(Zy,2) ≤ µ(B(y, 3δ(G1))); i.e., µ(Zy,2) ∼ (δ(G1))

α
∼ dα .

We apply Lemma 7.2 again with G2 in place of A, {Zy,2} as the corresponding partition, and |ν|
in place of τ . This yields a subset G3 ⊆ G2 and a partition {Zy,3}y∈G3 of X with δ(G3) ≤ 3δ(G2),
such that for each y ∈ G3, Zy,2 ⊆ Zy,3 ⊆ B(y, 3δ(G2)) ⊆ B(y, 9δ(G1)) ∩ B(y, 3δ(G3)), and
|ν|(Zy,3) ≥ c2 minz∈G2 |ν|(B(z, δ(G2))) =: u. Since G2 ⊆ supp(ν), u is a positive number. We note
that µ(Zy,3) ∼ dα as well.

At this point, we still have not proved that Zy,3 ∩G3 is nonempty for each y ∈ G3. Towards this end,
we repeat an application of Lemma 7.2 with the measure, to be denoted in this proof only by τ , that
associates the mass u > 0 with each y ∈ G3. This gives us a subset G4 ⊆ G3 and a partition {Zy,4}y∈G4
with δ(G4) ≤ 3δ(G3), such that for each y ∈ G4, Zy,2 ⊆ Zy,3 ⊆ Zy,4 ⊆ B(y, 3δ(G3)) ⊆ B(y, 27δ(G1)),
µ(Zy,4) ∼ dα and τ(Zy,4) ≥ c3 minz∈G3 τ(B(z, δ(G3))) ≥ c3u > 0. Necessarily, each Zy,4 contains some
element of G3.
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We pick one element from each Zy,4 ∩ G3 to form the set C = {x1, . . . , xM}, and rename the
set Zy,4 containing xk to be Yk. By construction, {Yk}

M
k=1 is a partition of X with each xk ∈ Yk ⊆

B(xk, 54δ(G1)), µ(Yk) ∼ dα and |ν|(Yk) ≥ c3u. �

We are now in a position to prove Theorem 5.3.

Proof of Theorem 5.3. We apply Theorem 5.1 with the set C and the partition {Yk}. We observe that
for any k,∫

Yk
|P(y)|pdµ(y)−

µ(Yk)

|ν|(Yk)

∫
Yk

|P(z)|pd|ν|(z)


=

∫
Yk


|P(y)|p −

1
|ν|(Yk)

∫
Yk

|P(z)|pd|ν|(z)

dµ(y)


=

1
|ν|(Yk)

∫
Yk

∫
Yk


|P(y)|p − |P(z)|p


d|ν|(z)dµ(y)


≤ µ(Yk) max

z,y∈Yk

 |P(y)|p − |P(z)|p
 .

Since Yk ⊆ B(xk, 81d), (5.3) leads to (5.7). This completes the proof of part (a). Part (b) follows from
Theorem 5.1(c). �

We find it convenient to prove Proposition 5.6 next, so that we may use such statements as
Proposition 6.5 which were proved with the definition as in (5.15) rather than the one which have
used in this paper.

Proof of Proposition 5.6. In the proof of part (a) only, let λ > |||ν|||R,d, r > 0, x ∈ X, and let
{y1, . . . , yN} be a maximal 2d/3-separated subset of B(x, r + 2d/3). Then B(x, r) ⊆ B(x, r + 2d/3) ⊆

∪
N
j=1 B(yj, 2d/3). So,

|ν|(B(x, r)) ≤ |ν|(B(x, r + 2d/3)) ≤

N−
j=1

|ν|(B(yj, 2d/3)) ≤

N−
j=1

|ν|(B(yj, d)) ≤ λNdα.

The balls B(yj, d/3) are mutually disjoint, and ∪
N
j=1 B(yj, d/3) ⊆ B(x, r + d). In view of (3.10),

dα ≤ cµ(B(yj, d/3)) for each j. So,

|ν|(B(x, r)) ≤ λNdα ≤ cλ
N−
j=1

µ(B(yj, d/3)) = cλµ(∪N
j=1 B(yj, d/3)) ≤ cλµ(B(x, r + d)).

Sinceλ > |||ν|||R,d was arbitrary, this leads to the first inequality in (5.15). The second inequality follows
from (3.1). The converse statement is obvious. This completes the proof of part (a).

The second estimate in (5.16) is clear from the definitions. The first estimate in (5.16) follows by
applying (5.15) with r = γ d. �

In the proof of Theorem 5.5, we will often need the following observation.

Lemma 7.3. There exists a constant β ∈ (0, 1/2) such that for any L > 0, x ∈ X,

|ΦL(x, y)| ≥ (1/2)ΦL(x, x) ≥ cLα, ρ(x, y) ≤ β/L. (7.2)

Hence, for 1 ≤ p < ∞ and ν ∈ M,∫
B(x,β/L)

|ΦL(x, y)|pd|ν| ≥ cLαp|ν|(B(x, β/L)). (7.3)
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Proof. In this proof only, let P(y) = ΦL(x, y), y ∈ X, and |P(y∗)| = ‖P‖µ;∞. Then P(x) = ΦL(x, x),
and Schwarz inequality and (3.8) show that

‖P‖µ;∞ = |P(y∗)| ≤ ΦL(x, x)1/2ΦL(y∗, y∗)1/2 ≤ c1Lα ≤ c2ΦL(x, x) = c2P(x) ≤ c2‖P‖µ;∞.

Thus, ‖P‖µ;∞ ∼ Lα . Since P ∈ ΠL, we conclude from (6.20) that

|P(y)− P(x)| ≤ c3Lρ(x, y)‖P‖µ;∞ = c4Lρ(x, y)P(x).

Hence, with β = min(1/2, 1/(2c4)), we obtain that |P(y)| ≥ (1/2)P(x) ≥ cLα if ρ(x, y) ≤ β/L. �

We are now in a position to prove Theorem 5.5.

Proof of Theorem 5.5. Let ν be 1/L-regular, and without loss of generality, ‖ν‖R,1/L = 1. Using (6.16)
with µ and ν, and the fact that both µ and ν are 1/L-regular, we deduce that

sup
x∈X

max
∫

X
|Φ2L(x, y)|dµ(y),

∫
X

|Φ2L(x, y)|d|ν|(y)


≤ c.

Therefore, using Fubini’s theorem, we conclude as in [27, Corollary 5.2] that for p = 1,∞,

‖σ2L(f )‖ν;p ≤ c‖f ‖µ;p.

Hence, the Riesz–Thorin interpolation theorem shows that this inequality is valid also for all p,
1 ≤ p ≤ ∞. If P ∈ ΠL, we use this inequality with P in place of f , and recall that σ2L(P) = P to
deduce that ‖P‖ν;p ≤ c‖P‖µ;p, as claimed in the first part of Theorem 5.5(a).

Conversely, suppose that for some p, 1 ≤ p < ∞,

‖P‖
p
ν;p ≤ A‖P‖

p
µ;p, P ∈ ΠL. (7.4)

Let x ∈ X. We apply (7.4) with P(y) = ΦL(x, y). Using (6.17) with the 1/L-regular measure µ in place
of ν, we see that ‖P‖

p
µ;p ≤ cLαp/p

′

= cLα(p−1). Therefore, (7.4) and (7.3) together imply that with β as
defined in Lemma 7.3,

c1Lαp|ν|(B(x, β/L)) ≤ ‖P‖
p
ν;p ≤ cALα(p−1).

Thus, ν is β/L-regular, with |||ν|||R,β/L ≤ (c/c1)A. In view of (5.16) applied with 1/β in place of γ , this
completes the proof of the converse statement in Theorem 5.5(a).

The proof of the first part of Theorem 5.5(b) relies upon Theorem 5.3(a). Let 1 ≤ p < ∞. With the
constants c1, c2 as in that theorem, let c4 = c2/(8p), L ≥ 4c4 max(81, c−1

1 ), d = 4c4/L. Then d ≤ c1,
and ν is d/4-dominant. From the definition, this means that for every x ∈ X, ν(B(x, d/4)) > 0. In
particular, each B(x, d/4) ∩ supp(ν) is nonempty; i.e., δ(supp(ν)) ≤ d/4 < d ≤ 1/81. Therefore, all
the conditions of Theorem 5.3(a) are satisfied so that (5.7) holds with η = 1/2. This shows that for
every P ∈ ΠL,

(1/2)‖P‖
p
µ;p ≤

M−
k=1

µ(Yk)

|ν|(Yk)

∫
Yk

|P(z)|pd|ν|(z). (7.5)

Here, we recall that µ(Yk) ∼ dα , and |ν|(Yk) ≥ c minx∈X |ν|(B(x, d/4)). Since ν is d/4-dominant, we
have |ν|(Yk) ≥ c|||ν|||−1

D,d/4d
α . So, (7.5) leads to

‖P‖
p
µ;p ≤ c3|||ν|||D,d/4

M−
k=1

∫
Yk

|P(z)|pd|ν|(z) = c3|||ν|||D,c4/L‖P‖
p
ν;p, P ∈ ΠL.

This completes the proof of the first part of Theorem 5.5(b).
Finally, we prove the converse statement in Theorem 5.5(b). Accordingly, we assume that ν is 1/L-

regular. In view of part (a) of this theorem and the assumption of the converse statement, we have
with A ∼ |||ν|||

−1/p
R,1/L,

A‖P‖
p
ν;p ≤ ‖P‖

p
µ;p ≤ A1‖P‖

p
ν;p, P ∈ ΠL. (7.6)
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We will use Lemma 7.3 as before. Let x ∈ X, and P(y) = ΦL(x, y), and r ≥ 1 to be chosen later. Using
(7.3) with µ in place of ν, and (3.10), we obtain

c7
A1

Lα(p−1)
≤ A−1

1 ‖P‖
p
µ;p ≤ ‖P‖

p
ν;p =

∫
B(x,r/L)

|P(y)|pd|ν|(y)+

∫
∆(x,r/L)

|P(y)|pd|ν|(y). (7.7)

Since ν is assumed to be 1/L-regular, we may apply (6.15) to conclude that∫
∆(x,r/L)

|P(y)|pd|ν|(y) ≤ ‖P‖
p−1
µ;∞

∫
∆(x,r/L)

|P(y)|d|ν|(y) ≤ c8Lα(p−1)rα−S
|||ν|||R,1/L. (7.8)

We now choose

r = max


1,

2c8A1|||ν|||R,1/L

c7

1/(S−α)

.

Then (7.7) and (7.8) together lead to

c7
2A1

Lα(p−1)
≤

∫
B(x,r/L)

|P(y)|pd|ν|(y) ≤ c9Lαp|ν|(B(x, r/L)).

Thus,

|ν|(B(x, r/L)) ≥ c10A−1
1 L−α.

This completes the proof of the converse statement. �

Proof of Theorem 5.7. We find a finite subset C = {x1, . . . , xM} and a partition {Yk} as in Theo-
rem 5.2. In view of (5.6), each xk ∈ Yk ⊆ B(xk, 324δ(C)). Moreover, the conditions of Theorem 5.1
are satisfied with appropriate κ for this C. In view of (3.11) and (5.3), we conclude that for a suitably
chosen c, L ≤ cδ(C)−1

∼ d−1,

M−
k=1

µ(B(xk, 324δ(C))) max
y,z∈B(x,324δ(C))

|P(y)− P(z)| ≤ (1/4)‖P‖µ;1. (7.9)

In this proof only, let

x∗

k(P) =
1

|ν|(Yk)

∫
Yk

P(z)d|ν|(z), k = 1, . . . ,M.

Then for P ∈ ΠL, and k = 1, . . . ,M ,∫
Yk

|P(y)|dµ(y)− µ(Yk)|x∗

k(P)|
 =

∫
Yk


|P(y)| − |x∗

k(P)|

dµ(y)


≤

∫
Yk

 |P(y)| − |x∗

k(P)|
 dµ(y)

≤

∫
Yk

|P(y)− x∗

k(P)|dµ(y)

≤
1

|ν|(Yk)

∫
Yk

∫
Yk

|P(y)− P(z)|d|ν|(z)dµ(y)

≤ µ(B(x, 324δ(C))) max
y,z∈B(x,324δ(C))

|P(y)− P(z)|. (7.10)

Then (7.10) and (7.9) imply that M−
k=1

∫
Yk

|P(y)|dµ(y)−

M−
k=1

µ(Yk)|x∗

k(P)|

 ≤ (1/4)‖P‖µ;1;
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i.e.,

(3/4)‖P‖µ;1 ≤

M−
k=1

µ(Yk)|x∗

k(P)| ≤ (5/4)‖P‖µ;1. (7.11)

Moreover, if each x∗

k(P) ≥ 0, then the same estimate as (7.10) with P in place of |P| leads to
∫

X
P(y)dµ(y)−

M−
k=1

µ(Yk)x∗

k(P)

 ≤ (1/4)‖P‖µ;1 ≤ (1/3)
M−

k=1

µ(Yk)x∗

k(P).

Thus, if each x∗

k(P) ≥ 0, then∫
X
P(y)dµ(y) ≥ (2/3)

M−
k=1

µ(Yk)x∗

k(P) ≥ 0. (7.12)

Now, we wish to use Theorem 6.8. We let X be the space RM , equipped with the norm ‖y‖ =∑M
k=1 µ(Yk)|yk|, where y = (y1, . . . , yk). For the set K , we choose the set of coordinate functionals;

y∗

k(y) = yk. Then K is clearly a compact subset of X∗. We consider the operator S : ΠL → RM given
by P → (x∗

1(P), . . . , x
∗

M(P)), and take the subspace V of X to be the range of S. The lower estimate in
(7.11) shows that S is invertible on V . We define the functional x∗ on V by

x∗(S(P)) =

∫
X
P(z)dµ(z)− (1/3)

M−
k=1

µ(Yk)x∗

k(P), P ∈ ΠL.

Our observations in the previous paragraph show that x∗ is positive on V with respect to K . The
element (1, . . . , 1) ∈ V serves as v0 in Theorem 6.8. Theorem 6.8 then implies that there exists
a nonnegative functional X∗ on X = RM that extends x∗. We may identify this functional with
(W̃1, . . . , W̃M) ∈ RM , such that each W̃k ≥ 0. The fact that X∗ extends x∗ means that for each P ∈ ΠL,∫

X
P(x)dµ(x) =

M−
k=1

(W̃k + (1/3)µ(Yk))x∗

k(P) =:

M−
k=1

Wk

|ν|(Yk)

∫
Yk

P(y)d|ν|(y). (7.13)

Writing W (y) = Wk/|ν|(Yk) for y ∈ Yk, we have now proved (5.17). By construction, Wk ≥

(1/3)µ(Yk) ≥ c1dα . If ν is d-regular, then |ν|(Yk) ≤ |ν|(B(xk, 81d)) ≤ c2|||ν|||R,ddα . Hence, W (y) ≥

c|||ν|||−1
R,d for all y ∈ X. �

The proof of Theorem 5.8 uses the following lemma proved in [27, Lemma 5.5]:

Lemma 7.4. Let the product assumption hold, and L > 0. If ν is a quadrature measure of order 2A∗L,
|ν|(X) ≤ c, and P1, P2 ∈ Π2L then for any p, r, 1 ≤ p, r ≤ ∞ and any positive number R > 0,∫

X
P1P2dµ−

∫
X
P1P2dν

 ≤ c1L2αϵL‖P1‖µ;p‖P2‖µ;r ≤ c(R)L−R
‖P1‖µ;p‖P2‖µ;r . (7.14)

Proof of Theorem 5.8. Let x ∈ X, and P∗
:= ΦL(x, ◦) ∈ ΠL. Taking β as in Lemma 7.3, we obtain from

(7.3) applied with τ in place of ν that

c1L2ατ(B(x, β/L)) ≤

∫
B(x,β/L)

|P∗(y)|2dτ(y) ≤

∫
X

|P∗(y)|2dτ(y).

Since τ is a positive quadrature measure of order 2A∗L, we now obtain from Lemma 7.4 used with
P1 = P2 = P∗, p = r = 1, R = 1 that

c1L2ατ(B(x, β/L)) ≤

∫
X

|P∗(y)|2dµ(y)+ c‖P∗
‖
2
µ;1/L = ΦL(x, x)+ c2‖P∗

‖
2
µ;1/L.
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In view of (6.12) and (3.8), ‖P∗
‖µ;1 ≤ c3,ΦL(x, x) ≤ c3Lα . We deduce that for sufficiently large L:

L2ατ(B(x, β/L)) ≤ c4Lα;

i.e., τ(B(x, β/L)) ≤ c4L−α . In view of Theorem 5.5, this implies that ‖P‖τ ;p ≤ c5‖P‖µ;p for all p with
1 ≤ p < ∞, and P ∈ ΠL.

It remains to prove that

‖P‖µ;p ≤ c‖P‖τ ;p, P ∈ ΠL, 1 ≤ p < ∞. (7.15)

Towards this end, we introduce the discretized version of the operator σL:

σL(τ ; f , x) =

∫
X
ΦL(x, y)f (y)dτ(y), f ∈ L1(τ ), x ∈ X, L > 0.

If f ∈ Lp(τ ) and g ∈ Lp
′

(µ), then it is easy to verify using Fubini’s theorem that∫
X
σL(τ ; f , x)g(x)dµ(x) =

∫
X

∫
X
ΦL(x, y)f (y)dτ(y)g(x)dµ(x)

=

∫
X

∫
X
ΦL(x, y)g(x)dµ(x)f (y)dτ(y)

=

∫
X
σL(g, y)f (y)dτ(y).

Using the duality principle and (6.13), we conclude that

‖σL(τ ; f )‖µ;p = sup
‖g‖µ;p′=1

∫
X
σL(τ ; f , x)g(x)dµ(x)

 = sup
‖g‖µ;p′=1

∫
X
σL(g, y)f (y)dτ(y)


≤ sup

‖g‖µ;p′=1
‖σL(g)‖µ;p′‖f ‖τ ;p ≤ c‖f ‖τ ;p.

In particular,

‖σ2L(τ ; f )‖µ;p ≤ c‖f ‖τ ;p. (7.16)

Sincewe do not assume that the product of polynomials inΠ2L is itself inΠ2A∗L, it does not follow from
the fact that τ is a quadrature measure of order 2A∗L that σ2L(τ ; P) = P for P ∈ ΠL. Nevertheless,
Lemma7.4 allows us to conclude thatσ2L(τ ; P) is close to P if P ∈ ΠL. Let x ∈ X. Since τ is a quadrature
measure of order 2A∗L, we may use Lemma 7.4 with R = 1, r = 1, P in place of P1 and Φ2L(x, ◦) in
place of P2 to conclude that

|σ2L(τ ; P, x)− P(x)| = |σ2L(τ ; P, x)− σ2L(P, x)|

=

∫
X
P(y)Φ2L(x, y)dτ(y)−

∫
X
P(y)Φ2L(x, y)dµ(y)


≤ cL−1

‖Φ2L(x, ◦)‖µ;1‖P‖µ;p.

In view of (6.12), and the fact that µ is a probability measure, this implies that‖σ2L(τ ; P)‖µ;p − ‖P‖µ;p
 ≤ ‖σ2L(τ ; P)− P‖µ;p ≤ cL−1

‖P‖µ;p.

Thus, if L ≥ 2c , then (7.16) implies

‖P‖µ;p ≤ 2‖σ2L(τ ; P)‖µ;p ≤ c4‖P‖τ ;p.

This proves (7.15) and completes the proof of the theorem. �
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Appendix

In this Appendix, we follow an idea in the paper [12] of Geller and Pesenson to prove that the
product assumption is valid when φk (respectively, ℓ2j ) are eigenfunctions (respectively, eigenvalues)
of a selfadjoint, uniformly elliptic partial differential operator of second order satisfying some
technical conditions. In the Appendix, we will use the symbol q again to denote the dimension of
the manifold X.

First, we need to recall the notion of exponential maps on the manifold. For any x ∈ X, there
exists a neighborhood V of x, a number ϵ > 0 and a C∞ mapping γ : (−2, 2) × U → X, where
U = {(y, w) ∈ TX : y ∈ V , w ∈ TyX, |||w|||y < ϵ}, such that γ (◦, y, w) is the unique geodesic of
X with γ (0, y, w) = y, and the tangent vector at y being w [9, Proposition 2.7]. In this Appendix,
we will denote by Bϵ(0) the open Euclidean ball in Rq with center at 0 and radius ϵ. For any tangent
space TxX, we may consider an appropriate coordinate chart on TxX, and view Bϵ(0) as a subset of
TxX, with 0 corresponding to x. The exponential map at x is the mapping expx : Bϵ(0) ⊂ TxX → X
defined by expx(w) = γ (1, x, w), where γ is the mapping just described. Thus, expx(w) is the point
on X where one reaches by following the geodesic at x, with tangent vector given by w/‖w‖, for a
length of ‖w‖. For every x ∈ X, there exists an ϵ > 0 such that expx : Bϵ(0) ⊂ TxX → X is a
diffeomorphism of Bϵ(0) onto an open subset of X. Since X is compact, we may choose ϵ to be the
same for all x ∈ X. The largest value of such ϵ is called the injectivity radius of X, to be denoted in this
Appendix by ι. If δ > 0 and Bδ(0) ⊂ Bι(0) ⊂ TxX, then expx(Bδ(0)) is called a normal ball of radius
δ centered at x. Normal neighborhoods of x are defined in the obvious way. If {∂j} is a basis for TxX,
the normal coordinate system (with respect to {∂j}) at x is defined on a normal neighborhood of x by
x(u1, . . . , uq) = expx

∑q
j=1 uj∂j


.

LetP be a self-adjoint differential operator of second order. In terms of a normal coordinate system
at a point x ∈ X the operator P can be expressed in the form

P f =

−
k∈Zq,k≥0,|k|≤2

ak,x(u)
∂ |k|f
∂uk .

The operator is strongly uniformly elliptic if there are constants c1, c2 > 0 (independent of x) such that

c1‖y‖2
≤

−
|k|=2

ak,x(u)yk ≤ c2‖y‖2, u ∈ Bι(0), x ∈ X, y ∈ Rq.

We assume that there exists a constant C > 1 such that∂ |m|ak,x
∂um

 ≤ C |m|, x ∈ X, u ∈ Bι(0), m ∈ Zq. (A.1)

The eigenvalues ofP can be enumerated in the form {ℓ2k} (ℓk ↑ ∞), andwe letφk be the eigenfunction
corresponding to ℓ2k . We assume (by choosing a larger C if necessary) that

−
ℓk≤L

∂ |m|φk(x)
∂um

2 ≤ C2|m|Lq+2|m|, x ∈ X, m ∈ Zq, L > 0. (A.2)

This result follows essentially from the estimates on the derivatives of the heat kernel corresponding
to P given by Kordyukov [21, Theorem 5.5], and the Tauberian theorem in our paper [11, Proposition
4.1], except for the dependence of the constants involved on m. An immediate consequence of (A.2)
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is the following. If Q =
∑

k Q̂ (k)φk ∈ ΠL, then∂ |m|Q (x)
∂um

2 =

−
k

Q̂ (k)
∂ |m|φk(x)
∂um


2

≤

−
k

|Q̂ (k)|2
−

ℓk≤L

∂ |m|φk(x)
∂um

2


≤ C2|m|Lq+2|m|
‖Q‖

2
µ;2;

i.e., ∂ |m|Q (x)
∂um

 ≤ Lq/2(CL)|m|
‖Q‖µ;2. (A.3)

We are now ready to prove the product assumption, in fact, a much stronger statement:

Theorem A.1. Let P be a second order, strongly uniformly elliptic, self-adjoint, partial differential
operator on a smooth, compact manifold X (without boundary), the eigenvalues of P be enumerated in
the form {ℓ2k} (ℓk ↑ ∞), and we let φk be the eigenfunction corresponding to ℓ2k . Assume further that (A.1)
and (A.2) are satisfied. There exists A∗

≥ 2 such that if Q , R ∈ ΠL, then QR ∈ ΠA∗L.

Proof. Let N ≥ 2 be an integer. In view of Leibniz’s formula, one can write

P N(QR)(x) =

−
k,m∈Zq,k,m≥0,

|k|+|m|≤2N

bk,m(x)
∂ |m|Q (x)
∂um

∂ |k|R(x)
∂uk ,

where bk,m’s are products of derivatives of the coefficients ak,x in P . In view of (A.1) and (A.2), we
conclude that for some A∗

≥ 2,

‖P N(QR)‖µ;2 ≤ ‖P N(QR)‖µ;∞ ≤ Lq(A∗L/2)2N‖Q‖µ;2‖R‖µ;2. (A.4)

In this proof only, let for f ∈ L2(µ),

SL(f ) =

−
ℓk≤A∗L

f̂ (k)φk.

We observe that ‖f − SL(f )‖µ;2 ≤ ‖f ‖µ;2. Since Pφk = ℓ2kφk, it follows that P N(SL(QR)) =

SL(P N(QR)). Consequently,P N(QR − SL(QR))

µ;2 =

P N(QR)− SL(P N(QR))

µ;2 ≤ ‖P N(QR)‖µ;2

≤ Lq(A∗L/2)2N‖Q‖µ;2‖R‖µ;2. (A.5)

On the other hand, Parseval’s identity shows thatP N(QR − SL(QR))
2
µ;2 =

−
ℓk>A∗L

ℓ4Nk |(QR)(k)|2 ≥ (A∗L)4N
−
ℓk>A∗L

|(QR)(k)|2|(QR)|2

≥ (A∗L)4N‖QR − SL(QR)‖2
µ;2.

Together with (A.5), this implies that for every integer N ≥ 2,

‖QR − SL(QR)‖µ;2 ≤ Lq


A∗L
2A∗L

2N

‖Q‖µ;2‖R‖µ;2 = Lq4−N
‖Q‖µ;2‖R‖µ;2.

Letting N → ∞, we conclude that QR = SL(QR) ∈ ΠA∗L. This completes the proof. �
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