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In this article we propose a novel formalism to model and analyse gene regulatory 
networks using a well-established formal verification technique. We model the possible 
behaviours of networks by logical formulae in linear temporal logic (LTL). By checking 
the satisfiability of LTL, it is possible to check whether some or all behaviours satisfy a 
given biological property, which is difficult in quantitative analyses such as the ordinary 
differential equation approach. Owing to the complexity of LTL satisfiability checking, 
analysis of large networks is generally intractable in this method. To mitigate this 
computational difficulty, we developed two methods. One is a modular checking method 
where we divide a network into subnetworks, check them individually, and then integrate 
them. The other is an approximate analysis method in which we specify behaviours 
in simpler formulae which compress or expand the possible behaviours of networks. 
In the approximate method, we focused on network motifs and presented approximate 
specifications for them. We confirmed by experiments that both methods improved the 
analysis of large networks.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the 
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

One of the difficulties in analysing biological systems is the incompleteness of quantitative biological information, which 
hinders the mathematical analysis based on traditional thermodynamics models. In this respect, qualitative methods based 
on formal verification techniques have gathered good attention and several methods have been proposed with several dif-
ferent formalisms [14,17,9,8,42].

In this article, we present a new constraint-based method for modelling and analysing gene regulatory networks (or 
simply gene networks). This method is based on the paradigm of verification of reactive system specifications [35,49,24]. 
Reactive system specification stipulates how the system should or can behave over time. There are several properties of 
reactive system specifications to be verified such as satisfiability, strong satisfiability and realisability [37,1,35].
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We found that dynamic behaviours of gene networks can also be qualitatively characterised similarly to the case of 
reactive systems, under the suitable abstraction. In our method, behaviours are abstracted to transition systems. A state 
in a transition system represents a configuration (state of affair) of a gene network at a certain time point, such as the 
expression levels of each gene and whether each gene is expressed or not. A state can be seen as a set of such facts that 
are true at a certain time point. Thus a transition system represents how the state of a gene network changes over time. In 
other words, a transition system represents a dynamic behaviour of a gene network. A fact of a state can be mathematically 
represented as a proposition. Then the problem of modelling possible behaviours of a gene network is reduced to give 
a suitable specification using these propositions. The possible behaviours of a gene network are transition systems which 
satisfy the specification. We show that such specification can be systematically obtained from a gene network using linear 
temporal logic (LTL) [16]. This corresponds to give a constraint that the ‘correct’ behaviour of a gene network should satisfy. 
Expected biological properties such as reachability, stability, oscillation or any other temporal properties about the timing 
of gene expressions are also described in LTL. The problem of analysing a property of a gene network is reduced to check 
the satisfiability of these formulae. Our first contribution is this conceptual framework of modelling behaviours of gene 
regulatory networks as LTL formulae and analyse biological properties by LTL-satisfiability checking.

The complexity of LTL-satisfiability checking is PSPACE-complete [44], and known algorithms have exponential time 
complexity with respect to the length of an input formula. The length of a formula specifying possible behaviours of a 
network is proportional to the size of the network in our method. Therefore, some methods are strongly desirable which 
eases this computational cost. As such methods, we develop two methods – a modular method and an approximate method. 
These are the second and the third contributions in this article.

In modular analysis method, a network is divided into several subnetworks. Since each specification of subnetworks is 
much smaller than that of the entire network, computation of the possible behaviours of each subnetwork is much faster. 
Furthermore, we can abstract local propositions (only used in the subnetwork) from each subnetwork behaviours. Then we 
integrate the possible behaviours of the subnetworks to obtain the behaviours of the entire network.

In approximate analysis method, we specify the set of possible behaviours of (sub)networks without using some local 
propositions. Such specifications are simpler than the original specifications but are generally not equivalent, that is to 
say, they are approximate specifications of networks. There are two kinds of approximation. One is under-approximation in 
which possible behaviours are compressed, and the other is over-approximation in which possible behaviours are expanded. 
They can be used instead of the original specifications to check network properties, that is, if the approximate specifications 
are satisfiable/unsatisfiable then so are the original ones. As a result, the correctness of approximate analysis is theoretically 
guaranteed.

It is not trivial to find approximate specifications for any networks. Therefore we consider some ‘templates’ of gene 
networks and give approximate specifications for them. As templates of gene networks, we can use network motifs [3], 
since they are network patterns that occur in many gene regulatory networks. The motifs we study in this article are 
negative auto-regulation, coherent type 1 feed-forward loops, incoherent type 1 feed-forward loops, single-input modules 
and multi-output feed-forward loops.

This article is organised as follows. Section 2 introduces the logical structure which describes abstract behaviours of gene 
regulatory networks. In Section 3, we show how networks are qualitatively modelled and analysed by the LTL satisfiability 
checking. Then we demonstrate our method by analysing a network of circadian clock and a network for mucus production 
in Pseudomonas aeruginosa. In Section 4, we introduce the modular analysis method and prove the correctness of it. We 
demonstrate our modular method using example networks and discuss the results. In Section 5, we present the approxi-
mate analysis method and introduce approximate specifications for network motifs. We discuss experimental results of the 
approximate method. Furthermore, the experimental result of the combination of the modular method and the approximate 
method is reported. In Section 6, we compare our method to other qualitative analysis methods of biological systems. The 
final section offers some conclusions and discusses future directions.

This article is a revised and extended version of our conference papers: [29,28,27]. We revised the modelling method, 
presented the formal proofs of our methods and added new experiments.

2. Logical conceptualisation of network behaviours

A gene is a certain segment of DNA which encodes proteins. Proteins play essential roles in living organisms. Suitable 
concentration of each protein must be maintained for each cell to function properly. Proteins are known to exist a certain 
period of time and are eventually degraded. To maintain suitable concentration, proteins are produced through the process of 
gene expression. In the process of gene expression, genes are transcribed into messenger RNAs (mRNAs) by RNA polymerase. 
Then the mRNAs are transferred to ribosomes. Finally the ribosomes translate the mRNAs to proteins according to genetic 
code. Gene expression is regulated by proteins called transcription factors. Transcription factors bind to promoter regions of 
genes which are located on upstream regions of the genes and promote or block the recruitment of RNA polymerase (Fig. 1). 
Thus transcription factors regulate gene expression by changing the rate of transcription. There are two types of regulation 
– activation and inhibition. Activation means that the transcription factor increases the rate of gene expression. Inhibition 
is the opposite of activation – it decreases the rate of gene expression. Since transcription factors are proteins, they are 
also coded by some genes. Thus if a gene whose product is a transcription factor of another gene is expressed, that gene 
regulates another gene. Some transcription factors work with other transcription factors or proteins called co-regulators to 
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Fig. 1. Gene is a segment of DNA which encodes proteins. A promoter of a gene is an upstream region of the gene. Transcription factor binds to the 
promoter and regulates gene expression.

Fig. 2. An example of a gene network. Nodes x, y and z represent genes and edges represent regulation relation among them. Plus-edges represent activation 
relationship and minus-edges represent inhibition relationship.

Fig. 3. Gene u activates v and inhibits w .

Fig. 4. Regulation effect.

Fig. 5. An example network.

regulate gene expression. Such regulation relations among genes are graphically represented as gene regulatory networks (or 
gene networks). An example of a gene network is given in Fig. 2.

In gene regulation, a regulator is often inefficient below a threshold concentration, and its effect rapidly increases above 
this threshold [47]. The sigmoid nature of gene regulation is shown in Fig. 4, where gene u activates v and inhibits w
(Fig. 3). Each axis represents the concentration of products for each gene.

Some important landmark concentration values for u are 1) the basal level,1 2) the level uv at which u begins to affect 
v , and 3) the level uw at which u begins to affect w . In this case, whether genes are active or not can be specified by the 
expression levels of their regulator genes. If the concentration of u exceeds uv then v is active (ON), and if the concentration 
of u exceeds uw then w is not active (OFF). We exploit this switching view of genes to capture behaviours in transition 
systems.

We now illustrate how we capture behaviours of gene regulatory networks as transition systems using a simple example 
network (Fig. 5) in which gene x activates gene y and gene y activates gene z.

Let the threshold of x for y be xy and that of y for z be yz. We consider the behaviour depicted in Fig. 6 and try 
to express it as a transition system. In this behaviour, x begins to be expressed at time t0; that is, the concentration of 
its products begins to increase. At time t1, the concentration of the products of x exceeds xy, which is the threshold for 
the activation of y. Thus y begins to be expressed at t1. At time t2, x stops being expressed and the concentration of its 
products begins to decrease. At time t3, the concentration of products of x falls below xy and y stops being expressed; that 

1 A gene is not expressed or expressed at very low rate.



154 S. Ito et al. / Theoretical Computer Science 594 (2015) 151–179
Fig. 6. Change of concentrations over time.

Fig. 7. State transition system corresponding to Fig. 6.

is, the concentration of y begins to decrease. After a while, x begins to be expressed again at time t4 and y begins to be 
expressed at t5. In this case, y crosses the activation threshold for z at time t6 and z begins to be expressed. At t7, x stops 
being expressed and begins to decrease. At t8, x falls below xy and y stops being expressed. At t9, y falls below yz and z
stops being expressed, after which x, y and z stay at their basal levels.

We introduce some logical propositions to obtain a symbolic representation of behaviours of this network. Based 
on the above observation, we introduce propositions that represent whether genes are active or not (ON or OFF) and 
whether concentrations of products of genes exceed their threshold values. In this network, we introduce the propositions 
onx, ony, onz, xy and yz . The meaning of each proposition is:

• onx, ony, onz: whether gene x, y and z is active.
• xy : whether the concentration of the products of x exceeds the threshold xy.
• yz: whether the concentration of the products of y exceeds the threshold yz.

Notation. Threshold values appear in roman and propositions corresponding to the thresholds in italics.
Using these propositions, we discretise the above behaviour to the sequence of states (called transition system) shown in 

Fig. 7, where s0, . . . , s10 are states, edges represent state transitions that abstract the temporal evolution of the system, and 
the propositions below each state mean that they are true in that state.

State s0 represents the interval [0, t0), state s1 represents the interval [t0, t1), . . . and state s10 represents [t9, ∞).
A single state transition can represent any length of time, since the actual duration of the transition (in real time) is 

immaterial2 in this abstraction. Therefore, the difference between t2 − t0 and t7 − t4, the durations of the input signal to x
in Fig. 6, are not captured directly in the transition system of Fig. 7. Only the order of events is important.

In this abstraction, the real values of thresholds are also irrelevant. Propositions such as xy merely represent the fact 
that the concentration of x is above the level at which x activates y.

In our abstraction, we think that behaviours are identical if they have the same transition system. Such logical abstraction 
preserves essential qualitative features of the dynamics such as oscillation, steady states, multistationarity, and reachability 
for such states [18,19,32]. However, we cannot reason about quantitative properties, such as rate of production/degradation 
of products, real values of concentrations, real-time durations, stability of oscillation and so on.

2 This property is called speed independence [39].
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3. Qualitative analysis of gene regulatory networks in LTL

In this section, we show how to model and analyse behaviours of gene regulatory networks using LTL, based on the 
conceptualisation of gene network and its behaviours introduced in the previous section.

3.1. Linear temporal logic

First we introduce Linear Temporal Logic (LTL) as our modelling language. LTL is a suitable language for describing 
temporal evolution of systems and is used in software/hardware system verifications [12]. In LTL we can specify various 
temporal properties on linear time structures like Fig. 7. In what follows, we present a formal definition of LTL.

First we introduce the time structure of LTL. If A is a finite set, Aω denotes the set of all infinite sequences on A. The 
i-th element of σ ∈ Aω is denoted by σ [i].

Definition 1. Let AP be a set of atomic propositions. A time structure on AP is a sequence σ ∈ P(AP)ω where P(AP) is the 
powerset of AP.

We next define the syntax of LTL formulae.

Definition 2. Let AP be a set of atomic propositions. Proposition p ∈ AP is a formula of LTL. If φ and ψ are formulae, then 
¬φ, φ ∧ ψ and φUψ are also formulae of LTL.

The formal semantics are given below.

Definition 3. Let σ be a time structure and φ be a formula of LTL. We write σ |� φ for ‘φ is true in σ ’. The satisfaction 
relation |� is defined inductively as follows.

σ |� p iff p ∈ σ [0] for p ∈ AP
σ |� ¬φ iff σ �|� φ

σ |� φ ∧ ψ iff σ |� φ and σ |� ψ

σ |� φUψ iff (∃i ≥ 0)(σ i |� ψ and ∀ j(0 ≤ j < i)σ j |� φ)

where σ i = σ [i]σ [i + 1] . . ., the i-th suffix of σ .

We introduce the following abbreviations: ⊥ ≡ p ∧¬p for some p ∈ AP, � ≡ ¬⊥, φ ∨ψ ≡ ¬(¬φ ∧¬ψ), φ → ψ ≡ ¬φ ∨ψ , 
φ ↔ ψ ≡ (φ → ψ) ∧ (ψ → φ), Fφ ≡ �Uφ, Gφ ≡ ¬F¬φ, and φW ψ ≡ (φUψ) ∨ Gφ, where φ and ψ are LTL formulae.

Intuitively, Fφ means ‘φ holds at some future time’, Gφ means ‘φ holds globally’ and φUψ means ‘φ continues to hold 
until ψ holds’. φW ψ is the ‘weak until’ operator in that ψ may not hold, in that case φ must always hold.

Finally we introduce the notion of satisfiability.

Definition 4. An LTL formula φ is satisfiable if there exists a time structure σ such that σ |� φ. We say that σ is a model of 
φ if σ |� φ.

3.2. Analysis of gene regulatory networks by satisfiability checking in LTL

As we can see in Section 2, a behaviour of a gene regulatory network can be seen as a time structure on atomic 
propositions. Let AP be the set of atomic propositions for describing states of a given network. Formally, a behaviour of a 
given network is an element of P(AP)ω . However, not all of the sequences in P(AP)ω are possible behaviours of a given 
network. For example, in the network of Fig. 5, y cannot be ON before x becomes ON if y totally depends on x. Thus, 
possible behaviours of a network corresponds to a subset of P(AP)ω .

We are interested in analysing whether a given network behaves as expected or not. To answer this, we need to char-
acterise possible behaviours of a network. In quantitative analysis, behaviours are usually described as ordinary differential 
equations. We, however, characterise the possible behaviours of a network in LTL based on the logical conceptualisation of 
network behaviours. A formula which characterises possible behaviours of a network is considered as a constraint which 
the possible behaviours of a network should satisfy. Suppose formula φ is the behaviour description of a given network, 
then the set of models of φ, {σ | σ |� φ}, are the possible behaviours of the network.

Now the problem of checking whether the behaviours of a given network satisfy a biological property is formulated in 
terms of LTL. We specify the given biological property as an LTL formula ψ . The first type of analysis is to check whether 
there is a behaviour of the network which satisfies a given biological property ψ . This problem is reduced to checking the 
satisfiability of the formula φ ∧ ψ , since
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∃σ .σ |� φ and σ |� ψ

⇔ ∃σ .σ |� φ ∧ ψ.

This means that there exists a sequence σ which is a possible behaviour of the network (i.e. satisfies φ) and satisfies the 
biological property ψ . The second type of analysis is to check whether all possible behaviours of the network satisfy a given 
biological property ψ . This problem is reduced to checking the unsatisfiability of φ ∧ ¬ψ , since

∀σ .σ |� φ implies σ |� ψ

⇔ ∀σ .σ |� φ → ψ

⇔ ∀σ .σ |� ¬φ ∨ ψ

⇔ ∀σ .σ �|� φ ∧ ¬ψ.

This means if a sequence σ is possible in the network, then it necessarily satisfies the given biological property ψ .
The scheme for qualitative analysis of behaviours of a given network is summed up as follows:

1. Specify a formula φ that characterises possible behaviours of the network.
2. Specify a formula ψ that represents a biological property of interest.
3. Check the satisfiability of φ ∧ ψ or unsatisfiability of φ ∧ ¬ψ .

Then we have the questions: how do we specify such behaviour specifications φ and what are properties ψ? We answer 
these questions in the subsequent sections.

3.3. Specification of behaviours in LTL

We show how we specify a characterisation of the possible behaviours of a given network in LTL. As in Section 2, we 
use the following propositions to specify it:

• onu for each gene u in a given network. We interpret onu as ‘gene u is active’.
• uv for each regulation from u to v in a given network. We interpret uv as ‘gene u is expressed beyond the threshold to 

activate/inhibit v ’.

Additionally, we may introduce other propositions for each landmark concentration value of gene u that is not a threshold 
for any other genes (say, ulow , uhigh and so on), or may introduce several thresholds for the same regulation (e.g. the lower 
threshold and the higher one).

The idea of specifying possible behaviours of a network is based on the following qualitative principle:

• Genes are ON when their activators are expressed over some threshold.
• Genes are OFF when their inhibitors are expressed over some threshold.
• If genes are ON, the concentrations of their products increase.
• If genes are OFF, the concentrations of their products decrease.

Thus we specify the above principles in LTL using the propositions introduced earlier. The switching conditions for gene u
can be specified by its regulators (say, x, y, . . .) using propositions (xu, yu, . . .) corresponding to their threshold values. The 
concentration increase or decrease for gene u can be specified by its threshold values that u has. For this, the total order of 
threshold values must be fixed.

Now we show how to specify the above principles in LTL.

Conditions for gene activation and inhibition First we consider the simple case in which a gene is regulated by a single 
gene. For example, let gene v be regulated only by u. If the effect of u on v is positive, then v is turned ON when the 
concentration of u exceeds the threshold uv. We have two choices to describe this phenomenon in LTL. One is

G(uv → onv)

and the other is

G(uv ↔ onv).

The former allows onv to be true when uv is not, but the latter does not. The former specification takes hidden activators or 
external regulation for v into account. In this case we do not consider hidden negative regulation to v since if we consider 
it, the relationship ‘gene u activates v ’ is lost. The choice of which one we use depends on the system, the situation or the 
assumption.
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Fig. 8. Gene u, v activates x and gene w inhibits x.

On the other hand, if the effect of u on v is negative, this case is described as:

G(uv → ¬onv)

Similarly we can choose G(uv ↔ ¬onv) for the same reason.
Now we consider a gene that is regulated by multiple genes. In general, the multivariate regulation functions of organ-

isms are unknown [3]. Thus we only describe the trivial facts. For example, we assume that genes u and v activate x, and 
gene w inhibits x (Fig. 8). Then we have the following facts:

• If u and v exceed ux and vx respectively, and w does not exceed wx, then x is ON. This is described as follows:

G((ux ∧ vx ∧ ¬wx) → onx).

• If u and v do not exceed ux and vx respectively, and w exceeds wx, then x is OFF. This is described as follows:

G((¬ux ∧ ¬vx ∧ wx) → ¬onx).

Note that if we take contrapositive of the second formula, we have

G(onx → (ux ∨ vx ∨ ¬wx)).

Thus when gene x is ON, it is possible that both gene u and v are not effective. This means we do not exclude the possibility 
of hidden positive regulation to gene x. If we are to exclude it, we add the clause

G(onx → (ux ∨ vx)).

For the same reason if we exclude the possibility of hidden negative regulation to gene x, we add the clause

G(¬onx → wx).

If we know more information about the multivariate regulation function of gene x, we can reflect such facts in LTL 
specification. For example, if we know that the positive effect of u and v on x is disjunctive, we have

G(((ux ∨ vx) ∧ ¬wx) → onx)

for the condition of when gene x is ON. Or, if we know that the negative regulation effect of w is dominant and overpowers 
other positive effects, we have

G(wx → ¬onx)

for the condition of when gene x is OFF.
We can introduce multiple expression levels for a single regulation relation. For example, in the relation ‘gene w inhibits 

gene x’ in Fig. 8, we may introduce two expression levels: w0
x and w1

x (w0
x < w1

x). These two levels of gene w represent the 
difference of power of inhibition to gene x. The level w0

x is a low expression level above which gene x is OFF if both gene u
and v are not effective. The level w1

x is high expression level of gene w above which the negative effect of w overpowers 
both gene u and v . This can be described as follows:

G((¬ux ∧ ¬vx ∧ w0
x) → ¬onx),

G(w1
x → ¬onx).

Of course we can introduce more expression levels for gene w to finely capture the multiple regulation.
In gene regulation, some genes regulate not genes but the regulation effect itself. For example some gene’s product 

intercepts another gene’s product, which causes the inhibition of the latter gene’s regulation effect. Let us consider a case 
where x inhibits y and z inhibits the regulation effect of x on y. In this case y is turned OFF when x affects y but z does 
not affect the regulation. To describe this, we introduce a threshold zx above which z inhibits the effect of x (Fig. 9). We 
can describe this as follows:

G((xy ∧ ¬zx) → ¬ony).

In this case, zx may not be a fixed value but should rather be considered as a function that takes the concentration of x and 
returns the threshold of z. The proposition zx simply says that z influences the regulation effect of x and the real value of 
the concentration of z does not matter.
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Fig. 9. Gene x inhibits y. Gene z inhibits the effect of x on y.

Total order of threshold values Before introducing the description of concentration changes of gene products, we need to 
specify the fixed total order of threshold values. Since the concentration changes are described as ‘if a gene is ON, the 
concentration level will reach at the next level’. To specify this, we need to articulate what is the ‘next’ level in LTL. Assume 
that u regulates x1, x2, . . . , xm and the threshold values for them are in this ascending order. This order relation can be 
described in LTL as follows:

∧

1≤i<m

G(uxi+1 → uxi ).

For example, G(ux2 → ux1 ) means that if the current expression level is beyond the threshold ux2 , it is also beyond 
ux1 since ux1 is lower than ux2 . Note that the propositions ux1 and ux2 are interpreted as gene u is expressed beyond the 
threshold ux1 and ux2 , respectively.

Concentration changes when genes are ON If gene u is ON the concentration of its product increases over time. To specify 
this principle in LTL, we have two kinds of specification – a strong one and a weak one – depending on the strictness of 
increase. In the strong specification, if a gene is indefinitely ON (i.e. it never becomes OFF), the expression level strictly 
increases (i.e. reaches to the next level). In the weak specification, although a gene is indefinitely ON, the expression level 
can increase or keep its current level.

In what follows, we assume that gene u regulates genes x1, x2, . . . , xm and the threshold values for them are in this 
ascending order.

First we introduce the strong specification:

G(onu → F (¬onu ∨ ux1)), (1)

G((onu ∧ ux1) → (ux1 U (¬onu ∨ ux2))), (2)

G((onu ∧ ux2) → (ux2 U (¬onu ∨ ux3))), (3)

...

G((onu ∧ uxm−1) → (uxm−1 U (¬onu ∨ uxm ))), (4)

G((onu ∧ uxm ) → (uxm W ¬onu)). (5)

To see what the above formula says, suppose that u is ON and its concentration is between ux2 and ux3 . Recall that the 
proposition uxi means the concentration of u exceeds the threshold uxi . Thus the left-hand sides of (1)–(3) in the above 
formula hold. From the specification on the total order of thresholds, if ux2 is true then ux1 is also true. Accordingly, (1)–(3)
may be summed up as that concentration of u is not less than ux2 until u is turned OFF, otherwise it eventually exceeds 
ux3 . Behaviours that satisfy this constraint have a starting concentration of u between ux2 and ux3 , and in some future 
the concentration of u exceeds ux3 but until that time it remains above ux2 (Fig. 10(a)). The exception is that u is turned 
OFF before reaching ux3 , so that u does not exceed ux3 (Fig. 10(b)). Behaviours in which u falls below ux2 while being ON 
are excluded. Moreover, u is not allowed to remain between ux2 and ux3 indefinitely although it is ON. We consider such 
behaviours to be incorrect in the strong specification. If the concentration of u is basal, only (1) applies. If u is above uxm , 
which is the greatest threshold, then all clauses apply but are absorbed into (5). As a consequence, the above formula says 
that the expression level of u does not decrease as long as u is ON and must increase (unless the expression level of u is 
greater than uxm ) if u is always ON.

Next we introduce the weak specification:

G(onu → F (¬onu ∨ ux1)),

G((onu ∧ ux1) → (ux1 W ¬onu)),

G((onu ∧ ux2) → (ux2 W ¬onu)),

...

G((onu ∧ uxm ) → (uxm W ¬onu)).
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Fig. 10. Typical behaviours when gene u is ON. (a) The expression level eventually increases. (b) Gene u becomes OFF before its level reaches ux3 .

The difference compared with the strong specification is that behaviours in which u keeps its concentration even if it 
is always ON are allowed; that is, the concentration does not have to increase strictly. This represents a situation where 
generation and degradation are in equilibrium.

Concentration changes when genes are OFF This is symmetric to the case when genes are ON. We again assume that gene u
regulates x1, x2, . . . , xm and the threshold values are in this ascending order. We also have both a strong specification and a 
weak one.

The strong specification is as follows:

G(¬onu → F (onu ∨ ¬uxm )),

G((¬onu ∧ ¬uxm ) → (¬uxm U (onu ∨ ¬uxm−1))),

G((¬onu ∧ ¬uxm−1) → (¬uxm−1 U (onu ∨ ¬uxm−2))),

...

G((¬onu ∧ ¬ux2) → (¬ux2 U (onu ∨ ¬ux1))),

G((¬onu ∧ ¬ux1) → (¬ux1 W onu)).

The weak specification is as follows:

G(¬onu → F (onu ∨ ¬uxm )),

G((¬onu ∧ ¬uxm ) → (¬uxm W onu)),

G((¬onu ∧ ¬uxm−1) → (¬uxm−1 W onu)),

...

G((¬onu ∧ ¬ux1) → (¬ux1 W onu)).

In the strong specification, it is not possible that u keeps its concentration when it is always OFF but is possible in the 
weak specification.

We make a comment on our interpretation of ‘increasing’ and ‘decreasing’ of gene expression levels. Let us consider a 
behaviour such that gene x is expressed between a threshold x1 and x2 and gene x is ON, then finally gene x reaches x2. 
Such behaviour is represented as a time structure . . . {onx, x1}{onx, x1, x2} . . .. The natural interpretation of this behaviour 
is that gene x is expressed during the transition from the state {onx, x1} to {onx, x1, x2}. Another interpretation seems to 
be possible: a gene x once goes down (remaining over x1) before reaching x2 (Fig. 11(a)). We, however, choose the first 
natural interpretation. The latter behaviour is represented as a different behaviour as shown in Fig. 11(b). Note that the 
discrete behaviour in Fig. 11(b) does not violate the behaviour principles described so far. As a result, the sentence ‘gene x
is increasing (ON)’ is interpreted as its first derivative is positive. Similarly, ‘gene x is decreasing (OFF)’ is interpreted as its 
first derivative is negative.

What about stuttering, i.e. the same state occurs successively many times? For example, in the discrete behaviour of 
Fig. 11(b), we may have the same state as s1 10 times between s0 and s1. Such behaviour is possible and does not violate 
the behaviour principles since our LTL does not use next-time operator ‘X’ and is stutter-invariant [36].
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Fig. 11. (a) A wrong interpretation of a behaviour in which gene x is increasing but goes down a little while before reaches a threshold x2. (b) A correct 
discretisation of the behaviour.

Fig. 12. Synthetic circadian clock. The transcription product of gene a inhibits gene b, gene b similarly inhibits gene c and finally gene c inhibits gene a. 
This network produces periodic expression pattern of each gene.

The behavioural specification for a given network is the conjunction of all clauses which are derived according to the 
behaviour principles introduced this section. Note that all clauses is enclosed in ‘G ’ operator. Since Gϕ ∧ Gψ ↔ G(ϕ ∧ ψ) is 
an axiom of LTL, we can bind up all clauses in one ‘G ’ operator.

3.4. Biological properties in LTL

Many biologically interesting properties can be described in temporal logic [10,4,17]. For example, the property ‘the 
system eventually reaches a state in which gene x is active but gene y is not active’ is a type of reachability described as 
F (onx ∧¬ony). The property ‘the concentration of x is always above the threshold xy’ is a type of stability described as Gxy . 
Oscillation, where ‘some property φ is alternately true and false indefinitely’, is described as GFφ ∧ GF¬φ. Conditional prop-
erties can also be specified. For example, ‘if gene x is always OFF then the property φ holds’ is described as (G¬onx) → φ. 
Furthermore, we can use any combination of the above.

We do not need to confine ourselves to the above templates. We can use full LTL to specify properties of interest.

3.5. Example analysis 1

To see how an actual gene network is analysed in our framework, we demonstrate our method by the synthetic circadian 
clock [15] depicted in Fig. 12.

We introduce the set of propositions {ona , onb , onc , ab , bc , ca}. Using these propositions, the behaviour specification of 
this network is given as follows.

G(ab ↔ ¬onb) ∧
G(bc ↔ ¬onc) ∧
G(ca ↔ ¬ona) ∧
G(ona → F (ab ∨ ¬ona)) ∧
G(ona ∧ ab → (ab W ¬ona)) ∧
G(¬ona → F (¬ab ∨ ona)) ∧
G(¬ona ∧ ¬ab → (¬ab W ona)) ∧
· · ·

In this specification, we assume that each gene can be expressed autonomously if the inhibitor is not effective.
For this network let us check the property ‘each gene oscillates’, which is written in LTL as:

GFona ∧ GF¬ona ∧
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Fig. 13. The network of mucus production in P. aeruginosa, where x positively regulates mucus production, represented as z, and y inhibits x, which x
positively regulates.

GFonb ∧ GF¬onb ∧
GFonc ∧ GF¬onc.

The analysis is performed by checking the satisfiability of the conjunction of the above formula. There are several tools 
for checking satisfiability of LTL (see [40]). We used T3-builder [5] to check LTL satisfiability and had the answer ‘Yes’. This 
means that the network can produce the behaviour in which all genes oscillates.

Then we have a question. Can all genes be always OFF? Let us check the property:

G(¬ona ∧ ¬onb ∧ ¬onc).

Then the result was ‘No’. This means it is impossible that all genes are indefinitely OFF (i.e. it never becomes ON).

3.6. Example analysis 2

Another example is the analysis of the mucus production system in the bacteria Pseudomonas aeruginosa. P. aeruginosa
produces a heavy mucus (alginate) in the lungs of cystic fibrosis patients, causing respiration deficiency and being the major 
cause of mortality [21]. Bacteria isolated from the lungs of such patients can form stable mucus colonies, with a majority 
of these bacteria presenting a mutation. Hence it is natural to think that the mutation is the cause of the transition to the 
mucoid state. However, we show that wild-type bacteria have multistationarity where one stable state regularly produces 
mucus while the other does not; that is to say, the change from the non-mucoid state to the mucoid state can be epigenetic 
(a stable change of phenotype without mutation). This example is borrowed from [9,22].

The gene regulatory network that controls mucus production has been elucidated [43,23] and is depicted in Fig. 13. In 
this figure, z represents alginate synthesis (i.e. mucus production), x activates mucus production, and y is an inhibitor of x.

We introduce the set of propositions {onx , ony , onz , xx , xy , xz , yx}, where z is not a gene, but onz means that mucus is 
produced.

Among the thresholds for concentrations of x, it has been shown that xz is the highest [23]. Thus there are two possibil-
ities for the order, xx < xy < xz or xy < xx < xz. We have two specifications depending on the order of the thresholds. The 
behaviour specification for the order xx < xy < xz is given in Fig. 14, where we chose the strong specification.

The properties that should be checked are as follows:

• The bacteria regularly produces mucus: Gonz .
• The bacteria never produces mucus: G¬onz .

We check whether each property, in conjunction with the behavioural specification, is satisfiable. The result of checking 
is that both properties are satisfiable in both threshold orderings. Therefore, it is possible that the wild-type bacteria have 
both mucoid and non-mucoid behaviour. This result motivates us to verify this hypothesis experimentally.

In the above analysis we do not constrain the multivariate regulation function for x which merges the inputs from x
and y. That is, when both x and y are effective, x has a choice of active or inactive. Now we assume that the negative effect 
from y is superior to the positive effect from x. In this case the bacteria may not become mucoid state since xy < xz. We 
check this hypothesis. We modify the behavioural specification by replacing the clause G((¬xx ∧ yx) → ¬onx) in Fig. 14 with 
G(yx → ¬onx). We check whether the modified behavioural specification with the property Gonz is not satisfiable. This is 
actually the case for both orderings of xx and xy. These results mean the hypothesis that wild-type P. aeruginosa may have 
a stable mucoid state is rebutted by the assumption that the negative effect of y overpowers the positive effect of x.

According to the current biological knowledge, all wild-type P. aeruginosa strains have the genetic capacity to synthesise 
alginate but normally produce only very small amounts of this polymer. Mucoid phenotype is only observed in mutants, 
and the conversion to this phenotype from wild-type is not observed outside the human host [20] in which the bacteria 
are mutated. Our latter analysis coincides with these biological facts. Our analysis assumes that in the regulation function 
of gene x the negative effect of gene y overpowers the positive effect of gene x. If it is confirmed experimentally, our model 
clarifies why wild-type P. aeruginosa do not have mucoid phenotype.
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G(xz → xy) ∧
G(xy → xx) ∧
G((xx ∧ ¬yx) → onx) ∧
G((¬xx ∧ yx) → ¬onx) ∧
G(xy ↔ ony) ∧
G(xz ↔ onz) ∧
G(onx → F (¬onx ∨ xx)) ∧
G((onx ∧ xx) → (xxU (¬onx ∨ xy))) ∧
G((onx ∧ xy) → (xy U (¬onx ∨ xz))) ∧
G((onx ∧ xz) → (xz W ¬onx)) ∧
G(¬onx → F (onx ∨ ¬xz)) ∧
G((¬onx ∧ ¬xz) → (¬xzU (onx ∨ ¬xy))) ∧
G((¬onx ∧ ¬xy) → (¬xy U (onx ∨ ¬xx))) ∧
G((¬onx ∧ ¬xx) → (¬xx W onx)) ∧
G(ony → F (¬ony ∨ yx)) ∧
G((ony ∧ yx) → (yx W ¬ony)) ∧
G(¬ony → F (ony ∨ ¬yx)) ∧
G((¬ony ∧ ¬yx) → (¬yx W ony))

Fig. 14. Specification for possible behaviours of the network for mucus production in P. aeruginosa.

3.7. About complexity

Analysis in our method is based on LTL satisfiability checking, which is a PSPACE-complete problem [44]. Therefore, the 
known algorithms are exponential in the size of an input formula. As we can see from Section 3.3, the length of a formula 
specifying possible behaviours of a network is proportional to the size of the network (the number of nodes and edges). 
Therefore, some techniques are strongly desirable which ease this computational cost. We develop two techniques for this 
purpose. The first is a modular analysis which is discussed in the next section, while the second is an approximate analysis 
which is discussed in Section 5.

4. Modular analysis of gene regulatory networks

In this section we present a method for modular analysis of gene regulatory networks. A network is divided into several 
subnetworks, and the possible behaviours of the subnetworks are integrated to obtain behaviours of the whole network. By 
ignoring local propositions in the subnetworks, we reduce the dimension of the state space. Thus this method reduces the 
cost of the analysis of a gene network.

4.1. Preliminary

We first present the mathematical preliminaries for LTL satisfiability checking.

Definition 5. Let σ , σ ′ ∈ P(A)ω . The expression σ ⊕ σ ′ denotes the sequence (σ [0] ∪ σ ′[0])(σ [1] ∪ σ ′[1])(σ [2] ∪ σ ′[2]) . . . .

Definition 6. Let φ be an LTL formula. Prop(φ) denotes the set of propositions occurring in φ.

The next definition is of the Büchi automaton, which is a kind of ω-automata accepting infinite words.

Definition 7. A Büchi automaton is a quintuple 〈Q , �, δ, qI , F 〉, where Q is a finite set of states, � is a finite alphabet, 
δ : Q × � →P(Q ) is the state transition function, qI ∈ Q is the initial state, and F ⊆ Q is the set of accepting states. A run
of a Büchi automaton on an infinite word α = α[0]α[1] · · · ∈ �ω is an infinite sequence ρ = ρ[0]ρ[1] · · · ∈ Q ω , such that 
ρ[0] = qI and ρ[i + 1] ∈ δ(ρ[i], α[i]) for all i ≥ 0. An infinite word α is accepted by the automaton if the run over α visits 
at least one state in F infinitely often. We denote the set of infinite words accepted by an automaton A by L(A).

It is known that Büchi automata are closed under intersection [48].
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Theorem 1. Büchi automata are closed under intersection. Namely, for any Büchi automata A and B, it is possible to construct a Büchi 
automaton that accepts L(A) ∩ L(B), where the alphabet sets of A and B are the same.

A time structure satisfying the LTL formula φ is an infinite word over the alphabet � = P(Prop(φ)). The next theo-
rem [50] states that we can construct a Büchi automaton that exactly accepts the models of φ. In the following theorem, 
|φ| denotes the length of φ.

Theorem 2 (Vardi). Given an LTL formula φ , one can construct a Büchi automaton Aφ = 〈Q , �, δ, qI , F 〉 such that |Q | is in 2O (|φ|) , 
� = P(Prop(φ)) and L(Aφ) = {σ ∈ P(Prop(φ))ω | σ |� φ}.

Corollary 1. An LTL formula φ is satisfiable if and only if L(Aφ) �= ∅.

This corollary says that the problem of LTL satisfiability checking is reduced to emptiness testing of a Büchi automaton.

4.2. Modular satisfiability checking of LTL

Suppose that φ = φ1 ∧ · · · ∧ φn . The idea of modular method is to construct the automaton Aφ by constructing the 
automata Aφ1 , . . . , Aφn individually and intersecting them. First we introduce some terminology.

Definition 8. Let A and B be finite sets such that A ⊆ B and suppose that σ ∈P(B)ω . The sequence σ ↓ A denotes (σ [0] ∩
A)(σ [1] ∩ A) · · · ∈ P(A)ω . Let L ⊆ P(B)ω . The set L ↓ A denotes {σ ↓ A | σ ∈ L}, the restriction of L to A. Let M ⊆ P(A)ω . 
The set M B ⊆ P(B)ω denotes the maximum set such that M = M B ↓ A.

Proposition 1. M B always exists.

Proof. It is easily seen that X = ⋃
σ∈M{σ ⊕ ρ | ρ ∈ P(B − A)ω} is the maximum set that satisfies M = X ↓ A. �

Proposition 2. Let A = 〈Q , P(A), δ, qI , F 〉 be a Büchi automaton. For any finite set B ⊇ A there exists a Büchi automaton that accepts 
L(A)B .

Proof. Replace the alphabet set in A by P(B). �
Hereafter, we assume that φ = φ1 ∧ · · · ∧ φn is an LTL formula. Moreover, we simply write L(Aφi ) for L(Aφi )

Prop(φ) .

Proposition 3. L(Aφ) = L(Aφ1) ∩ · · · ∩ L(Aφn ).

Proof. Let σ ∈ L(Aφ). By Theorem 2, we have σ |� φ. Therefore, σ |� φi for i = 1, . . . , n. From this, we have σ ↓
P(Prop(φi)) |� φi , that is, σ ↓ P(Prop(φi)) ∈ L(Aφi ) for i = 1, . . . , n. By Definition 8, we have σ ∈ L(Aφi ) for i = 1, . . . , n. 
The converse of this argument also holds. �
Definition 9. LP(φi) = Prop(φ) −

⋃

1≤ j≤n, j �=i

Prop(φ j) is the set of local propositions in φi .

Propositions that are not local to any φi are called global propositions.

Definition 10. Let Aφi = 〈Q , �, δ, qI , F 〉. A−
φi

denotes the Büchi automaton 〈Q , �′, δ′, qI , F 〉 where �′ = {s − LP(φi) | s ∈ �}
and

δ′(q, s′) =
⋃

l⊆LP(φi)

δ(q, s′ ∪ l).

Intuitively, A−
φi

is obtained by ignoring local propositions LP(φi) from the transition function. We need the following 
lemma for modular satisfiability checking.

Lemma 1. L(A− ) = {σ ↓ (Prop(φ) − LP(φi)) | σ ∈ L(Aφi )} for i = 1, . . . , n.
φi
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Proof. Let Aφi = 〈Q , �, δ, qI , F 〉 and A−
φi

= 〈Q , �′, δ′, qI , F 〉. Suppose that ρ ∈ L(A−
φi

) and that q[0]q[1]q[2] . . . is an accept-

ing run in A−
φi

over ρ . By the definition of a run, we have q[ j + 1] ∈ δ′(q[ j], ρ[ j]) for all j ≥ 0. Since q[0]q[1]q[2] . . . is 
also an accepting run in Aφi , there exists an infinite word σ on which it is the run; that is to say, q[ j + 1] ∈ δ(q[ j], σ [ j])
for all j ≥ 0. By the definition of A−

φi
, there exists σ ′[ j] ⊆ LP(φi) such that σ [ j] = ρ[ j] ∪ σ ′[ j] for all j ≥ 0. Thus we have 

σ = ρ ⊕ σ ′ , i.e. σ ↓ (Prop(φ) − LP(φi)) = ρ . The converse inclusion is trivial. �
Corollary 2. L(Aφi ) = L(A−

φi
).

Proof. First we prove L(Aφi ) ⊆ L(A−
φi

). Let σ ∈ L(Aφi ). By the proof of Proposition 1, there exists σ ′ ∈ L(Aφi ) and ρ ∈
P(Prop(φ) − Prop(φi))

ω such that σ = σ ′ ⊕ρ . By the proof of Lemma 1, there exists σ ′′ ∈ L(A−
φi

) and σ ′′′ ∈P(LP(φi))
ω such 

that σ ′ = σ ′′ ⊕ σ ′′′ . Thus we have σ = σ ′′ ⊕ (σ ′′′ ⊕ ρ), where σ ′′′ ⊕ ρ ∈ P((Prop(φ) − Prop(φi)) ∪ LP(φi))
ω = P(Prop(φ) −

(Prop(φi) − LP(φi)))
ω . As a consequence, we have σ ′′ ⊕ (σ ′′′ ⊕ ρ) = σ ∈ L(A−

φi
). Now we prove the inverse inclusion. Let 

σ ∈ L(A−
φi

). By the proof of Proposition 1, there exists σ ′ ∈ L(A−
φi

) and ρ ∈P(Prop(φ) − (Prop(φi) − LP(φi)))
ω such that σ =

σ ′ ⊕ ρ . Since Prop(φ) − (Prop(φi) − LP(φi)) = (Prop(φ) − Prop(φi)) ∪ LP(φi), we have ρ = ρ ′ ⊕ ρ ′′ for some ρ ′ ∈ P(Prop(φ) −
Prop(φi))

ω and ρ ′′ ∈ P(LP(φi))
ω . Thus σ = σ ′ ⊕ ρ = σ ′ ⊕ (ρ ′ ⊕ ρ ′′) = (σ ′ ⊕ ρ ′′) ⊕ ρ ′ . Here since we know σ ′ = (σ ′ ⊕ ρ ′′) ↓

(Prop(φi) −LP(φi)) ∈ L(A−
φi

), we have σ ′ ⊕ρ ′′ ∈ L(Aφi ) by Lemma 1. Thus by applying Proposition 1, we have (σ ′ ⊕ρ ′′) ⊕ρ ′ =
σ ∈ L(Aφi ). �

The following theorem is the main result of this section.

Theorem 3. L(Aφ) �= ∅ ⇔ L(A−
φ1

) ∩ · · · ∩ L(A−
φn

) �= ∅.

Proof. By Proposition 3, this claim is equivalent to

L(Aφ1) ∩ · · · ∩ L(Aφn ) �= ∅ ⇔ L(A−
φ1

) ∩ · · · ∩ L(A−
φn

) �= ∅.

This is the case since by Corollary 2, we have L(Aφi ) = L(A−
φi

) for i = 1, . . . , n. �
From this theorem, we have the following modular satisfiability checking method for φ = φ1 ∧ · · · ∧ φn .

1. Construct Aφi for each i.
2. Abstract Aφi to A−

φi
by deleting the local propositions LP(φi).

3. Intersect all A−
φi

. This is done by using Proposition 2 and Theorem 1.
4. Check non-emptiness of the intersected automaton.

The key of efficacy is to abstract local propositions from automata Aφi .
The more local propositions we have, the more we can abstract automata A−

φi
, and thus the intersected automaton will 

be semantically simple and the cost of checking non-emptiness will be reduced. Thus the efficacy of modular checking 
depends on whether there are many local propositions. Note that this method, however, needs extra costs of intersecting 
automata whose complexity is linear in the product of the sizes of intersected automata.

Our modular method can be compared to Aoshima et al.’s modular method [6,5]. They divide an LTL formula into 
several modules, compute constraints on global propositions of each module and replace them with those constraints. Their 
modular method is at LTL level. In our method, we compute Büchi automata for each module and simplify them, then 
compute a product of each automaton. So our modular method is at automaton level. Since computing constraints on global 
propositions of each module is not trivial, our modular method is more applicable.

4.3. Application to gene regulatory network analysis

We apply the modular satisfiability checking of LTL to our framework of network analysis.
Let φ = φ1 ∧· · ·∧φn be a behavioural specification of a network and ψ be a biological property. We check whether φ ∧ψ

is satisfiable or φ ∧ ¬ψ is unsatisfiable. By Theorem 3, φ ∧ ψ is satisfiable if and only if L(A−
φ1

) ∩ · · · ∩ L(A−
φn

) ∩ L(Aψ) �= ∅. 

Similarly, φ ∧ ¬ψ is unsatisfiable if and only if L(A−
φ1

) ∩ · · · ∩ L(A−
φn

) ∩ L(A¬ψ) = ∅.
The problem is how to subdivide φ into φ1 ∧ · · · ∧ φn . For the analysis of gene regulatory networks, behaviour specifica-

tion of a network can be decomposed into the specifications for its subnetworks. Therefore, we can take φi as a behavioural 
specification for each subnetwork. The local propositions for φi are propositions concerning nodes and edges which are ‘con-
fined’ to subnetworks, that is to say, nodes that are only connected by edges in the subnetwork. Subnetworks that contain 
many such local propositions represent a good division. Note that propositions contained in ψ are global propositions.
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Fig. 15. Example.

Fig. 16. Subnetwork 1.

Fig. 17. Subnetwork 2.

G( (ax → ab) ∧
(ab ↔ onb) ∧

(ona → F (ab ∨ ¬ona)) ∧
((ona ∧ ab) → (ab W ¬ona)) ∧
((ona ∧ ax) → (axW ¬ona)) ∧

(¬ona → F (¬ax ∨ ona)) ∧
((¬ona ∧ ¬ax) → (¬axW ona)) ∧
((¬ona ∧ ¬ab) → (¬ab W ona)) )

Fig. 18. Specification for subnetwork 1.

4.4. Result and discussion

In this section, we apply our modular method for three example networks and evaluate how the modular method 
improves the efficiency.

First example is the artificial network depicted in Fig. 15. We subdivide this network into two subnetworks depicted in 
Figs. 16 and 17.

For this network, we do not explicitly give a biological property ψ but assume that it consists of the propositions 
ona, onb, onz1 , onz2 and onz3 , and consider a as the system input and b, z1, z2 and z3 as the system outputs. For each 
subnetwork we give behavioural specifications (Figs. 18, 19). We can see that ab is the local proposition in the specification 
for subnetwork 1 and that xx , onx , xz1 , xz2 and xz3 are the local propositions for subnetwork 2.

Note that since gene x is on the boundary between subnetworks 1 and 2, we can choose which subnetwork specification 
includes the clauses about the regulation of x (from gene a and itself). If we include them in to the specification for 
subnetwork 1, proposition ax will be a local proposition but onx and xx will not be local propositions. Since we preferred to 
have more local propositions, we included the clauses into the specification for subnetwork 2.

In Table 1, we show the size and number of propositions for each automaton and analysis time3 (the sum of automaton 
construction time and emptiness testing time). Translations from LTL to Büchi automata4 and computing their intersections 
make use of our implementation based on Aoshima’s algorithm [5].

This example is rather small and has so few local propositions that we do not benefit from modular analysis. We could 
not compensate the extra cost of intersecting automata.

Let us consider another example depicted in Fig. 20, involving malT gene expression in Escherichia coli taken from [2].

3 The following computational environment was used: CPU Intel(R) Core(TM) i7-3820 3.60 GHz and 32 GB of RAM.
4 For technical reasons, we used generalised Büchi automata from which we can construct equivalent Büchi automata.
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G( (xx → xz3 ) ∧
(xz3 → xz2 ) ∧
(xz2 → xz1 ) ∧
(xz1 ↔ onz1 ) ∧
(xz2 ↔ onz2 ) ∧
(xz3 ↔ onz3 ) ∧

((ax ∧ ¬xx) → onx) ∧
(¬ax → ¬onx) ∧

(onx → F (xz1 ∨ ¬onx)) ∧
((onx ∧ xz1 ) → (xz1 W ¬onx)) ∧
((onx ∧ xz2 ) → (xz2 W ¬onx)) ∧
((onx ∧ xz3 ) → (xz3 W ¬onx)) ∧
((onx ∧ xx) → (xxW ¬onx)) ∧
(¬onx → F (¬xx ∨ onx)) ∧

((¬onx ∧ ¬xx) → (¬xxW onx)) ∧
((¬onx ∧ ¬xz3 ) → (¬xz3 W onx)) ∧
((¬onx ∧ ¬xz2 ) → (¬xz2 W onx)) ∧
((¬onx ∧ ¬xz1 ) → (¬xz1 W onx)) )

Fig. 19. Specification for subnetwork 2.

Table 1
The result of analyses for the example network. ‘S’, ‘E’ and ‘P’ represents the num-
ber of states, edges and propositions of the automaton, respectively. ‘T’ represents 
the entire time of the analysis. ‘T(ET)’ represents the time of empty-testing of the 
automaton. ‘Direct’ means the network is not divided in the analysis. ‘Modular’ 
means the network is divided into subnetwork 1 and subnetwork 2 in the analysis.

S E P T T(ET)

Direct 33 682 12 0.020 s <0.001 s
Modular 31 592 7 0.143 s <0.001 s

Fig. 20. The network from E. coli involving the malT gene. Positive signs on edges are omitted.

As depicted in Fig. 20, we divide this network into subnetwork 1 to 4. We perform three modular analyses (Modular (A) 
to (C) in the table) depending on how we divide the network. We show the results in Table 2.

Except Modular (C), modular analysis is better than direct analysis thanks to the improvement of emptiness testing time. 
This improvement is attributed to the reduction of the number of propositions. Note that the size of automaton is the 
same as the direct analysis, but the number of propositions are few. This shows how it becomes easier to check emptiness 
of automata if we have fewer propositions. Unfortunately Modular (C) is not so efficient. The reason is that the size of 
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Table 2
The result of analyses of the network in Fig. 20. ‘S’, ‘E’ and ‘P’ represents the number of states, edges and propo-
sitions of the automaton, respectively. ‘T’ represents the entire time of the analysis. ‘T(ET)’ represents the time of 
empty-testing of the automaton. ‘Direct’ means the network is not divided in the analysis. ‘Modular (A)’ means 
the network is divided into two networks, i.e. subnetworks 1–3 and subnetwork 4. ‘Modular (B)’ means the net-
work is divided into three networks, i.e. subnetworks 1&2, subnetwork 3 and subnetwork 4. ‘Modular (C)’ means 
the network is divided into four networks.

S E P T T(ET)

Direct 8281 14 698 200 28 28.054 s 26.474 s
Modular (A) 8281 14 698 200 8 8.317 s 3.108 s
Modular (B) 8281 14 698 200 9 6.579 s 3.164 s
Modular (C) 15 121 52 414 560 10 38.511 s 26.521 s

Fig. 21. A network in Arabidopsis thaliana.

Table 3
The result of analyses of the network in Fig. 21. ‘S’, ‘E’ and ‘P’ represents the number of states, 
edges and propositions of the automaton, respectively. ‘T’ represents the entire time of the 
analysis. ‘T(ET)’ represents the time of empty-testing of the automaton. ‘Direct’ means the 
network is not divided in the analysis. ‘Modular (A)’ means the network is divided into two 
subnetworks, i.e. subnetworks 1&2 and subnetworks 3&4. ‘Modular (B)’ means the network is 
divided into four subnetworks.

S E P T T (ET)

Direct 3041 4 395 400 46 3.092 s 2.272 s
Modular (A) 2961 3 775 532 20 2.432 s 0.648 s
Modular (B) 2961 3 910 028 22 3.013 s 0.624 s

automaton with Modular (C) becomes larger than Direct thus the computation of the product automaton was not negligible. 
However, the empty testing time was about the same as the direct analysis although the size of the automaton is much 
larger. This indicates that the reduction of the number of proposition actually facilitates emptiness testing. This result shows 
that the number of division also affects the efficiency of modular analysis.

Let us see another example shown in Fig. 21. This network is obtained from ReIN,5 which is a database of genes of 
Arabidopsis thaliana. We divide this network into four subnetworks, as numbered in Fig. 21. We perform two modular 
analyses depending on how we divide the network. The results are depicted in Table 3.

Since the direct analysis does not take much time, the benefit we have from modular analysis is a bit small. Even though, 
if we compare the time of empty testing, the cost is considerably reduced. Modular analysis almost compensates the cost 
of computing product automata and file I/O.

5 http :/ /arabidopsis .med .ohio-state .edu /REIN/.

http://arabidopsis.med.ohio-state.edu/REIN/
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5. Approximate analysis

In modular analysis, we obtain the automaton Aφi from each subnetwork specification φi , abstract (or simplify) Aφi by 
ignoring local propositions, then intersect them to obtain the automaton of the entire network. We now try to simplify 
not the automata but the subnetwork specifications themselves by abstracting local propositions. Since we forget some 
propositions, we may not obtain formulae equivalent to the original ones, but may be able to find stronger or weaker 
ones. A stronger one is sufficient for checking satisfiability of the original one and a weaker one is sufficient for checking 
unsatisfiability. This means that the set of behaviours are compressed or expanded from the behaviours characterised by 
the original specifications. We call such formulae approximate behavioural specifications for subnetworks.

What about biological properties? We do not consider approximation of biological properties by two reasons. First reason 
is that it is difficult to find approximate formulae for biological properties. Moreover, it is difficult to ensure that approxi-
mate formula correctly reflects the intended biological property. Second reason is that formulae which describe biological 
properties are not so large in general. Therefore we do not benefit from approximation of biological properties.

5.1. General framework of approximate analysis

First we introduce some formal terminology for approximate analysis of LTL satisfiability.

Definition 11. Let φ and ψ be LTL formulae such that Prop(ψ) ⊆ Prop(φ). We define the relation � between LTL formulae 
as follows:

ψ � φ ⇔ L(Aψ) ⊆ L(Aφ) ↓ Prop(ψ).

We call ψ an under-approximation of φ.

Definition 12. Let φ and ψ be LTL formulae such that Prop(ψ) ⊆ Prop(φ). We define the relation � between LTL formulae 
as follows:

ψ � φ ⇔ L(Aψ) ⊇ L(Aφ) ↓ Prop(ψ).

We call ψ an over-approximation of φ.

Remark 1. The relation � is the inverse relation of � when Prop(ψ) = Prop(φ). We have ⊥ � φ and � � φ for any φ.

The following theorems state that ψ � φ means that ψ is simpler (i.e. having fewer propositions) and stronger than φ
while ψ � φ means that ψ is simpler and weaker than φ.

Theorem 4. Let φ and ψ be LTL formulae such that ψ � φ . If ψ is satisfiable then φ is satisfiable.

Proof. Proof by contrapositive. Suppose that φ is not satisfiable. By Corollary 1, L(Aφ) = ∅. Then L(Aφ) ↓ Prop(ψ) = ∅. By 
Definition 11, we have L(Aψ) = ∅, that is, ψ is not satisfiable. �
Theorem 5. Let φ and ψ be LTL formulae such that ψ � φ . If ψ is not satisfiable then φ is not satisfiable.

Proof. Proof by contrapositive. Suppose that φ is satisfiable. By Corollary 1, L(Aφ) �= ∅. Thus there exists σ ∈ L(Aφ). By 
Definition 12, there exists ρ ∈ L(Aψ) such that σ ↓ Prop(φ) = ρ . Thus L(Aψ) �= ∅; that is, ψ is satisfiable. �
Lemma 2. The weak specification is an over-approximation of the strong specification.

Proof. By definitions of strong specification and weak specification (Section 3.3). �
We now present the approximate analysis method. Let φ = φ1 ∧ · · · ∧ φn be a behavioural specification and ψ be a bio-

logical property. When we check the satisfiability of φ ∧ ψ , we replace φi by ψi , which does not contain local propositions, 
such that ψi � φi , and check the satisfiability of ψ1 ∧ · · · ∧ ψn ∧ ψ . If this is satisfiable, then φ ∧ ψ is also satisfiable by The-
orem 4. When we check the unsatisfiability of φ ∧ ¬ψ , we replace φi by ψi such that ψi � φi , and check the unsatisfiability 
of ψ1 ∧ · · · ∧ ψn ∧ ¬ψ . If this is unsatisfiable, then φ ∧ ¬ψ is also unsatisfiable by Theorem 5.

Remark 2. We can combine approximate analysis and modular analysis by checking the satisfiability of the approximate 
specification modularly.
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Fig. 22. Negative auto-regulation.

5.2. Approximate specifications for network motifs

In general, it is non-trivial to find a ‘good’ approximation ψ for arbitrary φ even if φ is a behavioural specification for 
a subnetwork of a gene regulatory network. However, it is known that gene regulatory networks contain a small set of 
recurring regulation patterns, called network motifs [2,3]. If we have approximate specifications for such motifs, we can 
reuse them for analyses of any gene networks. Therefore, we focus on approximate specifications for network motifs.

There are possibly many approximate specifications for network motifs. Since our problem is to analyse biological prop-
erties of gene networks, the approximation should be biologically meaningful. Otherwise the approximate method will 
produce a lot of false positives/negatives. To give biologically meaningful approximation, we focus on the biological func-
tions of network motifs. Such functions are considered to be important or useful to many organisms and the network 
motifs will be used to realise their functions. We consider five motifs whose functions are well-studied [2,3]: negative 
auto-regulation, coherent type 1 feed-forward loops, incoherent type 1 feed-forward loops, single-input modules and multi-
output feed-forward loops.

When we consider under-approximation, we concentrate on specific behaviours amongst all possible behaviours. The 
functions of network motifs are suitable for such specific behaviours since they are likely to function that way in the 
organisms, or the analysis problem may be related to such functions. That means we exclude behaviours which do not 
conform to motif functions.

As for over-approximation, we need to allow extra behaviours which is prohibited in the original specification. Thus 
extra behaviours may more or less violate the behaviour principles, e.g. ‘a gene can be ON nevertheless its inhibitor is ON’. 
If we allow too much of such behaviours, almost all biological properties will be satisfied and the approximate analysis will 
not be useful. The easiest way to obtain over-approximation is just to eliminate some clauses from the original specifica-
tion. Such approximate specifications may not be biologically interpreted but is sometimes useful for approximate analysis. 
Note, however, that such approximation does not necessarily abstract local propositions unless we carefully choose clauses 
we eliminate. In contrast, under-approximations cannot be obtained in such a syntactic way. We need to devise suitable 
approximate specifications by hand.

In the following, under-approximations are given for strong specifications and over-approximations are given for weak 
specifications.

Theorem 6. Under-approximations for strong specifications are also under-approximations for weak specifications, and over-
approximations for weak specifications are also over-approximations for strong specifications.

Proof. By Lemma 2. �
Negative auto-regulation Negative auto-regulation is depicted in Fig. 22. This motif has the function of response accelera-
tion [2,3]. In our abstraction, this function cannot be described since we cannot refer to an actual response time in LTL; 
that is, accelerated behaviours and non-accelerated behaviours cannot be distinguished. Therefore, we shall ignore negative 
auto-regulation in our analysis. For simplicity the approximate specification below is given under the assumption that there 
is one input and one output for x which are represented as the level inx of input and xout of x, respectively. However, this 
can be easily generalised to multiple inputs and outputs.

First we show the strong specification for negative auto-regulation (weak one is obtained by replacing U -operator with 
W -operator):

G((inx ∧ ¬xx) → onx),

G(¬inx → ¬onx),

G(onx → F (¬onx ∨ xout)),

G((onx ∧ xout) → (xoutU (¬onx ∨ xx))),

G((onx ∧ xx) → (xxW ¬onx)),

G(¬onx → F (onx ∨ ¬xx)),

G((¬onx ∧ ¬xx) → (¬xxU (onx ∨ ¬xout))),

G((¬onx ∧ ¬xout) → (¬xout W onx)),

G(xx → xout).
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Fig. 23. Coherent type 1 feed-forward loop.

We now present the following under-approximation for negative auto-regulation in which negative auto-regulation of x
is ignored:

G(inx ↔ onx),

G(onx → F (xout ∨ ¬onx)),

G((onx ∧ xout) → (xout W ¬onx)),

G(¬onx → F (¬xout ∨ onx)),

G((¬onx ∧ ¬xout) → (¬xout W onx)).

The abstracted local proposition is xx .
An over-approximation for this network motif is given below:

G(¬inx → ¬onx),

G(onx → F (¬onx ∨ xout)),

G((onx ∧ xout) → (xout W ¬onx)),

G((¬onx ∧ ¬xout) → (¬xout W onx))

The abstracted local proposition is xx . This specification is obtained by eliminating clauses including proposition xx from the 
original weak specification. If we biologically interpret this specification, it allows extra behaviours such that gene x is OFF 
even if the input to x is coming, or gene x is expressed continually beyond xout even if it is turned OFF.

Coherent type 1 feed-forward loop The coherent type 1 feed-forward loop (C1-FFL) is the pattern depicted in Fig. 23. There 
are two types of input function (AND/OR) for z that merge the influence of x and y [2,3]. For the AND function, C1-FFL 
shows a delay after stimulation by x, but no delay when the stimulation stops. For the OR function, the FFL has the opposite 
effect to the AND case; that is, it shows no delay after stimulation by x but shows a delay when the stimulation stops.

We show the strong specification of this motif for AND version with xy < xz (the weak one can be obtained by replacing 
U -operator by W -operator):

G(onx → F (¬onx ∨ xy)),

G((onx ∧ xy) → (xy U (¬onx ∨ xz))),

G((onx ∧ xz) → (xz W ¬onx)),

G(¬onx → F (onx ∨ ¬xz)),

G((¬onx ∧ ¬xz) → (¬xzU (onx ∨ ¬xy))),

G((¬onx ∧ ¬xy) → (¬xy W onx)),

G(xz → xy),

G(xy ↔ ony),

G((ony ∧ ¬yz) → F (¬ony ∨ yz)),

G((ony ∧ yz) → (yz W ¬ony)),

G((¬ony ∧ yz) → F (ony ∨ ¬yz)),

G((¬ony ∧ ¬yz) → (¬yz W ony)),

G((xz ∧ yz) ↔ onz).
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Fig. 24. Incoherent Type 1 Feed-forward loop.

For under-approximation, we ignore y and consider them as simple regulations. Thus the difference between AND and 
OR does not occur in approximate formula. Although the original specifications for this motif depend on the orderings of 
the thresholds xy and xz, we can present a single under-approximation as follows:

G(onx → F (onz ∨ ¬onx)),

G((onx ∧ onz) → (onz W ¬onx)),

G(¬onx → F (¬onz ∨ onx)),

G((¬onx ∧ ¬onz) → (¬onz W onx)).

The abstracted local propositions are xy , xz , yz and ony .
An over-approximation for AND version with xy < xz is given below:

G(onx → F (ony ∨ ¬onx)),

G((onx ∧ ony) → (ony W ¬onx)),

G((onx ∧ xz) → (xz W ¬onx)),

G(¬onx → F (¬xz ∨ onx)),

G((¬onx ∧ ¬xz) → (¬xz ∨ onx)),

G((¬onx ∧ ¬ony) → (¬ony W onx)),

G(xz → ony),

G((ony ∧ ¬yz) → F (¬ony ∨ yz)),

G((ony ∧ yz) → (yz W ¬ony)),

G((¬ony ∧ yz) → F (ony ∨ ¬yz)),

G((¬ony ∧ ¬yz) → (¬yz W ony)),

G((xz ∧ yz) ↔ onz).

Note that we abstracted one proposition xy . In fact, this over-approximation satisfies both inclusions in the right hand side 
of Definition 12, which means the over-approximation does not accommodate any extra behaviour. The reason is that this 
‘over’-approximation is obtained by substituting xy by ony in the original weak specification. Due to the clause G(xy ↔ ony), 
this approximation does not change the meaning of the formula.

An over-approximation for the OR version can be obtained by just changing ∧-operator in the switching condition on 
gene z by ∨-operator.

Incoherent type 1 feed-forward loop Incoherent type 1 feed-forward loop (I1-FFL) is a pattern depicted in Fig. 24. Assume 
that the threshold of x for z is lower than that of x for y. Since x activates z, if x becomes ON, z will be turned ON. Then, if 
gene x keeps being expressed, y eventually becomes ON. Since y inhibits z, z will become OFF afterwards. As a result, this 
motif generates pulse-like dynamics on z.

The strong specification for this motif is as follows (the weak one can be obtained similarly as for the previous motifs):

G(onx → F (¬onx ∨ xz)),

G((onx ∧ xz) → (xzU (¬onx ∨ xy))),

G((onx ∧ xy) → (xy W ¬onx)),

G(¬onx → F (onx ∨ ¬xy)),

G((¬onx ∧ ¬xy) → (¬xy U (onx ∨ ¬xz))),
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Fig. 25. Single-input module.

G((¬onx ∧ ¬xz) → (¬xz W onx)),

G(xy → xz),

G(xy ↔ ony),

G(ony → F (¬ony ∨ yz)),

G((ony ∧ yz) → (yz W ¬ony)),

G(¬ony → F (ony ∨ ¬yz)),

G((¬ony ∧ ¬yz) → (¬yz W ony)),

G((xz ∧ ¬yz) ↔ onz).

Focusing on the pulse-like dynamics, we have the following under-approximation:

G((onx ∧ ¬ony) → F (onz ∨ ¬onx)),

G((onx ∧ onz) → (onzU ony)),

G((onx ∧ ony) → ((ony ∧ ¬onz)W ¬onx)),

G(¬onx → (¬onz ∧ ¬ony)).

The abstracted local propositions are xy , xz and yz .
An over-approximation for this motif is given below:

G(onx → F (¬onx ∨ xz)),

G((onx ∧ xz) → (xz W ¬onx)),

G((onx ∧ ony) → (ony W ¬onx)),

G(¬onx → F (onx ∨ ¬ony)),

G((¬onx ∧ ¬ony) → (¬ony W onx)),

G((¬onx ∧ ¬xz) → (¬xz W onx)),

G(ony → xz),

G(ony → F (¬ony ∨ yz)),

G((ony ∧ yz) → (yz W ¬ony)),

G(¬ony → F (ony ∨ ¬yz)),

G((¬ony ∧ ¬yz) → (¬yz W ony)),

G((¬xz ∧ yz) ↔ onz).

We abstracted proposition xy . Like the over-approximation for C1-FFL, this over-approximation in principle characterises 
the same behaviour set as the original weak specification. Thus this over-approximation can be seen as some kind of 
‘optimisation’ of the weak specification for this motif.

Single-input module A single-input module is a pattern in which one regulator (called the master gene) regulates a group 
of target genes (Fig. 25). All regulations from the master gene are of the same type (positive or negative). We only consider 
the positive case but the negative case is similar.

The function of this motif is a last-in first-out (LIFO) temporal order on expressions of target genes. Assume that 
the thresholds for z1, z2, . . . , zn occur in this ascending order. When the master regulator x is ON, the regulated genes 
z1, z2, . . . , zn are turned ON in this order. When x is turned OFF, genes zn, zn−1, . . . z1 are turned OFF in this order.

For simplicity we set n = 2 in the following but generalisation is easy. The strong specification for this network motif is 
as follows (the weak one can be obtained similarly for other motifs):
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Fig. 26. Multi-output feed-forward loop.

G(onx → F (¬onx ∨ xz1)),

G((onx ∧ xz1) → (xz1 U (¬onx ∨ xz2))),

G((onx ∧ xz2) → (xz2 W ¬onx),

G(¬onx → F (onx ∨ ¬xz2)),

G((¬onx ∧ ¬xz2) → (¬xz2 U (onx ∨ ¬xz1))),

G((¬onx ∧ ¬xz1) → (¬xz1 W onx)),

G(xz2 → xz1),

G(xz1 ↔ onz1),

G(xz2 ↔ onz2).

We present an under-approximation.

G(onz2 → onz1),

G(onx → (onxU onz2)),

G((onx ∧ onz1) → (onz1 W ¬onx)),

G((onx ∧ onz2) → (onz2 W ¬onx)),

G(¬onx → (¬onxU¬onz1)),

G((¬onx ∧ ¬onz2) → (¬onz2 W onx)),

G((¬onx ∧ ¬onz1) → (¬onz1 W onx)).

The abstracted local propositions are xz1 and xz2 . Behaviours that satisfy this formula are such that once x is turned ON 
it remains ON until all target genes become active, and once x is turned OFF it remains OFF until all target genes become 
inactive. Therefore, behaviours such that x is turned OFF before all target genes become active or x is turned ON before all 
target genes become inactive are excluded from the possible behaviours obtained using the original specification.

We now present an over-approximation:

G(onz2 → onz1),

G((onx ∧ onz1) → (onz1 W ¬onx)),

G((onx ∧ onz2) → (onz2 W ¬onx)),

G((¬onx ∧ ¬onz2) → (¬onz2 W onx)),

G((¬onx ∧ ¬onz1) → (¬onz1 W onx)).

Propositions xz1 and xz2 are ignored. This over-approximation says that the temporal order of activation and inactivation 
of target genes is preserved but some genes may not be activated when x is turned ON or inactivated when x is turned 
OFF. Such behaviours are also allowed in the weak specification but we can specify the same constraint without local 
propositions. Note, however, that this over-approximation allows extra behaviours. The example is that first gene x, z1 and 
z2 are ON then gene x is turned OFF but gene z1 and gene z2 are still ON.

Multi-output feed-forward loop A multi-output feed-forward loop is a generalisation of a feed-forward loop with n target 
genes (Fig. 26). The function of this motif is interesting when each input function for zi is OR and the threshold orders 
for x and y are inverted, that is, xz1 < xz2 < · · · < xzn and yz1 > yz2 > · · · > yzn . Moreover, we assume that the threshold 
xy is smaller than any of xzi s. In this case this motif can generate a first-in first-out (FIFO) temporal order on expression 
of target genes. The activation order is z1z2 . . . zn and the inactivation order is the opposite. This is because, when gene x
becomes ON for sufficient time, gene y and z1 to zn will become ON in this order due to the order of thresholds xz1 to xzn . 
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Since gene x is expressed sufficiently long, we assume that gene y is expressed at the highest expression level yz1 . At this 
situation we turn gene x OFF. Then the expression level of gene x begins to decrease and finally will fall to a basal level. 
At this moment, genes z1 to zn are still ON since the level of gene y is highest for a while and activates z1 to zn . Since 
the activation effect of gene x to y disappears, the level of gene y begins to decrease and finally falls below the highest 
threshold yz1 and gene z1 is turned OFF (recall that the threshold order of gene y is the opposite of that of gene x). In this 
manner z2 to zn will be turned OFF in this order.

We show the strong specification of this network motif (we set n = 2 but generalisation is easy):

G(onx → F (¬onx ∨ xy)),

G((onx ∧ xy) → (xy U (¬onx ∨ xz1))),

G((onx ∧ xz1) → (xz1 U (¬onx ∨ xz2))),

G((onx ∧ xz2) → (xz2 W ¬onx)),

G(¬onx → F (onx ∨ ¬xz2)),

G((¬onx ∧ ¬xz2) → (¬xz2 U (onx ∨ ¬xz1))),

G((¬onx ∧ ¬xz1) → (¬xz1 U (onx ∨ ¬xy))),

G((¬onx ∧ ¬xy) → (¬xy W onx)),

G(xz2 → xz1),

G(xz1 → xy),

G(xy ↔ ony),

G(ony → F (¬ony ∨ yz2)),

G((ony ∧ yz2) → (yz2 U (¬ony ∨ yz1))),

G((ony ∧ yz1) → (yz1 W ¬ony)),

G(¬ony → F (ony ∨ ¬yz1)),

G((¬ony ∧ ¬yz1) → (¬yz1 U (ony ∨ ¬xz2))),

G((¬ony ∧ ¬yz2) → (¬yz2 W ony),

G(yz1 → yz2),

G((xz1 ∨ yz1) → onz1),

G((¬xz1 ∧ ¬yz1) → ¬onz1),

G((xz2 ∨ yz2) → onz2),

G((¬xz2 ∧ ¬yz2) → ¬onz2).

Focusing on the property mentioned above we have the following under-approximation:

G(onx → (onz2 → onz1)),

G(¬onx → (¬onz2 → ¬onz1)),

G((onx → (onxU onz1))),

G((onx ∧ onz1) → ((onx ∧ onz1)U (onx ∧ onz2))),

G((onx ∧ onz2) → (onz2 W ¬onx)),

G(¬onx → (¬onxU¬onz1)),

G((¬onx ∧ ¬onz1) → ((¬onx ∧ ¬onz1)U (¬onx ∧ ¬onz2))),

G((¬onx ∧ ¬onz2) → (¬onz2 W onx)).

The abstracted local propositions are xy , xz1 , xz2 , ony , yz1 and yz2 . This formula says that when x is turned ON, z1 and 
z2 are activated in this order, and that when x is turned OFF, z1 and z2 are inactivated in the opposite order.

An over-approximation is given as follows:
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Table 4
The result of analyses for the network in Fig. 15.

S E P T T(ET)

D 33 682 12 0.020 s <0.001 s
M 31 592 7 0.143 s <0.001 s
A(under) 25 396 8 0.018 s <0.001 s
A(over) 33 692 8 0.020 s <0.001 s
MA(under) 25 396 6 0.152 s <0.001 s
MA(over) 33 664 6 0.160 s <0.001 s

Fig. 27. A network in E. coli.

G(((onx ∨ ony) ∧ onz1) → (onz1 W (¬onx ∨ ¬ony))),

G(((onx ∨ ony) ∧ onz2) → (onz2 W (¬onx ∨ ¬ony))),

G((¬onx ∧ ¬ony ∧ ¬onz1) → (¬onz1 W (onx ∨ ony))),

G((¬onx ∧ ¬ony ∧ ¬onz2) → (¬onz2 W (onx ∨ ony))).

This specification does not ensure that gene z1 and z2 will be ON even if gene x or y are ON. However, if they become ON, 
they keep being ON as long as both gene x and y are ON. Similarly the fact that both gene x and y are OFF does not force 
gene z1 and z2 to be OFF. However, once they are turned OFF, they keep being OFF as long as both gene x and y are OFF.

5.3. Result and discussion

We demonstrate the approximate analysis method developed thus far and compare it with the direct analysis method 
and modular analysis method developed in Section 4. The combination of the modular and approximate method is also 
experimented.

We use the same examples as in the experiments of modular analysis (Section 4.4), including the results of direct and 
modular analysis in the tables for comparison.

The first example is the network depicted in Fig. 15. There are two motifs in the network, one a negative auto-regulation 
and the other a single-input module. We show the results in Table 4. In the table, ‘D’ represents direct analysis, ‘M’ modular, 
‘A’ approximate and ‘MA’ the combination of modular and approximate. Approximate analysis is performed for both under-
and over-approximation. ‘S’ represents the number of states of the automaton, ‘E’ the number of edges of the automaton, 
‘P’ the number of propositions and ‘T’ the total analysis time (second). ‘T(ET)’ represents the time of empty-testing of the 
automaton.

The second example is the network in Escherichia coli involving the malT gene. We redraw this network in Fig. 27, 
emphasising network motifs. The numbers in the box and the triangle are the numbers of target genes in each motif. In this 
network we approximate two negative auto-regulations, one single-input module and one multi-output feed-forward loop. 
The results are shown in Table 5. The row ‘M’ is ‘Modular (B)’ in Table 2, which was the best among the divisions.

The third example is the network from Arabidopsis thaliana depicted in Fig. 21. In this network, we can find a single-input 
module which has 18 target genes in the motif. There are some genes which have regulators other than the master gene. 
Thus we cannot use the approximate specification introduced above directly. Fortunately the modification is easy. We do 
not omit propositions xy if y has a regulator other than the master gene x, and specify the conditions for activation and 
inhibition of y the same as the original ones. The results are shown in Table 6. The row ‘M’ is ‘Modular (A)’ in Table 3, 
which was the best among the divisions.

In all cases, the cost of analysis is improved using approximate analysis, particularly for the larger networks. Compared to 
modular analysis, approximate analysis is much efficient since we do not have to intersect automata. The modular analysis, 
however, has a merit that we can apply it for any network which does not contain network motifs.
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Table 5
The results of analyses of the network in Fig. 27.

S E P T T(ET)

D 8281 14 698 200 28 28.054 s 26.474 s
M 8281 14 698 200 9 6.579 s 3.164 s
A(under) 865 233 118 16 0.111 s 0.068 s
A(over) 2305 3 085 344 17 0.606 s 0.516 s
MA(under) 865 201 294 9 0.410 s 0.044 s
MA(over) 2113 659 832 10 0.567 s 0.148 s

Table 6
The results of analyses of the network in Fig. 21.

S E P T T(ET)

D 3041 4 395 400 46 3.092 s 2.272 s
M 2961 3 775 532 20 2.432 s 0.648 s
A(under) 1281 549 492 29 0.325 s 0.180 s
A(over) 1601 899 182 30 0.448 s 0.296 s
MA(under) 1281 498 828 19 1.120 s 0.096 s
MA(over) 1921 1 038 784 19 0.996 s 0.192 s

Using both modular and approximate analysis is not more efficient than the approximate analysis in all the examples 
except for over-approximation in the second example. The reason is that the approximate specifications are not so large 
in these examples. Therefore the cost of intersecting automata is relatively high in these experiments. Note, however, that 
the time of emptiness testing is reduced by modular&approximate analysis compared to mere approximate analysis. If the 
network is large, we may benefit from the combination of modular analysis and approximate analysis.

6. Related work

In this section, we describe some other qualitative methods for biological systems.
BIOCHAM [17] is a language and programming environment for modelling and simulating biochemical systems, and 

checking their temporal properties. Reactions are written as rules like A+B=>C, and simulations are performed by replacing 
objects on the left-hand side with those on the right-hand side. Since there are many possible rules that can be executed 
in each state, there are many possible successor states for each state depending on the rule applied. After simulation, 
we have a non-deterministic transition graph whose nodes are possible states and edges are state transitions. The set of 
possible behaviours of the simulation over-approximates the set of all behaviours of the system which varies depending 
on the kinetic parameters. A biological property is written in computation tree logic (CTL), a type of branching time logic, 
and checked in the resulting transition graph. In BIOCHAM, presence or absence of objects is the only matter considered. 
On the contrary, objects have a level of concentration in our model. In addition, the description of behaviour is more 
expressive and flexible than the rule description in BIOCHAM, where we can only specify the next state. For example, the 
rule A + B => C indicates that if the objects A and B appear, then the object C appears in the next state. In our method, 
however, we can specify a more flexible rule such as ‘if the objects A and B appear, then the object C appears in some future 
state’. Moreover, we can specify the temporal order of events, such as ‘if the objects A and B appear, the object C appears 
first and then the object D appears’.

SMBioNet [9] is a tool for formally analysing temporal properties of gene regulatory networks. In SMBioNet, genes have 
concentration thresholds for activation or inhibition of each of their regulating genes. A configuration of systems is rep-
resented as a vector of expression values, which are segmented by thresholds. For example, if a gene has two thresholds, 
then it has three levels – 0, 1, and 2. Behaviours of a network are captured as a transition system on the vectors of values 
for genes in the network. The temporal evolution of systems is described by transition functions on the vectors. Temporal 
properties are described in CTL, and verification of them is performed by model-checking [12] on the resulting transition 
systems. The description of behaviours in our system is more expressive than the functional description in SMBioNet since 
SMBioNet considers only expression levels of genes. In contrast our framework considers, in addition, the modes of genes 
(ON/OFF). Moreover, the state transitions of SMBioNet are restricted to those of Hamming distance of 1, that is to say, only 
transitions from state (00) to (10) or (01) are allowed.

GNA [14] is a computational tool for the modelling and simulation of gene regulatory networks. GNA achieves simulation 
using piecewise linear differential equation models and generates state transition systems that represent possible behaviours 
of networks. The qualitative dynamics of a system are completely determined by inequality constraints defining the order-
ing between thresholds and stable equilibria of the system. Network properties of interest are checked automatically using 
model checking [8]. This method assumes that the functions of multivariate regulation are known since the piecewise linear 
differential equations are approximations of ordinary differential equations. However, the majority of such functions in any 
organism are unknown [3]. On the contrary, our method does not need information about such functions, and is there-
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fore more applicable for the current databases of gene regulation such as Reactome6 [13], GeneCards7 [41], Metacyc8[31], 
Ingenuity® Knowledge Base,9 and KEGG10 [30].

Although the above tools are useful for checking whether a biological property can be true in network behaviours, it is 
unknown how to introduce techniques to improve efficiency.

As we can see from the above studies, temporal logic is useful in analysing biological systems. Other studies using tem-
poral logic to analyse biological systems includes [10,4,34]. Systems are usually modelled by (possibly an approximate form 
of) ordinary differential equations. Behaviours of biological systems are abstracted to state transition systems or automata 
after simulating the differential equations. Temporal logic is only used to describe the biological properties to be checked 
through the model checking approach [12]. That is, these methods are based on a quantitative description of behaviours.

RoVerGeNe [7] aims to analyse behaviours of gene networks under parameter uncertainty or search for valid parameter 
sets to satisfy a given property. Behaviours are modelled as piecewise-multiaffine differential equations in which they as-
sume regulation functions and threshold values are known. Their formalism is intermediate of quantitative and qualitative 
approach. They need some quantitative information but can perform fine-grained analysis compared to purely qualitative 
approach.

Qualitative networks [42] are an extension of Boolean networks [33,46] in which biological components (e.g. genes and 
proteins) have multiple level. The level of each component is updated by the associated target function which represents 
the cumulative influence of the activation and inhibition from other components. At each step, the level of each compo-
nent only changes by a single level. Biological properties are verified by analysing the steady state of these networks. Thus 
properties considered in Qualitative networks are not temporal properties but just the relationships on expression levels 
of molecules. For efficient analysis of large networks, modular computation of possible behaviours is proposed and im-
plemented in Qualitative networks. In Qualitative networks, careful and complicated modelling is needed to capture the 
asynchronous non-determinism of a system, which is a common problem in analysing a system which contains different 
time scale reactions. In our approach, by focusing on the causal relationships, we do not care for time scale of biological 
reactions. Moreover, the biological properties checked in our approach is not limited to those in steady state but any tem-
poral property. Another difference is that the network behaviour is deterministic in Qualitative networks, i.e. the model of 
the network only describes a single behaviour. In our framework we model all possible behaviours of a network.

Our approach differs from process algebraic approaches such as stochastic π -calculus [38] or Bio-PEPA [11]. These mod-
els are based on biochemical reactions, and each molecule is modelled by a process. Modelled systems are simulated 
stochastically or translated into ordinary differential equations, continuous time Markov chains or PRISM [26,25] models. 
We need precise molecular mechanisms and quantitative information on parameter variables to give a model, and thus 
these approaches are also quantitative. In contrast, our approach only assumes information about activation and inhibition 
relationships between genes and therefore is more applicable. If we have more information such as the ordering of thresh-
olds or biases in multivariate regulation, or timing or causal relationship of activation or inhibition (e.g. ‘gene a and b are 
known to be activated simultaneously’ or ‘gene a must precede gene b’), we can incorporate such information into our 
temporal specification of a system.

7. Conclusion

In this article, we have presented a method for analysing the dynamics of gene regulatory networks using LTL satisfiabil-
ity checking. To ease analysis of large networks, we developed the modular analysis method and the approximate analysis 
method. Experimental results show that both methods are efficient in analysing large networks.

There are several future directions in our qualitative framework.
An interesting future direction is deriving an additional constraint φ′ to force all behaviours of a gene regulatory network 

to satisfy some observed property ψ . This may facilitate finding meaningful biological facts such as the order of thresholds, 
regulation biases of multiple regulation or possibility of hidden nodes in networks. To achieve this, we need a method that 
extracts useful information from automata that are generally huge as shown in Section 5.3, since they represent possible 
behaviours of networks.

As to the modular analysis, developing a light simplification algorithm of Büchi automata will be an important work. In 
modular analysis, we just abstracted local propositions from automata for subnetwork specifications. If we do not take costs 
into consideration, we can simplify the automata using polynomial time simulation-based algorithm [45]. This powerful 
simplification considerably reduces the size of automata. Since small automata are desirable for intersection, we can apply 
this simplification algorithm to the automata for subnetwork specifications. From the experiments which are not reported in 
this article, however, the total analysis time is not necessarily improved due to the extra polynomial cost of simplification. 
However, if we have a ‘light’ simplification algorithm, we may reduce the cost of the modular analysis through automata 

6 http :/ /www.reactome .org /ReactomeGWT /entrypoint .html.
7 http :/ /www.genecards .org/.
8 http :/ /metacyc .org/.
9 http :/ /www.ingenuity.com /science /knowledge _base .html.

10 http :/ /www.genome .jp /kegg/.

http://www.reactome.org/ReactomeGWT/entrypoint.html
http://www.genecards.org/
http://metacyc.org/
http://www.ingenuity.com/science/knowledge_base.html
http://www.genome.jp/kegg/
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simplification. In this regard, we should keep in mind that if we are only interested in non-emptiness of automata, we can 
apply a more aggressive simplification in which the accepting language may be changed while non-emptiness is preserved.

As to the approximate analysis, we need to study more network motifs and find approximate specifications for them.
We are now at a stage to consider applications of our method to real problems in biology, biomedicine, pathology, 

pharmacology, and so on. Through such application, we will find the necessity of further development and extension of our 
logical framework.
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