
a

w con-
r residue
are re-
ossible,
mann
s given

ounded
Advances in Applied Mathematics 35 (2005) 271–293

www.elsevier.com/locate/yaam

A residue theorem for Malcev–Neumann series

Guoce Xin

Department of Mathematics, Brandeis University, Waltham, MA 02454-9110, USA

Received 15 September 2004; accepted 22 February 2005

Available online 14 June 2005

Abstract

In this paper, we establish a residue theorem for Malcev–Neumann series that requires fe
straints, and includes previously known combinatorial residue theorems as special cases. Ou
theorem identifies the residues of two formal series (over a field of characteristic zero) which
lated by a change of variables. We obtain simple conditions for when a change of variables is p
and find that the two related formal series in fact belong to two different fields of Malcev–Neu
series. The multivariate Lagrange inversion formula is easily derived and Dyson’s conjecture i
a new proof and generalized.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction

Let K be a field of characteristic zero. Jacobi [9] used the ringK((x1, . . . , xn)) of Lau-
rent series, formal series of monomials where the exponents of the variables are b
from below, to give the following residue formula.
E-mail address:guoce.xin@gmail.com.

0196-8858/$ – see front matter 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2005.02.004



272 G. Xin / Advances in Applied Mathematics 35 (2005) 271–293

idues
d has
rici [8].
itions

g the
ed
ding
al. [2]
no-
sion to
e will

.11]),
e
field

s a

rs
bi and
ions on

erent

e for-
ersion
ure in
Theorem 1.1(Jacobi’s Residue Formula). Letf1(x1, . . . , xn), . . . , fn(x1, . . . , xn) be Lau-
rent series. Letbij be integers such thatfi(x1, . . . , xn)/x

bi1
1 · · ·xbin

n is a formal power series
with nonzero constant term. Then for any Laurent seriesΦ(y1, . . . , yn), we have

Res
x1,...,xn

∣∣∣∣ ∂fi

∂xj

∣∣∣∣
1�i,j�n

Φ(f1, . . . , fn) = |bij |1�i,j�n Res
y1,...,yn

Φ(y1, . . . , yn), (1.1)

whereResx1,...,xn means to take the coefficient ofx−1
1 · · ·x−1

n .

Note that the convergence ofΦ(f1, . . . , fn) is obviously required.
Jacobi’s residue formula is a well-known result in combinatorics. It equates the res

of two formal series related by a change of variables. It has many applications an
been studied by several authors, e.g., Goulden and Jackson [6, pp. 19–22], and Hen
However, Jacobi’s formula is rather restricted in application for two reasons: the cond
on thefi are too strong, and the condition onΦ is not easy to check: givenfi , when does
Φ(f1, . . . , fn) converge?

We can obtain different residue formulas by considering different rings containin
ring of formal power seriesK[[x1, . . . , xn]]. In obtaining such a formula, we usually emb
K[[x1, . . . , xn]] into a ring or a field consisting of formal Laurent series, but the embed
is not unique in the multivariate case. Besides Jacobi’s residue formula, Cheng et
studied the ringKh((x1, . . . , xn)) of homogeneous Laurent series (formal series of mo
mials whose total degree is bounded from below), and used homogeneous expan
give a residue formula. But the above restrictions still exist for the same reason. W
use a more general setting to avoid the above problems.

Let G be atotally ordered group, i.e., a group with a total ordering� that is compatible
with its group structure. LetKw[G] be the set ofMalcev–Neumann series(MN-series for
short) onG over K relative to�: an element inKw[G] is a seriesη = ∑

g∈G agg with
ag ∈ K , such that the support{g ∈ G: ag �= 0} of η is a well-ordered subset ofG.

By a theorem of Malcev [10] and Neumann [11] (see also [12, Theorem 13.2
Kw[G] is a division algebra that includes the group algebraK[G] as a subalgebra. W
study the field of MN-series on a totally ordered abelian group, and show that the
of iterated Laurent seriesK〈〈x1, . . . , xn〉〉, which has been studied in [17, Chapter 2], i
special kind of MN-series.

We obtain a residue theorem forKw[G⊕Zn], wherex1, . . . , xn represent the generato
of Zn. This new residue formula includes the previous residue theorems of Jaco
Cheng et al. as special cases. It is easier to apply and more general: the condit
thefi are dropped since we are working in a field; the condition onΦ is replaced with a
simpler one and we find that the two related formal series in fact belong to two diff
fields of MN-series. In particular, our theorem applies to any rational functionΦ.

In Section 2 we review some basic properties of MN-series. We give the residu
mula in Section 3. Then we talk about the (diagonal and nondiagonal) Lagrange inv
formulas in Section 4, and give a new proof and a generalization of Dyson’s conject

Section 5.
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2. Basic properties of Malcev–Neumann series

A totally ordered abelian groupor TOA-group is an abelian groupG (written additively)
equipped with a total ordering� that is compatible with the group structure ofG; i.e., for
all x, y, z ∈ G, x < y impliesx + z < y + z. Such an ordering< is also calledtranslation
invariant. The abelian groupsZ, Q, andR are all totally ordered abelian groups under
natural ordering.

Let K be a field. A formal seriesη onG overK has the form

η =
∑
g∈G

agt
g,

whereag ∈ K andtg is regarded as a symbol. Letτ = ∑
h∈G bht

h be another formal serie
onG. Then theproductητ is defined if for everyf ∈ G, there are only finitely many pair
(g,h) of elements ofG such thatag andbh are nonzero andg + h = f . In this case,

ητ :=
∑
f ∈G

tf
∑

g+h=f

agbh.

Thesupportsupp(η) of η is defined to be{g ∈ G: ag �= 0}.
For a TOA-groupG, aMalcev–Neumann series(MN-series for short) is a formal serie

onG that has a well-ordered support. Recall that a well-ordered set is a totally order
such that every nonempty subset has a minimum. We defineKw[G] to be the set of all suc
MN-series.

By a theorem of Malcev and Neumann [12, Theorem 13.2.11],Kw[G] is a field for any
TOA-group. A sketch of the proof will be introduced since we will use some of the
later.

Let us see some examples of MN-series first.

(1) Kw[Z] � K((x)) is the field of Laurent series.
(2) Kw[Q] strictly contains the fieldK fra((x)) of fractional Laurent series [13, p. 161], a

is more complicated. When the characteristic ofK is a prime numberp, it includes
as a subfield the generalized Puiseux field [14] with respect top, which consists al
seriesf (x) such that supp(f ) is a well-ordered subset ofQ and there is anm such
that for anyα ∈ supp(f ) we havemα = nα/piα for some integernα and nonnegative
integeriα .

(3) Let Q× be the multiplicative group of positive rational numbers. ThenQ× is a TOA-
group, andKw[Q×] is a field of MN-series.

The set of MN-seriesKw[G] is clearly closed under addition. The following propositi
is the key to showing thatKw[G] is closed under multiplication, so thatKw[G] is a ring.

For two subsetsA andB of G, we denote byA + B the set{a + b: a ∈ A,b ∈ B}.

Proposition 2.1[12, Lemma 13.2.9]. If G is a TOA-group andA,B are two well-ordered

subsets ofG thenA + B is also well ordered.
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For a TOA-groupG, Kw[G] is a maximal ring in the set of all formal series onG: if η =∑
g∈G agt

g is not inKw[G], then addingη into Kw[G] cannot yield a ring. For if supp(η)

is not well ordered, we can assume thatg1 > g2 > · · · is an infinite decreasing sequen
in supp(η). Let τ = ∑

n�1 a−1
gn

t−gn . Note thatτ ∈ Kw[G], since−g1 < −g2 < · · · is well
ordered. But the constant term ofητ equals an infinite sum of 1’s, which diverges.

Let [tg]η be the coefficient oftg in η. Let η1, η2, . . . be a series of elements inKw[G].
Then we say thatη1 +η2+· · · strictly convergesto η ∈ Kw[G], if for everyg ∈ G, there are
only finitely manyi such that[tg]ηi �= 0, and

∑
i�1[tg]ηi = [tg]η. If η1 + η2 + · · · strictly

converges to someη ∈ Kw[G], then we say thatη1 + η2 + · · · exists(in Kw[G]). Note that∑
n�1 2−n does not strictly converge to 1.
Let f (z) = ∑

n�0 bnz
n be a formal power series inK[[z]], and letη ∈ Kw[G]. Then we

define the compositionf ◦ η to be

f ◦ η := f (η) =
∑
n�0

bnη
n

if the sum exists.
If η �= 0 belongs toKw[G], then it has a nonempty well-ordered support so that we

define theorderof η to be ord(η) = min(supp(η)). Theinitial term of η is the term with the
smallest order. It is clear that ord(ητ) = ord(η) + ord(τ ). The order of 0 is treated as∞.

Theorem 2.2(Composition Law). If f ∈ K[[z]] andη ∈ Kw[G] with ord(η) > 0, thenf ◦η

strictly converges inKw[G].

The detailed proof of this composition law can be found in [17, Chapter 3.1]. It con
of two parts: one is to show that for anyg ∈ G, [tg]f ◦ η is a finite sum of elements inK ;
the other is to show that the support off ◦ η is well ordered. The following proposition
the key to the proof.

We denote byA+n the setA + A + · · · + A of n copies ofA. A subsetA of G is said to
bepositive, denoted byA > 0, if a > 0 for all a ∈ A.

Proposition 2.3 [12, Lemma 13.2.10]. Let G be a TOA-group. IfA is a positive well-
ordered subset ofG, then

⋃
n�0 A+n is also well ordered.

Corollary 2.4. For anyη ∈ Kw[G] with initial term 1, η−1 ∈ Kw[G].

Proof. Write η = 1 − τ . Then τ ∈ Kw[G] and ord(τ ) > 0. By Theorem 2.2,
∑

n�0 τn

strictly converges inKw[G]. Knowing that[tg](1−τ) ·∑n�0 τn is a finite sum for everyg,
we can check that(1− τ) · ∑n�0 τn reduces to 1 after cancelation.�

For anyη ∈ Kw[G] with initial term f , we writeη = f (1 − τ) with ord(τ ) > 0. Then∑

the expansion ofη−1 is given byf −1

n�0 τn. This implies thatKw[G] is a field.
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Definition 2.5. If G andH are two TOA-groups, then theCartesian productG × H is
defined to be the setG ×H equipped with the usual addition and the reverse lexicogra
order, i.e.,(x1, y1) � (x2, y2) if and only if y1 <H y2 or y1 = y2 andx1 �G x2.

We defineGn to be the Cartesian product ofn copies ofG. It is an easy exercise to sho
the following.

Proposition 2.6.The Cartesian product of finitely many TOA-groups is a TOA-group.

One important example isZn as a totally ordered abelian group.
When considering the ringKw(G ×H), it is natural to treat(g,h) asg + h, whereg is

identified with(g,0) andh is identified with(0, h). With this identification, we have th
following.

Proposition 2.7.The fieldKw[G × H] is the same as the field(Kw[G])w [H] of Malcev–
Neumann series onH with coefficients inKw[G].

Proof. Let η ∈ Kw[G×H], and letA = supp(η). Letp be the second projection ofG×H,
i.e.,p(g,h) = h.

We first show thatp(A) is well ordered. If not, then we have an infinite seque
(g1, h1), (g2, h2), . . . of elements ofA such thatp(g1, h1) > p(g2, h2) > · · ·, which by
definition becomesh1 > h2 > · · ·. Then in the reverse lexicographic order, this impl
that (g1, h1) > (g2, h2) > · · · is an infinite decreasing sequence inA, a contradiction. So
p(A) is well ordered.

Now η can be written as

η =
∑

h∈p(A)

( ∑
g∈G, (g,h)∈A

ag,ht
g

)
th.

Since for eachh ∈ p(A), the set{g ∈ G: (g,h) ∈ A} is a clearly a well-ordered subset ofG,∑
g∈G,(g,h)∈A ag,ht

g belongs toKw[G] for everyh, and henceη ∈ (Kw[G])w[H].
Conversely, letτ = ∑

h∈D bht
h ∈ (Kw[G])w[H], whereD = supp(τ ) is a well-ordered

subset ofH, andbh ∈ Kw[G]. Let Bh denote the support ofbh. We need to show tha⋃
h∈D(Bh × {h}) is well ordered inG ×H. Let A be any nonempty subset of

⋃
h∈D(Bh ×

{h}). We show thatA has a smallest element. Sincep(A) is a subset of the well-ordere
setD, we can takeh0 to be the smallest element ofp(A). The setA ∩ (Bh0 × {h0}) is well
ordered for it is a subset of the well-ordered setBh0 × {h0}. Let (g0, h0) be the smalles
element ofA ∩ (Bh0 × {h0}). Then(g0, h0) is also the smallest element ofA. �

Let K be a field. The field of iterated Laurent seriesK〈〈x1, . . . , xn〉〉 is inductively de-
fined to be the field of Laurent series inxn with coefficients inK〈〈x1, . . . , xn−1〉〉, with

K〈〈x1〉〉 being the field of Laurent seriesK((x1)).
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Corollary 2.8.

Kw[Zn] � K〈〈x1, x2, . . . , xn〉〉.

The detailed proof of this corollary is left to the reader. We only describe the ident
tion as follows. Let{ei}1�i�n be the standard basis ofZn. Thenxi is identified withtei .
The field of iterated Laurent series turns out to be the most useful special kind of MN-
[16,17].

We conclude this section with the following remark.

Remark 2.9.MN-series were originally defined on totally ordered groups. It was sh
in [17, Chapter 3.1] that the results in this section can be generalized:G can be replaced
with a totally ordered monoid (a semigroup with a unit), andK can be replaced with
commutative ring with a unit.

3. The residue theorem

From now on,K is always a field of characteristic zero. Observe that any subg
of a TOA-group is still a TOA-group under the induced total ordering. LetG be a TOA-
group and letH be an abelian group. Ifρ :H → G is an injective homomorphism, the
ρ(H) � H is a subgroup ofG. We can thus regardH as a subgroup ofG throughρ. The
induced ordering�ρ on H is given byh1 �ρ h2 ⇔ ρ(h1) �G ρ(h2). ThusH is a TOA-
group under�ρ . Clearly a subsetA of (H,�ρ) is well ordered if and only ifρ(A) is well
ordered in(G,�G).

Let G be a TOA-group. We can giveG a different ordering so that under this new
deringG is still a TOA-group. For instance, the total ordering�∗ defined byg1 � g2 ⇔
g2 �∗ g1 is clearly such an ordering. One special class of total orderings is interestin
our purpose. Ifρ :G → G is an injective endomorphism, then the induced ordering�ρ is
also a total ordering onG. We denote the corresponding field of MN-series byK

ρ
w[G].

For example, ifG = Zn, then any nonsingular matrixM ∈ GL(Zn) induces an injective
endomorphism. In particular,Kw[Z2] � K〈〈x, t〉〉 is the field of double Laurent serie
andK

ρ
w[Z2] � K〈〈x−1, t〉〉, where the matrix corresponding toρ is the diagonal matrix

diag(−1,1). It is easy to see thatK〈〈xε1
1 , . . . , x

εn
n 〉〉 with εi = ±1 are special fields of MN

seriesKρ〈〈x1, . . . , xn〉〉, where the corresponding matrix forρ is the diagonal matrix with
entriesεi .

Series expansions in a field of MN-series depend on the total ordering�ρ . When com-
paring monomials, it is convenient to use the symbol�ρ : if g1 �ρ g2 then we write
tg1 �ρ tg2. We shall call attention to the expansions in the following example.

Let ρ be defined byρ(x) = x2y andρ(y) = xy2, and considerKρ〈〈x, y〉〉. The expan-
sion of 1/(x − y) is given by

1 = 1 · 1 = 1 ∑ yk

,

x − y x 1− y/x x

k�0
xk
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sinceρ(y/x) = ρ(y)/ρ(x) = y/x 
 1, which implies 1≺ρ y/x.
Now notice the expansion of 1/(x2 − y) is given by

1

x2 − y
= −1

y
· 1

1− x2/y
= −1

y

∑
k�0

x2k

yk
,

sinceρ(y/x2) = ρ(y)/ρ(x2) = 1/x3 ≺ 1, which implies 1≺ρ x2/y.
In order to state the residue theorem, we need more concepts. Consider the fo

situation. LetG andH be groups withH � Zn, and suppose that we have a total order
� on the direct sumG ⊕H such thatG ⊕H is a TOA-group. We identifyG with G ⊕0 and
H with 0⊕H. Lete1, e2, . . . , en be a basis ofH. Letρ be the endomorphism onG⊕H that
is generated byρ(ei) = gi + ∑

j mij ej for all i, wheregi ∈ G, andρ(g) = g for all g ∈ G.
Thenρ is injective if the matrixM = (mij )1�i,j�n belongs toGL(Zn), i.e., det(M) �= 0.

It is natural to use new variablesxi to denotetei for all i. Thus monomials inKw[G⊕H]
can be represented astgx

k1
1 · · ·xkn

n . Correspondingly,ρ acts on monomials byρ(tg) = tg

for all g ∈ G, andρ(xi) = tgi x
mi1
1 · · ·xmin

n .

Notation. If fi are monomials, we usef to denote the homomorphismρ generated by
ρ(xi) = fi .

An elementη �= 0 of Kw[G ⊕H] can be written as

η =
∑
k∈Zn

∑
g∈G

ag,k tgx
k1
1 · · ·xkn

n =
∑
k∈Zn

bkxk,

whereag,k ∈ K andbk ∈ Kw[G]. If bkxk �= 0, then we call it anx-termof η. Since the se
{ord(bkxk): k ∈ Zn, bk �= 0} is a nonempty subset of supp(η), it is well ordered and henc
has a least element. Because of the different exponents in thex ’s, no two of ord(bkxk) are
equal. So we can define thex-initial term ofη to be thex-term that has the least order.

To define the operators∂
∂xi

, CTxi
, Resxi

, it suffices to consider the caseH = Z. These
operators are defined by:

∂

∂x

∑
n∈Z

bnx
n =

∑
n∈Z

nbnx
n−1, CT

x

∑
n∈Z

bnx
n = b0, Res

x

∑
n∈Z

bnx
n = b−1.

Multivariate operators are defined by iteration. All these operators work nicely in the
of MN-seriesKw[G ⊕H], because an MN-series has a well-ordered support, and sti
a well-ordered support after applying these operators.

There are several computational rules [17, Lemma 3.2.1] for evaluating constant
in the univariate case, but we are going to concentrate on the residue theorem in the
variate case.
In what follows, we supposeFi ∈ Kw[G ⊕H] for all i.
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Definition 3.1. The Jacobian determinant (or simply Jacobian) ofF = (F1, . . . ,Fn) with
respect tox is defined to be

J (F|x) := J

(
F1,F2, . . . ,Fn

x1, x2, . . . , xn

)
= det

(
∂Fi

∂xj

)
1�i, j�n

.

When thex ’s are clear, we writeJ (F1,F2, . . . ,Fn) for short.

Definition 3.2. If the x-initial term of Fi is aix
bi1
1 · · ·xbin

n , then the Jacobian number ofF
with respect tox is defined to be

j (F|x) := j

(
F1,F2, . . . ,Fn

x1, x2, . . . , xn

)
= det(bij )1�i, j�n.

Definition 3.3.The log Jacobian ofF1, . . . ,Fn is defined to be

LJ(F1, . . . ,Fn) := x1 · · ·xn

F1 · · ·Fn

J (F1, . . . ,Fn).

We call it the log Jacobian because formally it can be written as (see [15])

LJ(F1, . . . ,Fn) = J

(
logF1, . . . , logFn

logx1, . . . , logxn

)
,

since

∂ logF

∂ logx
= ∂ logF

∂F

∂F

∂ logx
= 1

F

∂F

∂x

∂x

∂ logx
= x

F

∂F

∂x
.

Remark 3.4. The Jacobian is convenient in residue evaluation, while the log Jacob
convenient in constant term evaluation.

The following lemma is needed for the proof of our residue theorem. It is also a ki
generalized composition law.

Let Φ be a formal series inx1, . . . , xn with coefficients inKw[G], and let Fi ∈
Kw[G ⊕ H]. ThenΦ(F1, . . . ,Fn) is obtained fromΦ by replacingxi with Fi . The fol-
lowing lemma gives a simple sufficient condition for the convergence ofΦ(F1, . . . ,Fn).

Lemma 3.5.LetΦ andFi be as above and letfi be the initial term ofFi for all i. Suppose
j (F1, . . . ,Fn) �= 0. ThenΦ(x1, . . . , xn) ∈ K f

w[G ⊕ H] if and only ifΦ(f1, . . . , fn) exists
in Kw[G ⊕H], and if these conditions hold thenΦ(F1, . . . ,Fn) exists inKw[G ⊕H].

Proof. We first show the equivalence. The mapρ :xi → fi induces an endomorphism o
H � Zn. This endomorphism is injective sincej (f1, . . . , fn) �= 0, which is equivalent to

j (F1, . . . ,Fn) �= 0. Thereforeρ also induces an injective endomorphism onG⊕H. We see
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that supp(Φ(f1, . . . , fn)) is well ordered inG ⊕H if and only if ρ(supp(Φ(x1, . . . , xn)))

is well ordered. This, by definition, is to say thatΦ(x1, . . . , xn) ∈ K f
w[G ⊕H].

Now we show the implication. Write eachFi asfi(1 + τi), with ord(τi) > 0. Given
the convergence ofΦ(f1, . . . , fn) we first show that for everyg ∈ G and m ∈ Z,
[tgxm]Φ(F1, . . . ,Fn) is a finite sum.

Write Φ as
∑

k∈Zn akxk . Let A be the support ofΦ(f). ThenA is the disjoint union of
supp(akf k) for all k. This follows from the first part:ρ is injective.

Now

Φ(F1, . . . ,Fn) =
∑
k∈Zn

akf k(1+ τ1)
k1 · · · (1+ τn)

kn . (3.1)

We observe that replacing any nonzero element inK by 1 will not reduce the numbe
of summands, so(1 + τi)

ki can be replaced with(1 − τi)
−1 = ∑

l�0 τ l
i . Therefore, the

number of summands for the coefficient oftgxm in Φ(F1, . . . ,Fn) is no more than that in

∑
k∈Zn

akf k(1− τ1)
−1 · · · (1− τn)

−1 = (1− τ1)
−1 · · · (1− τn)

−1
∑
k∈Zn

akf k,

which is a finite product of elements inKw[G ⊕H]. Note that in obtaining the right-han
side of the above equation, we used the fact that the supports ofakf k are disjoint for allk.

The proof of the lemma will be finished after we show thatΦ(F1, . . . ,Fn) has a well-
ordered support. LetTi be the support ofτi . Then the support of(1+ τi)

ki is contained in⋃
l�0 T +l

i . Thus for everyk

suppakf k(1+ τ1)
k1 · · · (1+ τn)

kn ⊆ A +
⋃
l�0

T +l
1 + · · · +

⋃
l�0

T +l
n ,

which is well ordered by Propositions 2.1 and 2.3. So by (3.1), the support ofΦ(F1, . . . ,Fn)

is also well ordered. �
Remark 3.6.The implication in Lemma 3.5 is not true whenj (F1, . . . ,Fn) = 0. For in-
stance, letΦ = ∑

k�0 xk
2/xk

1 −∑
k�0 x3k

2 /x2k
1 and letF1 = x2

1, F2 = x1(1+ x1). Then it is
straightforward to check thatΦ(f1, f2) = 0, butΦ(F1,F2) is not inK〈〈x1〉〉.

Notation. Starting with a TOA-groupG ⊕H as described above, letΦ be a formal series
on G ⊕ H. When we write CTρx Φ(x1, . . . , xn), we mean both thatΦ(x1, . . . , xn) belongs
to K

ρ
w[G ⊕ H], and that the constant term is taken in this field. Whenρ is the identity

map, it is omitted. When we write CTF Φ(F1, . . . ,Fn), it is assumed thatΦ(x1, . . . , xn) ∈
K f

w[G ⊕ H], wherefi is the initial term ofFi , and we are taking the constant term
Φ(x1, . . . , xn) in the ringK f

w[G ⊕H]. Or equivalently, we always have

CT
F

Φ(F1, . . . ,Fn) = CT
x

f Φ(x1, . . . , xn).
This treatment is particularly useful when dealing with rational functions.
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Now comes our residue theorem forKw[G ⊕H], in which we will see how an elemen
in one field is related to an element in another field through taking constant terms.

Theorem 3.7(Residue Theorem). Suppose for eachi, Fi ∈ Kw[G ⊕H] hasx-initial term
fi = aix

bi1
1 · · ·xbin

n with ai ∈ Kw[G]. If j (F1, . . . ,Fn) �= 0, then for anyΦ(x) ∈ K f
w[G ⊕

H], we have

Res
x

Φ(F1, . . . ,Fn)J (F1, . . . ,Fn) = j (F1, . . . ,Fn)Res
F

Φ(F1, . . . ,Fn). (3.2)

Equivalently, in terms of constant terms, we have

CT
x

Φ(F1, . . . ,Fn)LJ (F1, . . . ,Fn) = j (F1, . . . ,Fn)CT
F

Φ(F1, . . . ,Fn). (3.2′)

Proof. ReplaceΦ(F1, . . . ,Fn) with F1 · · ·FnΦ(F1, . . . ,Fn) in (3.2). Then by a straight
forward algebraic manipulation, we will get (3.2′). Similarly we can obtain (3.2) from
(3.2′). This shows the equivalence.

By the hypothesis and Lemma 3.5, the left-hand side of (3.2) exists by taking the
stant term inKw[G ⊕ H], while the right-hand side exists by taking the constant term
K f

w[G ⊕H].
For the remaining part it suffices to show that the theorem is true for monomialsΦ by

multilinearity. The proof will be completed after we show Lemmas 3.13 and 3.14 bel

Remark 3.8.Whenj (F1, . . . ,Fn) = 0,Φ(F1, . . . ,Fn) is only well defined in some speci
cases. In such cases, (3.2) also holds. For example, ifΦ(x1, . . . , xn) is a Laurent polyno-
mial, thenΦ(F1, . . . ,Fn) always exists.

Remark 3.9.The theorem holds for any rational functionΦ, i.e.,Φ(x1, . . . , xn) belongs
to the quotient field of(Kw[G])[H]. This follows from the fact thatK f

w[G ⊕ H] is a field
containing(Kw[G])[H] as a subring.

The proof of our residue theorem and lemmas basically comes from [2], except f
proof of Lemma 3.14, which uses the original idea of Jacobi.

The following properties of Jacobians can be easily checked.

Lemma 3.10.We have

(1) J (F1,F2, . . . ,Fn) is Kw[G]-multilinear.
(2) J (F1,F2, . . . ,Fn) is alternating; i.e.,J (F1,F2, . . . ,Fn) = 0 if Fi = Fj for somei �= j .
(3) J (F1,F2, . . . ,Fn) is anticommutative; i.e.,

J (F1, . . . ,Fi, . . . ,Fj , . . . ,Fn) = −J (F1, . . . ,Fj , . . . ,Fi, . . . ,Fn).

(4) (Composition rule) If g(z) ∈ K((z)) andg(F1) exists inKw[G ⊕H], then

( ) dg

J g(F1),F2, . . . ,Fn =

dz
(F1)J (F1,F2, . . . ,Fn).
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(5) (Product rule)

J (F1G1,F2, . . . ,Fn) = F1J (G1,F2, . . . ,Fn) + G1J (F1,F2, . . . ,Fn).

(6) J (F−1
2 ,F2, . . . ,Fn) = 0.

A formal series onG ⊕H having only onex-term is called anx-monomial.

Lemma 3.11.If all fi arex-monomials, then

LJ(f1, . . . , fn) = j (f1, . . . , fn). (3.3)

Equivalently,

J (f1, . . . , fn) = j (f1, . . . , fn)
f1 · · ·fn

x1 · · ·xn

. (3.3′)

Proof. Suppose that for everyi, fi = aix
bi1
1 · · ·xbin

n , whereai is inKw[G]. Then∂fi/∂xj =
bijfi/xj . Factoringfi from theith row of the Jacobian matrix for alli and then factoring
x−1
j from thej th column for allj , we get

J (f1, f2, . . . , fn) = f1 · · ·fn

x1 · · ·xn

det(bij ).

Equations (3.3) and (3.3′) are just rewriting of the above equation.�
Lemma 3.12.

Res
x

J (F1, . . . ,Fn) = 0.

Proof. By multilinearity, it suffices to checkx-monomialsFi . SupposeFi = fi as given
in the proof of Lemma 3.11. Then Eq. (3.3′) can be rewritten as

J (F1, . . . ,Fn) = det(bij )a1 · · ·anx
−1+∑

bi1
1 · · ·x−1+∑

bin
n .

If
∑

bi1 = ∑
bi2 = · · · = ∑

bin = 0, then the Jacobian number is 0, and therefore
residue is 0. Otherwise, at least one of thexi ’s has exponent�= −1, so the residue is 0 b
definition. �
Lemma 3.13.For all integersei with at least oneei �= −1, we have

ResFe1 · · ·FenJ (F1, . . . ,Fn) = 0. (3.4)

x 1 n
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Proof. The clever proof in [2, Theorem 1.4] also works here.
Permuting theFi and using(3) of Lemma 3.10, we may assume thate1 �= −1, . . . ,

ej �= −1, butej+1 = · · · = en = −1, for somej with 1 � j � n. SettingGi = 1
ei+1F

ei+1
i

for i = 1, . . . , j , we have

F
e1
1 F

e2
2 · · ·Fen

n J (F1,F2, . . . ,Fn) = F−1
j+1 · · ·F−1

n J (G1, . . . ,Gj ,Fj+1, . . . ,Fn).

Then applying the formula

F−1
j+1J (G1, . . . ,Gj ,Fj+1, . . . ,Fn) = J

(
F−1

j+1G1,G2, . . . ,Gj ,Fj+1, . . . ,Fn

)

repeatedly forj + 1, j + 2, . . . , n, we get

J
(
F−1

j+1 · · ·F−1
n G1,G2, . . . ,Gj ,Fj+1, . . . ,Fn

)
.

The result now follows from Lemma 3.12.�
For the casee1 = e2 = · · · = en = −1, we have

Lemma 3.14.

Res
x

F−1
1 · · ·F−1

n J (F1, . . . ,Fn) = j (F1, . . . ,Fn). (3.5)

The simple proof for this case in [2] does not apply in our situation. The reason w
explained in Proposition 3.15.

Note that Lemma 3.14 is equivalent to saying that

CT
x

LJ(F1, . . . ,Fn) = j (F1, . . . ,Fn). (3.6)

Proof. Let fi := aix
bi1
1 · · ·xbin

n be thex-initial term of Fi . ThenFi = fiBi , whereBi ∈
Kw[G ⊕ H] hasx-initial term 1. By the composition law, log(Bi) ∈ Kw[G ⊕ H]. Now
applying the product rule, we have

F−1
1 · · ·F−1

n J (F1,F2, . . . ,Fn)

= f −1
1 F−1

2 · · ·F−1
n J (f1,F2, . . . ,Fn) + B−1

1 F−1
2 · · ·F−1

n J (B1,F2, . . . ,Fn)

= f −1
1 F−1

2 · · ·F−1
n J (f1,F2, . . . ,Fn) + F−1

2 · · ·F−1
n J

(
log(B1),F2, . . . ,Fn

)
.

From Lemma 3.13, the last term in the above equation has no contribution to the r
in x, and hence can be discarded.

The same procedure can be applied toF2,F3, . . . ,Fn. Finally we will get

Res
x

F−1
1 · · ·F−1

n J (F1,F2, . . . ,Fn) = Res
x

f −1
1 · · ·f −1

n J (f1, f2, . . . , fn),
which is equal to the Jacobian number by Lemma 3.11.�
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The proof of our residue theorem is now completed.�
The next result gives a good reason for using the log Jacobian.

Proposition 3.15.Thex-initial term of the log JacobianLJ(F1, . . . ,Fn) equals the Jaco
bian numberj (F1, . . . ,Fn) when it is nonzero.

Proof. From the definition,

LJ(F1, . . . ,Fn) = x1 · · ·xn

F1 · · ·Fn

J (F1, . . . ,Fn) = x1 · · ·xn

F1 · · ·Fn

∑
g

J (g1, . . . , gn),

where the sum ranges over allx-termsgi of Fi . Applying Lemma 3.11 gives us

LJ(F1, . . . ,Fn) =
∑

g

g1 · · ·gn

F1 · · ·Fn

j (g1, . . . , gn).

The Jacobian number is always an integer. The displayed summand has the smalle
whengi equals thex-initial term ofFi for all i. It is clear now that we can write

LJ(F1, . . . ,Fn) = j (F1, . . . ,Fn) + higher ordered terms.

To show thatj (F1, . . . ,Fn) is thex-initial term, we need to show that all the other ter
that are independent ofx cancel. (Note that we do not have this trouble when all the c
ficients belong toK .) This is equivalent to saying that

CT
x

LJ(F1, . . . ,Fn) = j (F1, . . . ,Fn),

which follows from Lemma 3.14. �
Example 3.16.Let K〈〈x, t〉〉 be the working field. LetF = x2+xt +x3t . Then thex-initial
term ofF is x2, soj (F |x) = 2. Now let us see what happens to the log JacobianLJ(F |x)

of F with respect tox.

LJ(F |x) = x

F

∂F

∂x
= x(2x + t + 3x2t)

x2(1+ t/x + xt)

=
(

2+ t

x
+ 3xt

)∑
k�0

(−1)k
(

t

x
+ xt

)k

.

Since every other monomial is divisible byt , the initial term ofLJ(F |x) is 2. It then fol-
lows that thex-initial term of LJ(F |x) must contain 2 and therefore must be the cons
term inx.

It is not clear that 2 is the unique term in the expansion of CTx LJ (F |x), but all the

other terms cancel. We check as follows.
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above

nstant
(3.7)
in
CT
x

LJ (F |x) = CT
x

(
2+ t

x
+ 3xt

)∑
k�0

(−1)k
(

t

x
+ xt

)k

= 2
∑
k�0

(
2k

k

)
t2k − t

∑
k�0

(
2k + 1

k

)
t2k+1 − 3t

∑
k�0

(
2k + 1

k + 1

)
t2k+1

= 2+
∑
k�1

(
2

(
2k

k

)
− 4

(
2k − 1

k

))
t2k.

Now it is easy to see that the terms, other than 2, not containingx in the expansion of the
log Jacobian really cancel.

From Theorem 3.7 and Lemma 3.11, we see directly the following result.

Corollary 3.17. If fi are all x-monomials inKw[G ⊕ H], j (f1, . . . , fn) �= 0, and Φ ∈
K f

w[G ⊕H], then

CT
x

Φ(f1, . . . , fn) = CT
f1,...,fn

Φ(f1, . . . , fn).

In the case that allfi are monomials inK[x,x−1] with j (f) �= 0,Φ is inK[x,x−1] if and
only Φ(f1, . . . , fn) is (with possible fractional exponents). SinceΦ has a finite support
its series expansion is independent of the working field. In particular, we have

CT
f1,...,fn

Φ(f1, . . . , fn) = CT
x1,...,xn

Φ(x1, . . . , xn).

More generally, we have the following as a consequence of Corollary 3.17 and the
argument.

Corollary 3.18. Supposey is another set of variables. IfΦ ∈ K[x,x−1]〈〈y〉〉, and iffi are
all monomials inx with j (f) �= 0, then

CT
x

Φ(f1, . . . , fn) = CT
x

Φ(x1, . . . , xn).

The following two examples are illustrative in explaining our residue theorem.

Example 3.19.The following identity follows trivially by replacingx with x−1.

CT
x

∑
k�0

x−k = CT
x

∑
k�0

xk. (3.7)

This identity is not as simple as it might appear at first sight. It equates the co
terms of two elements belonging to two different fields; namely, the left-hand side of
takes the constant term inK((x−1)), while the right-hand side takes the constant term

K((x)).



G. Xin / Advances in Applied Mathematics 35 (2005) 271–293 285

terms

other

n

le
ct

cobian

are
is

e

The above cannot be explained by Jacobi’s formula, especially when we write it in
of rational functions:

CT
x

1

1− x−1
= CT

x

1

1− x
. (3.8)

Now let us explain this identity in two ways: one using our residue theorem, and the
using complex analysis.

Let f = x−1. Then the log JacobianLJ(f |x) = x/f · ∂f/∂x = −1, and the Jacobia
number is also−1. Thus

CT
x

1

1− x
= CT

x

1

1− f −1
· (−LJ(f |x)

) = CT
f

1

1− f −1
.

So thex on the left-hand side of (3.8) is indeed playing the same role with the variabf

defined byf = x−1. Now f −1 
 1 since it is the same asx 
 1, and we have the corre
series expansion.

Now we sketch the idea in complex analysis, and describe the meaning of Ja
number in the one variable case. We have

CT
x

1

1− x
= 1

2πi

∮
γ

1

z(1− z)
dz,

whereγ is the counter-clockwise circle|z| = ε for sufficiently small positiveε. We can
think of ε as equal tox.

Now if we make a change of variable byz = 1/u, then after simplifying, we get

1

2πi

∮
γ ′

−1

u(1− u−1)
du = CT

f

1

1− f −1
,

whereγ ′, the image ofγ under the mapz �→ 1/u, is the clockwise circle|u| = 1/ε. The
Jacobian number−1 comes from the different orientation of the circle. Similarly, if we
making the change of variable byz = u2, the new circle will be a double circle, which
consistent with the fact that the Jacobian number is 2.

Example 3.20.Evaluate the following constant term inK((x)).

CT
x

(1− x−1)4

(x − 1)(π(1− x−1) + (1− x−1)2)
.

Solution. Let F = 1 − x−1. ThenLJ(F |x) = x/F · dF/dx = 1/(x − 1). Thex-initial
term of F is x−1 so that the Jacobian number is−1. Hence by our residue theorem, w

have
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CT
x

(1− x−1)4

(x − 1)(π(1− x−1) + (1− x−1)2)
= CT

x

F 4

πF + F 2
LJ(F |x)

= CT
F

(−1) · F 4

πF + F 2
.

Now the initial term ofF is x−1 and the initial term ofF 2 is x−2 so thatF 
 F 2. Thus the
final solution is

CT
F

−F 2

1+ πF−1
= −π2.

Remark 3.21.Suppose the working field isK((x)). If the new variableF has a positive Ja
cobian numberj (F |x), the second field as described in our residue theorem is alsoK((x)).
In this case, Jacobi’s formula also applies. Ifj (F |x) is a negative number, then we c
chooseF−1 as the new variable to apply Jacobi’s formula. This is why the two fields
nomenon as in the above two examples was not noticed before.

The next example is hard to evaluate without using our residue theorem.

Example 3.22.Evaluate the following constant term inC〈〈x, y, t〉〉.

CT
x,y

x3et/xy(2t − 3xy)
(
x3yet/xy − tx − ty

)−1
(x − y)−1(−1+ x3et/xy

)−1
. (3.9)

Solution. Thex-variables arex andy. Let F = x2yet/xy , G = xy2et/xy . It is straightfor-
ward to compute the log Jacobian and the Jacobian number. We have

LJ(F,G|x, y) = 3− 2t

xy
, and j (F,G|x, y) = 3.

We can check that (3.9) can be written as

CT
x,y

F 3G

(F 2 − (F + G)t)(F − G)(G − F 2)
LJ (F,G|x, y).

Thus by the residue theorem, the above constant term equals

CT
F,G

3F 3G

(F 2 − (F + G)t)(F − G)(G − F 2)
= CT

F,G

3(
1− (F+G)t

F 2

)(
1− G

F

)(
1− F 2

G

) , (3.10)

where on the right-hand side of (3.10), we can check that 1 is the initial term of each
in the denominator.

At this stage, we can use series expansion to obtain the constant term. We use

lowing lemma instead.



G. Xin / Advances in Applied Mathematics 35 (2005) 271–293 287

e

,

se, in
Lemma 3.23.Suppose thatΦ contains only nonnegative powers inx. Then

CT
x

Φ(x) · 1

1− u/x
= Φ(u),

whereu is independent ofx andu 
 x.

This lemma is reduced by linearity to the case whenΦ(x) = xk for some nonnegativ
integerk, which is trivial.

We take the constant term inG first by applying Lemma 3.23.

CT
F,G

3(
1− (F+G)t

F 2

)(
1− G

F

)(
1− F 2

G

) = CT
F

3F 3

(F 2 − (F + F 2)t)(F − F 2)

= CT
F

3

(1− t)(1− F)
· 1(

1− t
(1−t)F

)

= 3

(1− t)
(
1− t

1−t

) ,

where in the last step, we applied Lemma 3.23 again.
After simplification, we finally get

CT
x,y

x3et/xy(2t − 3xy)
(
x3yet/xy − tx − ty

)−1
(x − y)−1(−1+ x3et/xy

)−1 = 3

1− 2t
.

4. Another view of Lagrange’s inversion formula

Let F1, . . . ,Fn be power series in variablesx1, . . . , xn of the formFi = xi + higher
degree terms, with indeterminate coefficients for eachi. It is known, e.g., [1, Proposition 5
p. 219], thatF = (F1, . . . ,Fn) has a unique compositional inverse, i.e., there existsG =
(G1, . . . ,Gn) where eachGi is a power series inx1, . . . , xn such thatFi(G1, . . . ,Gn) = xi

andGi(F1, . . . ,Fn) = xi for all i.
Lagrange inversion gives a formula for theG’s in terms of theF ’s. Such a formula is

very useful in combinatorics. A good summary of this subject can be found in [4].
The diagonal (or Good’s) Lagrange inversion formula deals with the diagonal ca

which xi dividesFi for every i, or equivalently,Fi = xiHi , whereHi ∈ K[[x1, . . . , xn]]
with constant term 1. We now derive Good’s formula by our residue theorem:

Let K〈〈x1, x2, . . . , xn〉〉 be the working field. Thenxi is the initial term ofFi , and the
Jacobian numberj (F1, . . . ,Fn) equals 1. Letyi = Fi(x). We will havexi = Gi(y). Then

[
y

k1
1 · · ·ykn

n

]
Gi(y) = Res

y
y

−1−k1
1 · · ·y−1−kn

n Gi(y) (4.1)

−1−k
= Res
x

F 1
1 · · ·F−1−kn

n xiJ (F). (4.2)
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The above argument works the same way by using Jacobi’s residue formula.
A similar computation applies to the nondiagonal case by working inKρ〈〈x1, . . . , xn〉〉,

whereρ is the injective homomorphism intoK〈〈x1, . . . , xn, t〉〉 induced byρ :xi �→ xit .
This total ordering makesxi the initial term ofFi for all i, and clearlyKρ〈〈x1, . . . , xn〉〉
containsK[[x1, . . . , xn]] as a subring. This way is equivalent to the homogeneous expa
introduced in [2]. Note that Jacobi’s formula does not apply directly, though Gess
showed how the nondiagonal case could be derived from the diagonal case. No
that we cannot apply the residue theorem inK〈〈x1, . . . , xn〉〉, because the Jacobian numb
might equal 0. For example, ifxn does not divideFn, then it is easily seen that the expone
of xn in the initial term ofFi is zero for alli. So the Jacobian number ofF1, . . . ,Fn is 0.

More generally, letΦ ∈ K[[y1, . . . , yn]]. Then

[
y

k1
1 · · ·ykn

n

]
Φ

(
G(y)

) = Res
x

F
−1−k1
1 · · ·F−1−kn

n Φ(x)J (F).

Multiplying both sides of the above equation byy
k1
1 · · ·ykn

n , and summing on all non
negative integersk1, k2, . . . , kn, we get

Φ
(
G(y)

) = Res
x

1

F1 − y1
· · · 1

Fn − yn

J (F)Φ(x), (4.3)

which is true as power series in theyi ’s.
It is natural to ask if we can get this formula directly from our residue theorem.

answer is yes. The argument is given as follows.
The working field isKρ〈〈x1, . . . , xn〉〉〈〈y1, . . . , yn〉〉. We let zi = Fi − yi . Thenxi =

Gi(y + z), and the initial term ofFi − yi is xi , for yi has higher order than thex ’s. Thus
the Jacobian number is 1, and the Jacobian determinantJ (z|x) still equalsJ (F). Applying
the residue theorem, we get

Res
x

1

F1 − y1
· · · 1

Fn − yn

J (F)Φ(x) = Res
z

1

z1z2 · · · zn

Φ
(
G(y + z)

)
.

Since Φ(G(y + z)) is in K[[y,z]], the final result is obtained by settingz = 0 in
Φ(G(y + z)).

Note thatJ (F) ∈ K[[x]] has constant term 1. ThereforeJ (F)−1Φ(x) is also inK[[x]].
Hence we can reformulate (4.3) as

Res
x

1

F1 − y1
· · · 1

Fn − yn

Φ(x) = Φ(x)J (F)−1
∣∣
x=G(y)

.

5. Dyson’s conjecture

Our residue theorem can be used to prove a conjecture of Dyson.

Theorem 5.1 (Dyson’s Conjecture). Let a1, . . . , an be n nonnegative integers. Then th

following equation holds as Laurent polynomials inz.



G. Xin / Advances in Applied Mathematics 35 (2005) 271–293 289

ilar
alytic
rent

chev’s
is leads

i-
CT
z

∏
1�i �=j�n

(
1− zi

zj

)aj

= (a1 + a2 + · · · + an)!
a1!a2! · · ·an! . (5.1)

Forn = 3 this assertion is equivalent to the familiar Dixon identity:

∑
j

(−1)j
(

a + b

a + j

)(
b + c

b + j

)(
c + a

c + j

)
= (a + b + c)!

a!b!c! .

Theorem 5.1 was first proved by Wilson [15] and Gunson [7] independently. A sim
proof was given by Egorychev in [3, pp. 151–153]. These proofs use integrals of an
functions. A simple induction proof was found by Good [5]. We are going to give a Lau
series proof by using the residue theorem for MN-series. Our new proof uses Egory
change of variables, and uses Wilson’s argument for evaluating the log Jacobian. Th
to a generalization of Theorem 5.1.

Let z be the vector(z1, z2, . . . , zn). If z appears in the computation, we usez for the
productz1 = z1z2 · · · zn. We use similar notation foru.

Let ∆(z) = ∆(z1, . . . , zn) = ∏
i<j (zi − zj ) = det(zn−j

i ) be the Vandermonde determ
nant inz, and let∆j(z) = ∆(z1, . . . , ẑj , . . . , zn), whereẑj means to omitzj . We introduce
new variables

uj = (−1)j−1zn−1
j ∆j (z).

Then they satisfy the equations

∆(z) =
n∑

j=1

(−1)j−1zn−1
j ∆j (z) = u1 + u2 + · · · + un,

and

u1 · · ·un =
n∏

j=1

(−1)j−1zn−1
j ∆j (z) = (−1)(

n
2)zn−1(∆(z)

)n−2
.

We also have

n∏
i=1, i �=j

(
1− zi

zj

)
= (−1)j−1 ∆(z)

zn−1
j ∆j (z)

= u1 + u2 + · · · + un

uj

.

Thus Eq. (5.1) is equivalent to

CT
z

(u1 + u2 + · · · + un)
a1+a2+···+an

u
a1
1 · · ·uan

n

= (a1 + a2 + · · · + an)!
a1!a2! · · ·an! ,
which is a direct consequence of the multinomial theorem and the following proposition.
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Proposition 5.2.For any seriesΦ(z) ∈ Ku〈〈z〉〉, we have

CT
z

Φ(u1, . . . , un) = CT
u

Φ(u1, . . . , un).

In fact, we can prove a more general formula. Letr be an integer and let

u
(r)
j = (−1)j−1zr

j∆j (z).

Thenu
(r)
1 + · · · + u

(r)
n equalshr−n+1(z1, z2, . . . , zn)∆(z) for r � n − 1 and equals 0 fo

0� r � n−2, wherehk(z) = ∑
i1�···�ik

zi1 · · · zik is the complete symmetric function [1
Theorem 7.15.1]. We have the following generalization.

Theorem 5.3.If r is not equal to any of0,1, . . . , n − 2, or −(
n−1

2

)
, then for any series

Φ(z) ∈ Kρ〈〈z〉〉, whereρ(zi) = u
(r)
i , we have

CT
z

Φ
(
u

(r)
1 , . . . , u(r)

n

) = CT
u(r)

Φ
(
u

(r)
1 , . . . , u(r)

n

)
.

Note that Proposition 5.2 is the special case forr = n − 1 of Theorem 5.3. If we se
r = n, the multinomial theorem yields the following:

Corollary 5.4. Leta1, . . . , an ben nonnegative integers. Then the following equation ho
for Laurent polynomials inz.

CT
z

(z1 + · · · + zn)
a1+···+an

z
a1
1 · · · zan

n

∏
1�i �=j�n

(
1− zi

zj

)aj

= (a1 + a2 + · · · + an)!
a1!a2! · · ·an! . (5.2)

By Theorem 3.7 and Proposition 3.15, Theorem 5.3 is equivalent to the assertio
the log Jacobian is a nonzero constant. To show this, we use

Lemma 5.5[15, Lemma 4]. LetG(x1, . . . , xn) be a ratio of two polynomials in thex ’s, in
which the denominator is∆(x1, . . . , xn) and

(1) G is a symmetric function ofx1, . . . , xn,
(2) G is homogeneous of degree0 in thex ’s.

ThenG is a constant.

Proof of Theorem 5.3. In order to compute the log Jacobian, we let

J = det(Jij ) = det

(
∂ logu

(r)
i

∂ logzj

)
.

ThenJii = r andJij = ∑
k �=i zi/(zk − zj ) for i �= j . We first show thatJ is a constant by
Lemma 5.5. It is easy to see thatJ satisfies conditions (1), (2) in Lemma 5.5. Now we show
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that the denominator ofJ is ∆(z), so that we can claim that the Jacobian is a constant
hence equals the Jacobian number.

EvidentlyJ is the ratio of two polynomials in thez’s, whose denominator is a produ
of factorszi − zj for somei �= j . From the expression ofJij , we see thatzi − zj only
appears in theith and thej th column. Every 2 by 2 minor of theith andj th columns is of
the following form, in which we assume thatk andl are not one ofi andj .

∣∣∣∣Jki Jkj

Jli Jlj

∣∣∣∣ =
∣∣∣∣

zk

zj −zi
+ ∑

s �=i,j
zk

zs−zi

zk

zi−zj
+ ∑

s �=i,j
zk

zs−zj
zl

zj −zi
+ ∑

s �=i,j
zl

zs−zi

zl

zi−zj
+ ∑

s �=i,j
zl

zs−zj

∣∣∣∣ .
In the above determinant, the terms containing(zi −zj )

2 as the denominator cancel. The
fore, expanding the determinant according to theith andj th column, we see that∆(z) is
the denominator ofJ .

Now the initial term ofzi − zj is zi if i < j . We see that the initial term ofu(r)
1 is

zr
1z

n−2
2 zn−3

3 · · · zn−1. Similarly we can get the initial term foru(r)
j . The Jacobian numbe

denoted byj (r), is thus the determinant

j (r) = det




r n − 2 n − 3 · · · 0
n − 2 r n − 3 · · · 0

...
...

...
...

...

n − 2 n − 3 n − 4 · · · r


 ,

where the displayed matrix has diagonal entriesr , and other entries in each row a
n − 2, n − 3, . . . ,0, from left to right.

Since the row sum of each row isr + (
n−1

2

)
, it follows that

j

(
−

(
n − 1

2

))
= 0.

We claim thatj (r) = 0 whenr = 0,1, . . . , n − 2. For in those cases,u
(r)
1 + · · · + u

(r)
n = 0.

This implies that the Jacobian is 0, and hencej (r) = 0. We can regardj (r) as a polynomia
in r of degreen, and we already haven zeros. So

j (r) = r(r − 1) · · · (r − n + 2)

(
r +

(
n − 1

2

))

up to a constant. This constant equals 1 through comparing the leading coefficient or .
In particular,j (n−1) = (

n
2

)
(n−1)! = (n−1)n!/2. Note that in [3, p. 153], the consta

was said to be(2n − 3)(n − 1)!, which is not correct. �
Another proof of Dyson’s conjecture by our residue theorem is to use the chan

variables by Wilson [15].
Let

vj =
n∏ (

1− zj
)−1

.

i=1, i �=j
zi
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Then the initial term ofvj is z
−(n−j)
j zj+1 · · · zn up to a constant. Since the order ofvn is 0,

we have to excludevn from the change of variables, for otherwise, the Jacobian num
will be 0. In fact, we have the relationv1 + v2 + · · · + vn = 1, which can be easily show
by Lemma 5.5.

Dyson’s conjecture is equivalent to

CT
z

n∏
j=1

v
−aj

i = (a1 + a2 + · · · + an)!
a1!a2! · · ·an! . (5.3)

Another Proof of Dyson’s Conjecture. Using Lemma 5.5 and Wilson’s argument, w
can evaluate the following log Jacobian. (See [15] for details.)

∂(logv1, logv2, . . . , logvn−1)

∂(logz1, logz2, . . . , logzn−1)
= (n − 1)!vn.

Then by the residue theorem

CT
z

Φ(v1, . . . , vn−1, zn) = CT
v1,...,vn−1,zn

(1− v1 − · · · − vn−1)
−1Φ(v1, . . . , vn−1, zn).

In particular (since the initial term of 1− v1 − · · · − vn−1 is 1) we have:

CT
z

n∏
j=1

v
−aj

i = CT
v1,...,vn−1,zn

(1− v1 − · · · − vn−1)
−an−1

n−1∏
j=1

v
−aj

i

= [
v

a1
1 · · ·van−1

n−1

] ∑
m�0

(
an + m

an

)
(v1 + · · · + vn−1)

m

=
(

an + a1 + · · · + an−1

an

)(
a1 + · · · + an−1

a1, . . . , an−1

)
.

Equation (5.3) then follows. �
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