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#### Abstract

In a recent paper, a nonmonotone spectral projected gradient (SPG) method was introduced by Birgin et al. for the minimization of differentiable functions on closed convex sets and extensive presented results showed that this method was very efficient. In this paper, we give a more comprehensive theoretical analysis of the SPG method. In doing so, we remove various boundedness conditions that are assumed in existing results, such as boundedness from below of $f$, boundedness of $x_{k}$ or existence of accumulation point of $\left\{x_{k}\right\}$. If $\nabla f(\cdot)$ is uniformly continuous, we establish the convergence theory of this method and prove that the SPG method forces the sequence of projected gradients to zero. Moreover, we show under appropriate conditions that the SPG method has some encouraging convergence properties, such as the global convergence of the sequence of iterates generated by this method and the finite termination, etc. Therefore, these results show that the SPG method is attractive in theory.
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## 1. Introduction

The problem of minimizing a continuously differentiable mapping $f: R^{n} \rightarrow R$ over a nonempty closed convex set $\Omega \subseteq R^{n}$,

$$
\begin{equation*}
\min \{f(x): x \in \Omega\} \tag{1}
\end{equation*}
$$

[^0]has received considerable attention. Over the last few decades, there have been many different methods to solve problem (1). The simplest of these methods is the gradient projection method which was originally proposed by Goldstein [12] and Levitin and Polyak [17] and extended by Calamai and Moré [8]. This method possesses some advantages. Firstly, it is easy to implement (especially, for the optimization problem with simple bounds), uses little storage and readily exploits any sparsity or separable structure in $\nabla f(x)$ or $\Omega$. Secondly, it is able to drop and add many constraints from the active set at each iteration. Hence, it has been developed for solving various cases of problem (1).

Given an inner product norm $\|\cdot\|$, the projection onto a nonempty closed convex set $\Omega$ is the mapping $P_{\Omega}: R^{n} \rightarrow \Omega$ defined by

$$
P_{\Omega}(x):=\arg \min \{\|z-x\|: z \in \Omega\} .
$$

The gradient projection algorithm is defined by

$$
x_{k+1}=x_{k}\left(\lambda_{k}\right)=P_{\Omega}\left(x_{k}-\lambda_{k} \nabla f\left(x_{k}\right)\right),
$$

where $\lambda_{k}>0$ is the stepsize and $\nabla f(x)$ is the gradient of $f$.
Some convergence results of the gradient projection method were obtained (see, for example, [2,8,9,11-13, 17,18,23-26] and references therein). In the algorithms of these papers, we noticed that the sequence $\left\{f\left(x_{k}\right)\right\}$ was monotonically decreasing. But for some functions the performance of methods with monotone strategies is poor. The numerical results imply that the methods with proper nonmonotone strategies are more efficient than the ones with monotone strategies (see [6,10,15,16,20]). Particularly, in some cases, the methods with nonmonotone line search can overcome the Maratos effect [6].

The spectral choice of steplength introduced by Barzilai and Borwein [1] is a technique for the choice of steplength. Numerical results show that this technique is very efficient to solve large-scale unconstrained optimization (see [3,20-22]).

Recently, combining the spectral choice of steplength with nonmonotone line search techniques, Birgin et al. [4] established nonmonotone spectral projected gradient (SPG) methods. In the paper [4], a mass of numerical experiments showed that the spectral choice of the steplength represented considerable progress in relation to constant choices and that the nonmonotone framework was useful. However, the proof of their convergence theorems (see [4]) contain minor errors. The reason is that in the proof of case 2 (see [4, Theorems 2.3 and 2.4, p. 1200, p. 1202]) they mistook the sequence $\left\{x_{k}\right\}$ for a subsequence $\left\{x_{k}\right\}_{K}$, which converged to an accumulation point $\bar{x}$. So the convergence results in the paper [4] could not be obtained. In fact, if we add some appropriate conditions, the convergence theorem will be proved.

In this paper, the authors study the convergence properties of SPG methods. We remove various boundedness conditions that are assumed in existing results, such as boundedness from below of $f$, boundedness of $x_{k}$ or existence of accumulation point of $\left\{x_{k}\right\}$. If $\nabla f(\cdot)$ is uniformly continuous, we establish the convergence theory of this method and prove that the SPG method forces the sequence of projected gradients to zero. Moreover, we show under appropriate conditions that the SPG method has some encouraging convergence properties, such as the global convergence of the sequence of iterates generated by this method and the finite termination, which improve and generalize the corresponding results in the papers $[7,19]$.

The paper is organized as follows. In the next section we introduce some concepts and lemmas which are used in the remainder of the paper. In Section 3, we present the nonmonotone spectral projected gradient algorithms. We then prove the convergence theorems in Section 4. In Section 5, we study the
global convergence of the sequence $\left\{x_{k}\right\}$ of iterates generated by this method. Finally in Section 6, the finite convergence results under milder conditions are obtained.

## 2. Definitions and lemmas

We now review some definitions and lemmas that are used in subsequent sections.
We say that a point $x \in \Omega$ is a stationary point of problem (1) if it satisfies condition

$$
\langle\nabla f(x), y-x\rangle \geqslant 0 \quad \forall y \in \Omega .
$$

The set that consists of all the stationary points and the set that consists of all the global optimal solutions of problem (1), respectively, are denoted by $\Omega^{+}$and $\Omega^{*}$. If the mapping $f(\cdot)$ is pseudo-convex on $\Omega$, then $\Omega^{*}=\Omega^{+}$.

For a nonempty subset $S$ of $R^{n}$, its polar cone is defined as

$$
S^{\circ}=\left\{y \in R^{n} \mid\langle y, x\rangle \leqslant 0 \quad \forall x \in S\right\} .
$$

The tangent cone of $\Omega$ at $x \in \Omega$ is given by

$$
T_{\Omega}(x)=\left\{d \in R^{n} \mid \exists \tau_{k} \downarrow 0, d_{k} \rightarrow d \quad \forall k, x+\tau_{k} d_{k} \in \Omega\right\}
$$

The normal cone of $\Omega$ at $x$ is defined as

$$
N_{\Omega}(x)=T_{\Omega}(x)^{\circ} .
$$

We call a mapping $\nabla_{\Omega} f: R^{n} \rightarrow R^{n}$ the projected gradient of $f(\cdot)$ with respect to the set $\Omega$ if

$$
\nabla_{\Omega} f(x)=P_{T_{\Omega(x)}}(-\nabla f(x)) \quad \forall x \in \Omega .
$$

By this definition, $x \in \Omega^{+}$if and only if $\nabla_{\Omega} f(x)=0$ or $-\nabla f(x) \in N_{\Omega}(x)$.
A mapping $\nabla f(\cdot)$ is Lipschitz continuous on $\Omega$, if there exists a constant $L>0$ such that for every $x$, $y \in \Omega$,

$$
\|\nabla f(x)-\nabla f(y)\| \leqslant L\|x-y\| .
$$

Projection has been extensively studied and we here briefly recall some of its properties for our discussion.

Lemma 2.1 (Calamai and Moré [8]). Let $P_{\Omega}$ be the projection onto $\Omega$. Consider $x \in \Omega$, and define $x(\alpha):=P_{\Omega}(x-\alpha \nabla f(x))$, then
(1) $\langle x(\alpha)-x+\alpha \nabla f(x), y-x(\alpha)) \geqslant 0$, for all $y \in \Omega$ and $\alpha>0$
(2) for all $\alpha>0$,

$$
\langle\nabla f(x), x-x(\alpha)\rangle \geqslant \frac{\mid x(\alpha)-x \|^{2}}{\alpha}
$$

Lemma 2.2 (Calamai and Moré [8]). Let $\nabla_{\Omega} f(x)$ be the projected gradient of $f$ at $x \in \Omega$. Then
(1) $\min \{\langle\nabla f(x), v\rangle:\|v\| \leqslant 1\}=-\left\|\nabla_{\Omega} f(x)\right\|$;
(2) $\nabla_{\Omega} f(\cdot)$ is lower semicontinuous on $\Omega$, that is, if $\lim _{k \rightarrow \infty} x_{k}=x$, then

$$
\left\|\nabla_{\Omega} f(x)\right\| \leqslant \liminf _{k \rightarrow \infty}\left\|\nabla_{\Omega} f\left(x_{k}\right)\right\| .
$$

Lemma 2.3 (Wang and Xiu [25]). For each iterative point $x_{k} \in \Omega, x_{k}=P_{\Omega}\left(x_{k-1}-\alpha_{k-1} \nabla f\left(x_{k-1}\right)\right)$, we have for any $x \in \Omega$,

$$
\frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x\right\rangle}{\left\|x_{k}-x\right\|} \leqslant \frac{\left\|x_{k}-x_{k-1}\right\|}{\alpha_{k-1}}+\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k-1}\right)\right\| .
$$

## 3. Convergence properties

In the paper [4], nonmonotone spectral projected gradient algorithms [4, Algorithms 2.1 and 2.2] to solve the constrained minimization problem (1) were introduced. Now we state their convergence theorems as follows.

Using the first part of the proof of the theorem in [15, p. 709], we can obtain the following lemma.
Lemma 3.1. Let $l(k)$ be an integer such that $k-\min \{k, M-1\} \leqslant l(k) \leqslant k$ and

$$
f\left(x_{l(k)}\right)=\max _{0 \leqslant j \leqslant \min \{k, M-1\}} f\left(x_{k-j}\right) .
$$

If $\left\{x_{k}\right\}$ is the sequence produced by Algorithm 2.1 (or Algorithm 2.2), then the sequence $\left\{f\left(x_{l(k)}\right)\right\}$ is monotonically nonincreasing.

Let $f_{\text {max }}=\lim _{k \rightarrow \infty} f\left(x_{l(k)}\right), N=\{1,2, \ldots\}$, we obtain the following result.
Theorem 3.1. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm $2.1, \operatorname{if} \nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$, then $\lim _{k \rightarrow+\infty} f\left(x_{k}\right)=-\infty$ or

$$
\lim _{k \rightarrow+\infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0
$$

Proof. Note that if $\lim _{k \rightarrow+\infty} f\left(x_{k}\right)=-\infty$, then the result is obtained. Otherwise, we obtain that $\lim \sup _{k \rightarrow+\infty} f\left(x_{k}\right)>-\infty$. Thus Algorithm 2.1 implies that $f_{\max }>-\infty$.

Setting $K_{i}=\left\{l\left(k^{\prime}\right)+i-1 \mid k^{\prime} \in N\right\}$, where $i=0,1,2, \ldots, M-1$. It follows from the definition of $f\left(x_{l\left(k^{\prime}\right)}\right)$ that

$$
\begin{aligned}
l\left(k^{\prime}+1\right)-l\left(k^{\prime}\right) & \leqslant l\left(k^{\prime}+1\right)-l\left(l\left(k^{\prime}+1\right)-1\right), \\
& \leqslant l\left(k^{\prime}+1\right)-\left\{l\left(k^{\prime}+1\right)-1-\min \left\{l\left(k^{\prime}+1\right)-1, M-1\right\}\right\}, \\
& =1+\min \left\{l\left(k^{\prime}+1\right)-1, M-1\right\} \leqslant M
\end{aligned}
$$

It is clear that $\bigcup_{i=0}^{M-1}-K_{i}=N$. It suffices to show that

$$
\lim _{k \in \bigcup_{i=0}^{M-1} K_{i}, k \rightarrow \infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0 .
$$

Let us first show that

$$
\lim _{k \in K_{0}, k \rightarrow \infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0
$$

Assume that there is an $\varepsilon_{0}>0$ and an infinite subsequence $\bar{K}_{0} \subset K_{0}$ such that

$$
\begin{equation*}
\frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}} \geqslant \varepsilon_{0} \quad \forall k \in \bar{K}_{0} . \tag{2}
\end{equation*}
$$

We will prove that this assumption leads to a contradiction. First note that if $k \in \bar{K}_{0}$ then there exists $k^{\prime}$ such that $k=l\left(k^{\prime}\right)-1$, i.e., $k+1=l\left(k^{\prime}\right)$. By Algorithm 2.1 we have

$$
\begin{equation*}
f\left(x_{l\left(k^{\prime}\right)}\right) \leqslant f\left(x_{l(k)}\right)+\gamma\left\langle x_{k}\left(\lambda_{k}\right)-x_{k} \nabla f\left(x_{k}\right)\right\rangle \quad \forall k \in \bar{K}_{0} \tag{3}
\end{equation*}
$$

which, together with Lemma 2.1(2), shows that

$$
0 \leqslant \gamma\left\langle x_{k}-x_{k}\left(\lambda_{k}\right), \quad \nabla f\left(x_{k}\right)\right\rangle \leqslant f\left(x_{l(k)}\right)-f\left(x_{l\left(k^{\prime}\right)}\right)
$$

Furthermore, taking limit in the above inequality as $k \in \bar{K}_{0}, k \rightarrow \infty$, we have

$$
\begin{equation*}
\lim _{k \in K_{0}, k \rightarrow \infty}\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle=0 \tag{4}
\end{equation*}
$$

From (2) and (4), we derive $\lim _{k \in \bar{K}_{0}, k \rightarrow \infty} \lambda_{k}=0$. So, by Algorithm 2.1, for all $k \in \bar{K}_{0}$ sufficiently large there exists $\sigma_{1} \leqslant \rho_{k} \leqslant \sigma_{2}, \psi_{k}=\lambda_{k} / \rho_{k}$ satisfying

$$
f\left(x_{k}\left(\psi_{k}\right)\right)>\max _{0 \leqslant j \leqslant \min \{k, M-1\}} f\left(x_{k-j}\right)+\gamma \psi_{k}\left\langle d_{k}, \nabla f\left(x_{k}\right)\right\rangle
$$

Hence,

$$
\begin{align*}
f\left(x_{k}\right)-f\left(x_{k}\left(\psi_{k}\right)\right) & \leqslant \max _{0 \leqslant j \leqslant \min \{k, M-1\}} f\left(x_{k-j}\right)-f\left(x_{k}\left(\psi_{k}\right)\right), \\
& <\gamma\left\langle x_{k}-x_{k}\left(\psi_{k}\right), \nabla f\left(x_{k}\right)\right\rangle . \tag{5}
\end{align*}
$$

Condition (5) shows that if

$$
\rho_{k}(\lambda)=\frac{f\left(x_{k}\right)-f\left(x_{k}(\lambda)\right)}{\left\langle x_{k}-x_{k}(\lambda), \nabla f\left(x_{k}\right)\right\rangle},
$$

then

$$
\begin{align*}
\rho_{k}\left(\psi_{k}\right) & =\frac{f\left(x_{k}\right)-f\left(x_{k}\left(\psi_{k}\right)\right)}{\left\langle x_{k}-x_{k}\left(\psi_{k}\right), \nabla f\left(x_{k}\right)\right\rangle} \\
& <\frac{\gamma\left\langle x_{k}-x_{k}\left(\psi_{k}\right), \nabla f\left(x_{k}\right)\right\rangle}{\left\langle x_{k}-x_{k}\left(\psi_{k}\right), \nabla f\left(x_{k}\right)\right\rangle}=\gamma . \tag{6}
\end{align*}
$$

On the other hand, since $\langle\nabla f(x), x-x(\alpha)\rangle / \alpha$ is nonincreasing on $\alpha>0$ [26], Lemma 2.1(2) and (2) imply that if $k \in \bar{K}_{0}$, then

$$
\begin{aligned}
\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle^{2} & \geqslant \lambda_{k}^{2} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\psi_{k}\right)\right\rangle}{\psi_{k}} \\
& \geqslant \varepsilon_{0} \rho_{k}^{2} \psi_{k}\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\psi_{k}\right)\right\rangle \\
& \geqslant \varepsilon_{0} \rho_{k}^{2}\left\|x_{k}-x_{k}\left(\psi_{k}\right)\right\|^{2} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle \geqslant \sqrt{\varepsilon_{0}} \rho_{k}\left\|x_{k}-x_{k}\left(\psi_{k}\right)\right\| . \tag{7}
\end{equation*}
$$

So the uniform continuity of $\nabla f(x)$ and (7) show that

$$
\begin{aligned}
\left|\rho_{k}\left(\psi_{k}\right)-1\right| & =\left|\frac{f\left(x_{k}\right)-f\left(x_{k}\left(\psi_{k}\right)\right)-\left\langle x_{k}-x_{k}\left(\psi_{k}\right), \nabla f\left(x_{k}\right)\right\rangle}{\left\langle x_{k}-x_{k}\left(\psi_{k}\right), \nabla f\left(x_{k}\right)\right\rangle}\right| \\
& \leqslant \frac{o\left(\left\|x_{k}-x_{k}\left(\psi_{k}\right)\right\|\right)}{\sqrt{\varepsilon_{0}} \rho_{k}\left\|x_{k}-x_{k}\left(\psi_{k}\right)\right\|} \\
& \leqslant \frac{o\left(\left\|x_{k}-x_{k}\left(\psi_{k}\right)\right\|\right)}{\sqrt{\varepsilon_{0}} \sigma_{1}\left\|x_{k}-x_{k}\left(\psi_{k}\right)\right\|} .
\end{aligned}
$$

This establishes that $\rho_{k}\left(\psi_{k}\right)>\gamma$ for all $k \in \bar{K}_{0}$ sufficiently large, which is the desired contradiction because (6) guarantees $\rho_{k}\left(\psi_{k}\right)<\gamma$. Hence,

$$
\lim _{k \in K_{0}, k \rightarrow \infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0 .
$$

Under the assumption that

$$
\begin{equation*}
\lim _{k \in K_{i-1}, k \rightarrow \infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0, \tag{8}
\end{equation*}
$$

we now establish

$$
\lim _{k \in K_{i}, k \rightarrow \infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0 .
$$

By using Lemma 2.1(2), we have

$$
\begin{align*}
\frac{\left\|x_{k-1}-x_{k-1}\left(\lambda_{k-1}\right)\right\|^{2}}{\alpha_{\max }^{2}} & \leqslant \frac{\left\|x_{k-1}-x_{k-1}\left(\lambda_{k-1}\right)\right\|^{2}}{\lambda_{k-1}^{2}} \\
& \leqslant \frac{\left\langle\nabla f\left(x_{k-1}\right), x_{k-1}-x_{k-1}\left(\lambda_{k-1}\right)\right\rangle}{\lambda_{k-1}} . \tag{9}
\end{align*}
$$

Since $k \in K_{i}$ implies $k-1 \in K_{i-1}$, condition (8) and (9) show that

$$
\begin{align*}
& \lim _{k \in K_{i}, k \rightarrow \infty} \frac{\left\|x_{k-1}-x_{k-1}\left(\lambda_{k-1}\right)\right\|}{\lambda_{k-1}}=0,  \tag{10}\\
& \lim _{k \in K_{i}, k \rightarrow \infty}\left\|x_{k-1}-x_{k-1}\left(\lambda_{k-1}\right)\right\|=0 . \tag{11}
\end{align*}
$$

Thus, by the uniform continuity of $\nabla f(x)$ and (11), we have

$$
\begin{equation*}
\lim _{k \in K_{i}, k \rightarrow \infty}\left\|\nabla f\left(x_{k-1}\right)-\nabla f\left(x_{k-1}\left(\lambda_{k-1}\right)\right)\right\|=0 . \tag{12}
\end{equation*}
$$

Moreover, Lemmas 2.1(2) and 2.3 show that

$$
\begin{align*}
\frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}} & =\frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\left\|x_{k}-x_{k}\left(\lambda_{k}\right)\right\|} \frac{\left\|x_{k}-x_{k}\left(\lambda_{k}\right)\right\|}{\lambda_{k}} \\
& \leqslant \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle^{2}}{\left\|x_{k}-x_{k}\left(\lambda_{k}\right)\right\|^{2}} \\
& \leqslant\left(\frac{\left\|x_{k-1}-x_{k}\left(\lambda_{k-1}\right)\right\|}{\lambda_{k-1}}+\left\|\nabla f\left(x_{k-1}\right)-\nabla f\left(x_{k-1}\left(\lambda_{k-1}\right)\right)\right\|\right)^{2} . \tag{13}
\end{align*}
$$

Condition (13), together with (10) and (12), implies that

$$
\lim _{k \in K_{i}, k \rightarrow \infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0 .
$$

Thus, we obtain

$$
\lim _{k \rightarrow \infty} \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k}\left(\lambda_{k}\right)\right\rangle}{\lambda_{k}}=0 .
$$

This completes the proof of the theorem.
By using Lemma 2.1(2) and Theorem 3.1, we have the following corollary.
Corollary 3.1. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm 2.1 , if $\nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$ and $f_{\max }>-\infty$, then

$$
\lim _{k \rightarrow+\infty} \frac{\left\|x_{k}-x_{k}\left(\lambda_{k}\right)\right\|}{\lambda_{k}}=0 .
$$

Corollary 3.2. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm 2.1 , if $\nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$ and $f_{\max }>-\infty$, then

$$
\lim _{k \rightarrow+\infty}\left\|\nabla_{\Omega} f\left(x_{k}\right)\right\|=0
$$

Proof. By using the definition of $T_{\Omega}\left(x_{k}\right)$ and Lemma 2.3, we have for any $d \in T_{\Omega}\left(x_{k}\right)$ and $\|d\| \leqslant 1$,

$$
\begin{equation*}
-\left\langle\nabla f\left(x_{k}\right), d\right\rangle \leqslant \frac{x_{k}-x_{k-1}}{\lambda_{k-1}}+\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k-1}\right)\right\| . \tag{14}
\end{equation*}
$$

Lemma 2.2(1), (14) implies that

$$
\begin{aligned}
\left\|\nabla_{\Omega} f\left(x_{k}\right)\right\| & =\max \left\{-\left\langle\nabla f\left(x_{k}\right), d\right\rangle \mid d \in T_{\Omega}\left(x_{k}\right),\|d\| \leqslant 1\right\} \\
& \leqslant \frac{x_{k}-x_{k-1}}{\lambda_{k-1}}+\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k-1}\right)\right\| .
\end{aligned}
$$

Therefore, by Lemma 3.1, the uniform continuity of $\nabla f(\cdot)$ and the fact that $\lambda_{k}$ is bounded, we have

$$
\lim _{k \rightarrow+\infty}\left\|\nabla_{\Omega} f\left(x_{k}\right)\right\|=0
$$

Corollary 3.3. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm $2.1, \nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$, if $x^{+}$is a cluster point of $\left\{x_{k}\right\}$, then $x^{+} \in \Omega^{+}$.

Proof. By using Lemmas 2.4 and 2.2(2), we can prove $\nabla_{\Omega} f\left(x^{+}\right)=0$, that is, $x^{+} \in \Omega^{+}$.
Remark. Corollary 3.3 is the correct expression of Theorem 2.3 of the paper [4].
Theorem 3.2. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm 2.2 , if $\nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$, then $\lim _{k \rightarrow+\infty} f\left(x_{k}\right)=-\infty$ or

$$
\lim _{k \rightarrow+\infty}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle=0 .
$$

Proof. If $\lim _{k \rightarrow+\infty} f\left(x_{k}\right)=-\infty$, then the result is obtained. Otherwise, we obtain that $\lim \sup _{k \rightarrow+\infty} f\left(x_{k}\right)>-\infty$. Thus Algorithm 2.2 implies that $f_{\max }>-\infty$. Setting $K_{i}=\left\{l\left(k^{\prime}\right)+i-1 \mid k^{\prime} \in\right.$ $N\}$, where $i=0,1,2, \ldots, M-1$. The proof proceeds as in Theorem 3.1. Thus it suffices to show that

$$
\lim _{k \in \bigcup_{i=0}^{M-1} K_{i}, k \rightarrow \infty}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle=0 .
$$

Let us first show that

$$
\lim _{k \rightarrow K_{0}, k \rightarrow+\infty}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle=0
$$

Suppose, on the contrary, that there is an $\varepsilon_{0}>0$ and an infinite subsequence $\bar{K}_{0} \subset K_{0}$ such that

$$
\begin{equation*}
\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle<-\varepsilon_{0} \quad \forall k \in \bar{K}_{0} . \tag{15}
\end{equation*}
$$

First note that if $k \in \bar{K}_{0}$ then there exists $k^{\prime}$ such that $k=l\left(k^{\prime}\right)-1$, i.e. $k+1=l\left(k^{\prime}\right)$ and by Algorithm 2.2 we have

$$
\begin{equation*}
f\left(x_{l\left(k^{\prime}\right)}\right) \leqslant f\left(x_{l(k)}\right)+\gamma \lambda_{k}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle \quad \forall k \in K_{0} . \tag{16}
\end{equation*}
$$

By (15) and (16), we have that

$$
0<\gamma \lambda_{k} \varepsilon_{0} \leqslant-\gamma \lambda_{k}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle \leqslant f\left(x_{l(k)}\right)-f\left(x_{l\left(k^{\prime}\right)}\right) .
$$

Taking limit in the above inequality as $k \in \bar{K}_{0}, k \rightarrow+\infty$, Lemma 2.1 and $f_{\max }>-\infty$ show that

$$
\lim _{k \in \bar{K}_{0}, k \rightarrow \infty} \lambda_{k}=0, \quad \lim _{k \in \bar{K}_{0}, k \rightarrow \infty} \gamma \lambda_{k} \frac{\left\|d_{k}\right\|^{2}}{\alpha_{\max }} \leqslant \lim _{k \in \bar{K}_{0}, k \rightarrow \infty} \gamma \lambda_{k}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle=0 .
$$

Hence,

$$
\begin{equation*}
\lim _{k \in \bar{K}_{0}, k \rightarrow \infty}\left\|\lambda_{k} d_{k}\right\|=0 \tag{17}
\end{equation*}
$$

By Algorithm 2.2 and $\lambda_{k} \rightarrow 0\left(k \in \bar{K}_{0}, k \rightarrow \infty\right)$, for all $k \in \bar{K}_{0}$ sufficiently large there exists $\sigma_{1} \leqslant \rho_{k} \leqslant \sigma_{2}, \psi_{k}=\lambda_{k} / \rho_{k}$ satisfying

$$
f\left(x_{k}+\psi_{k} d_{k}\right)>\max _{0 \leqslant j \leqslant \min \{k, M-1\}} f\left(x_{k-j}\right)-\gamma \psi_{k}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle .
$$

Therefore, we obtain

$$
\begin{aligned}
f\left(x_{k}\right)-f\left(x_{k}+\psi_{k} d_{k}\right) & \leqslant \max _{0 \leqslant j \leqslant \min \{k, M-1\}} f\left(x_{k-j}\right)-f\left(x_{k}+\psi_{k} d_{k}\right), \\
& <-\gamma \psi_{k}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle .
\end{aligned}
$$

By using mean value theorem,

$$
\begin{equation*}
\left\langle\nabla f\left(x_{k}\right)-\nabla f\left(x_{k}+\theta_{k} \psi_{k} d_{k}\right), d_{k}\right\rangle<(1-\gamma)\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle, \tag{18}
\end{equation*}
$$

where $\theta_{k} \in(0,1)$. By Lemma 2.1(2), the assumption shows that

$$
\begin{equation*}
-\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle \geqslant \sqrt{\varepsilon_{0}} \frac{\left\|d_{k}\right\|}{\sqrt{\alpha_{k}}} \geqslant \sqrt{\frac{\varepsilon_{0}}{\alpha_{\max }}}\left\|d_{k}\right\| . \tag{19}
\end{equation*}
$$

Thus, by (18) and (19), we have

$$
\begin{align*}
(1-\gamma) & <\frac{\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k}+\theta_{k} \psi_{k} d_{k}\right)\right\|\left\|d_{k}\right\|}{-\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle}, \\
& \leqslant \sqrt{\frac{\alpha_{\max }}{\varepsilon_{0}}}\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k}+\theta_{k} \psi_{k} d_{k}\right)\right\| . \tag{20}
\end{align*}
$$

Taking limit in (20) as $k \in K_{0}, k \rightarrow \infty$, the uniformly continuous of $\nabla f(x)$ and condition (17) show that $\gamma \geqslant 1$. An obvious contradiction now occurs. Hence,

$$
\lim _{k \in K_{0}, k \rightarrow+\infty}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle=0 .
$$

For the reminder of the proof, the argument used in the proof of Theorem 3.1 yield

$$
\lim _{k \in K_{i}, k \rightarrow+\infty}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle=0 .
$$

Thus, we obtain

$$
\lim _{k \rightarrow \infty}\left\langle\nabla f\left(x_{k}\right), d_{k}\right\rangle=0
$$

Very similar to the proof of corollaries of Theorem 3.1, from Theorem 3.2 we obtain the following corollaries:

Corollary 3.4. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm 2.2 , if $\nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$ and $f_{\max }>-\infty$, then

$$
\lim _{k \rightarrow+\infty}\left\|x_{k}-x_{k}\left(\alpha_{k}\right)\right\|=0
$$

Corollary 3.5. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm 2.2 , if $\nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$ and $f_{\max }>-\infty$, then

$$
\lim _{k \rightarrow+\infty}\left\|\nabla_{\Omega} f\left(x_{k}\right)\right\|=0
$$

Corollary 3.6. Let $\left\{x_{k}\right\}$ be the sequence generated by the Algorithm $2.2, \nabla f(x)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$, if $x^{+}$is a cluster point of $\left\{x_{k}\right\}$, then $x^{+} \in \Omega^{+}$.

## 4. Global convergence

An algorithm is called globally convergent, if there exists $\bar{x} \in \Omega^{+}$such that the sequence $\left\{x_{k}\right\}$ produced by the algorithm satisfies $\lim _{k \rightarrow+\infty} x_{k}=\bar{x}$.

Under general conditions, various existing algorithms do not possess global convergence. Gonzaga [14] gave a counter example, in which if $f$ is convex and strictly convex at all nonoptimal points, the steepest descent method with exact stepsize rule for solving unconstrained problem generates four distinct accumulation points. However, it is available to explore what are conditions for convergence of the method. Especially, when we estimate convergence rate of an algorithm, possessing global convergence is one of the preconditions. More recently, the authors [25] studied the global convergence of the gradient projected method with Armijo stepsize rule. In this paper, we prove that if $f$ is generalized convex and $\nabla f(\cdot)$ is Lipschitz continuous on $\Omega$, then the sequence $\left\{x_{k}\right\}$ produced by the nonmonotone spectral projected gradient method converges to a solution of problem (1). To prove this result, we first give two important lemmas.

Lemma 4.1. Let $\left\{x_{k}\right\}$ be an infinite sequence generated by the Algorithm 2.1. If $\nabla f(x)$ is Lipschitz continuous on $\Omega$ and $\alpha_{\max } \leqslant 1 / 2 L$, then we have for all $k \in N$ and any $x \in \Omega$,

$$
\left\|x_{k+1}-x\right\|^{2} \leqslant\left\|x_{k}-x\right\|^{2}+2 \alpha_{\max }\left\{f\left(x_{k}\right)-f\left(x_{k+1}\right)\right\}+2 \lambda_{k}\left\langle\nabla f\left(x_{k}\right), x-x_{k}\right\rangle .
$$

Proof. By using Lemma 2.1, $\alpha_{\max } \leqslant 1 / 2 L$ and mean value theorem, we have for all $k \in N$ and any $x \in \Omega$,

$$
\begin{aligned}
\left\|x_{k+1}-x\right\|^{2}= & \left\|x_{k}-x\right\|^{2}+2\left\langle x_{k+1}-x_{k}, x_{k}-x\right\rangle+\left\|x_{k+1}-x_{k}\right\|^{2} \\
= & \left\|x_{k}-x\right\|^{2}+2\left\langle x_{k+1}-x_{k}, x_{k+1}-x\right\rangle-\left\|x_{k+1}-x_{k}\right\|^{2} \\
\leqslant & \left\|x_{k}-x\right\|^{2}+2 \lambda_{k}\left\langle\nabla f\left(x_{k}\right), x-x_{k+1}\right\rangle-\left\|x_{k+1}-x_{k}\right\|^{2} \\
\leqslant & \left\|x_{k}-x\right\|^{2}+2 \alpha_{\max }\left\langle\nabla f\left(x_{k}\right), x_{k}-x_{k+1}\right\rangle+2 \lambda_{k}\left\langle\nabla f\left(x_{k}\right), x-x_{k}\right\rangle-\left\|x_{k+1}-x_{k}\right\|^{2} \\
\leqslant & \left\|x_{k}-x\right\|^{2}+2 \alpha_{\max }\left\{f\left(x_{k}\right)-f\left(x_{k+1}\right)\right\}+2 \lambda_{k}\left\langle\nabla f\left(x_{k}\right), x-x_{k}\right\rangle \\
& +2 \alpha_{\max }\left\|\nabla f\left(x_{k}\right)-\nabla f\left(\xi_{k}\right)\right\|\left\|x_{k}-x_{k+1}\right\|-\left\|x_{k+1}-x_{k}\right\|^{2} \\
\leqslant & \left\|x_{k}-x\right\|^{2}+2 \alpha_{\max }\left\{f\left(x_{k}\right)-f\left(x_{k+1}\right)\right\}+\left(\theta_{k}-1\right)\left\|x_{k}-x_{k+1}\right\|^{2} \\
& +2 \lambda_{k}\left\langle\nabla f\left(x_{k}\right), x-x_{k}\right\rangle \\
\leqslant & \left\|x_{k}-x\right\|^{2}+2 \alpha_{\max }\left\{f\left(x_{k}\right)-f\left(x_{k+1}\right)\right\}+2 \lambda_{k}\left\langle\nabla f\left(x_{k}\right), x-x_{k}\right\rangle,
\end{aligned}
$$

where $\xi_{k}=x_{k}+\theta_{k}\left(x_{k+1}-x_{k}\right), \theta_{k} \in(0,1)$. The proof is completed.
Lemma 4.2. Let $\left\{x_{k}\right\}$ be an infinite sequence generated by the Algorithm 2.2. If $\nabla f(x)$ is Lipschitz continuous on $\Omega$ and $\alpha_{\max } \leqslant 1 / 2 L$, then we have for all $k \in N$ and any $x \in \Omega$,

$$
\left\|x_{k+1}-x\right\|^{2} \leqslant\left\|x_{k}-x\right\|^{2}+2 \alpha_{\max }\left\{f\left(x_{k}\right)-f\left(x_{k+1}\right)\right\}+2 \alpha_{k} \lambda_{k}\left\langle\nabla f\left(x_{k}\right), x-x_{k}\right\rangle .
$$

The proof of this Lemma is similar to that of Lemma 4.1, so we omit the details.

Theorem 4.1. Let $f$ be pseudo-convex on $\Omega, \nabla f(x)$ is Lipschitz continuous on $\Omega$ and $\left\{x_{k}\right\}$ be an infinite sequence generated by Algorithm 2.1 (or Algorithm 2.2). If $\alpha_{\max } \leqslant 1 / 2 L$, then we have
(1) $\Omega^{*} \neq \emptyset$ if and only if $\lim _{k \rightarrow+\infty} x_{k}=x^{*}$ where $x^{*} \in \Omega^{*}$.
(2) Otherwise, $\lim _{\inf _{k \rightarrow \infty}} f\left(x_{k}\right)=\inf \{f(x) \mid x \in \Omega\}$.

Proof. (1) Assume that $\Omega^{*} \neq \emptyset$, then for any $x \in \Omega^{*}$, we have

$$
\begin{equation*}
f(x)<f\left(x_{k}\right) \quad \forall k \in N . \tag{21}
\end{equation*}
$$

Using the pseudo-convexity of $f(x)$, we derive

$$
\left\langle\nabla f\left(x_{k}\right), x-x_{k}\right\rangle<0 \quad \forall k \in N
$$

which, together with Lemma 4.1 (or Lemma 4.2), deduces that

$$
\begin{equation*}
\left\{\left\|x_{k}-x\right\|^{2}+2 \alpha_{\max } f\left(x_{k}\right)\right\} \downarrow \tag{22}
\end{equation*}
$$

Conditions (21) and (22) imply that $\left\{x_{k}\right\}$ is bounded. So, there exists at least one limit point $x^{*}$ of $\left\{x_{k}\right\}$ and $K \subseteq N$ such that

$$
\lim _{k \in K, k \rightarrow+\infty} x_{k}=x^{*}
$$

From the pseudo-convexity of $f$ and Corollary 3.3 (Corollary 3.6), we have $x^{*} \in \Omega^{*}$. Taking $x=x^{*}$ in (22), we have

$$
\left\{\left\|x_{k}-x^{*}\right\|^{2}+2 \alpha_{\max } f\left(x_{k}\right)\right\} \downarrow .
$$

So,

$$
\begin{align*}
\lim _{k \rightarrow+\infty}\left\{\left\|x_{k}-x^{*}\right\|^{2}+2 \alpha_{\max } f\left(x_{k}\right)\right\} & =\lim _{k \in K, k \rightarrow+\infty}\left\{\left\|x_{k}-x^{*}\right\|^{2}+2 \alpha_{\max } f\left(x_{k}\right)\right\} \\
& =2 \alpha_{\max } f\left(x^{*}\right) . \tag{23}
\end{align*}
$$

Since the continuity of $f$, the boundedness of $\left\{x_{k}\right\}$ shows that $\left\{f\left(x_{k}\right)\right\}$ is bounded. Now there exists a subsequence $\left\{f\left(x_{k}\right)\right\}_{\bar{K}}$ of the sequence $\left\{f\left(x_{k}\right)\right\}$ satisfying

$$
\lim _{k \in \bar{K}, k \rightarrow+\infty} f\left(x_{k}\right)=l .
$$

$\bar{x}$ is a cluster point of $\left\{x_{k}\right\}_{\bar{K}}$. Again, by Corollary 3.3 (Corollary 3.6), we have $\bar{x} \in \Omega^{*}$. By the continuity of $f$, we have

$$
l=\lim _{k \in \bar{K}, k \rightarrow \infty} f\left(x_{k}\right)=f(\bar{x})=f\left(x^{*}\right) .
$$

Hence,

$$
\lim _{k \rightarrow \infty} f\left(x_{k}\right)=f\left(x^{*}\right) .
$$

From (23), we obtain that

$$
\lim _{k \rightarrow \infty} x_{k}=x^{*}
$$

We now prove (2). It suffices to prove (2) for the case where $\Omega^{*}=\emptyset$. In this case we have from (1),

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|x_{k}\right\|=+\infty \tag{24}
\end{equation*}
$$

Assume that $\lim \inf _{k \rightarrow \infty} f\left(x_{k}\right)>\inf \{f(x) \mid x \in \Omega\}$. Then there exists a point $\bar{x} \in \Omega$ such that

$$
f(\bar{x})<f\left(x_{k}\right) \quad \forall k \in N .
$$

Similar to the previous proof, we derive that $\left\{x_{k}\right\}$ is bounded, which is a contradiction to (24). Therefore, (2) holds. This completes the proof.

Theorem 4.2. Let $f$ be quasi-convex on $\Omega, \nabla f(x)$ is Lipschitz continuous on $\Omega$ and $\left\{x_{k}\right\}$ be an infinite sequence generated by Algorithm 2.1 (or Algorithm 2.2). If $\alpha_{\max } \leqslant 1 / 2 L$, then we have
(1) $\Omega^{+} \neq \emptyset$ if and only if $\lim _{k \rightarrow+\infty} x_{k}=x^{+}$where $x^{+} \in \Omega^{+}$.
(2) Otherwise, $\lim _{\inf _{k \rightarrow \infty}} f\left(x_{k}\right)=\inf \{f(x) \mid x \in \Omega\}$.

Proof. The proof of this theorem is similar to that of Theorem 4.1, so we omit the details.
Remark. All of the results in this section assume that $\alpha_{\max } \leqslant 1 / 2 L$ and $\nabla f(x)$ is Lipschitz continuous on $\Omega$. These are restrictive, which may be relative to the nonmonotone line search. However, if we set $M=1$ in Algorithms 2.1 and 2.2, i.e. with monotone line search, the same results can be obtained without the assumptions of Lipschitz continuous of $\nabla f(x)$ and $\alpha_{\max } \leqslant 1 / 2 L$. The proof of Lemmas 4.1 and 4.2 are similar to that of Lemma 3 in [25], so we omit the details.

## 5. Finite termination of algorithm

An algorithm is called finite convergent, if the sequence $\left\{x_{k}\right\}$ produced by the algorithm satisfies that there exists $k_{0}$ such that $x_{k} \in \Omega^{+}$for all $k \geqslant k_{0}$. The finite termination of algorithm was originally studied by Burke and Ferris [7]. In Ref. [7], they introduced weak sharp condition on $\Omega$ and $\Omega^{*}$, i.e., for every $x^{*} \in \Omega^{*}$,

$$
\begin{equation*}
-\nabla f\left(x^{*}\right) \in \operatorname{int} \bigcap_{x \in \Omega}\left[T_{\Omega}(x) \cap N_{\Omega^{*}}(x)\right]^{\circ} . \tag{WS}
\end{equation*}
$$

If condition (WS) holds, they obtained a condition for the sequence $\left\{x_{k}\right\}$ generated by algorithms to converge finitely to an optimal solution of a problem of minimizing a differentiable convex function. Later, Marcotte and Zhu [19] gave a condition for the method of solving pseudo-monotone variational inequalities to terminate finitely, if condition (WS) holds.

In this section, for the general optimization problem (1) without convexity (convexity or pseudoconvexity) assumption which was required in Refs. [7,19], we prove under condition (WS) that if the sequence $\left\{x_{k}\right\}$ generated by the algorithm is bounded, then the Algorithm 2.1 (Algorithm 2.2) terminate finitely.

Theorem 5.1. Suppose $\Omega^{+}$is a nonempty closed convex set in problem (1) and condition (WS) on $\Omega$ and $\Omega^{+}$holds. Let $\left\{x_{k}\right\}$ is bounded, then Algorithm 2.1 (Algorithm 2.2) terminate finitely.

Proof. We only prove the result for Algorithm 2.1 (The proof for algorithm 2.2 is similar to that of Algorithm 2.1). Suppose, on the contrary, that there exists an infinite subsequence $\left\{x_{k}\right\}_{k \in K}(K \subseteq N)$ such that for all $k \in K, x_{k} \notin \Omega^{+}$, that is,

$$
\begin{equation*}
\left\|x_{k}-P_{\Omega^{+}}\left(x_{k}\right)\right\|>0 \quad \forall k \in K \tag{25}
\end{equation*}
$$

Since $\left\{x_{k}\right\}$ is bounded, Corollary 3.3 implies that

$$
\begin{equation*}
\lim _{k \in K, k \rightarrow \infty} x_{k}=x^{+} \tag{26}
\end{equation*}
$$

where $x^{+} \in \Omega^{+}$. By condition (WS) on $\Omega$ and $\Omega^{+}$, we have

$$
\begin{equation*}
-\nabla f\left(x^{+}\right) \in \operatorname{int} \bigcap_{x \in \Omega}\left[T_{\Omega}(x) \cap N_{\Omega^{+}}(x)\right]^{\circ} . \tag{27}
\end{equation*}
$$

Using (27), there exists $\alpha>0$ such that for any $x \in \Omega^{+}$,

$$
\begin{equation*}
-\nabla f\left(x^{+}\right)+\alpha B \in\left[T_{\Omega}(x) \cap N_{\Omega^{+}}(x)\right]^{\circ}, \tag{28}
\end{equation*}
$$

where $B$ is an unit sphere on $R^{n}$. By the definition of polar cone and (28), we derive that for any $x \in \Omega^{+}$ and any $d \in T_{\Omega}(x) \cap N_{\Omega^{+}}(x)$,

$$
\left\langle-\nabla f\left(x^{+}\right)+\alpha \frac{d}{\|d\|}, d\right\rangle \leqslant 0
$$

i.e.

$$
\begin{equation*}
\alpha\|d\| \leqslant\left\langle\nabla f\left(x^{+}\right), d\right\rangle \tag{29}
\end{equation*}
$$

Setting $z_{k}=P_{\Omega^{+}}\left(x_{k}\right)$ and $d_{k}=x_{k}-z_{k}$, condition (25) implies that $d_{k} \neq 0$ and $d_{k}$ is a feasible direction on $\Omega$ at $z_{k}$. So,

$$
d_{k} \in T_{\Omega}\left(z_{k}\right)
$$

By using projection properties, we have that for all $y \in \Omega^{+}$,

$$
\left\langle d_{k}, y-z_{k}\right\rangle \leqslant 0
$$

Thus, by the convexity of $\Omega^{+}$, we derive $d_{k} \in N_{\Omega^{+}}\left(z_{k}\right)$. Hence,

$$
d_{k}=x_{k}-z_{k} \in T_{\Omega}\left(z_{k}\right) \cap N_{\Omega^{+}}\left(z_{k}\right)
$$

Condition (29) implies that for all $k \in K$,

$$
\begin{equation*}
\alpha \leqslant \frac{\left\langle\nabla f\left(x^{+}\right), x_{k}-x_{k}\right\rangle}{\left\|x_{k}-z_{k}\right\|} . \tag{30}
\end{equation*}
$$

By (30) and Lemma 2.3, we obtain that for all $k \in K$,

$$
\begin{align*}
\alpha & \leqslant \frac{\left\langle\nabla f\left(x^{+}\right), x_{k}-z_{k}\right\rangle}{\left\|x_{k}-z_{k}\right\|} \\
& =\frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-z_{k}\right\rangle}{\left\|x_{k}-z_{k}\right\|}+\frac{\left\langle\nabla f\left(x^{+}\right)-\nabla f\left(x_{k}\right), x_{k}-z_{k}\right\rangle}{\left\|x_{k}-z_{k}\right\|} \\
& \leqslant \frac{\left\|x_{k}-x_{k-1}\right\|}{\lambda_{k-1}}+\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k-1}\right)\right\|+\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x^{+}\right)\right\| . \tag{31}
\end{align*}
$$

Moreover, from (26), the continuity of $\nabla f(\cdot)$ shows that

$$
\begin{equation*}
\lim _{k \in K, k \rightarrow \infty}\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x^{+}\right)\right\|=0 \tag{32}
\end{equation*}
$$

Again, by Corollary 3.1 and the boundedness of $\lambda_{k}$, we have

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \frac{\left\|x_{k}-x_{k-1}\right\|}{\lambda_{k-1}}=0  \tag{33}\\
& \lim _{k \in K, k \rightarrow \infty}\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k-1}\right)\right\|=0 \tag{34}
\end{align*}
$$

Therefore, taking limit in (31) as $k \in K, k \rightarrow \infty$, (32)-(34) imply that $\alpha \leqslant 0$. This is a contradiction.
Corollary 5.1. Suppose $\Omega^{+}$is a nonempty closed convex set in problem (1) and condition (WS) on $\Omega$ and $\Omega^{+}$holds. Let $f(\cdot)$ is pseudo-convex (or quasi-convex). If $\nabla f(\cdot)$ is Lipschitz continuous on $\Omega$ and $\alpha_{\max }=1 / 2 L$, then Algorithms 2.1 and 2.2 terminate finitely.

Proof. By using Theorems 4.1 or 4.2, we have that the sequence $\left\{x_{k}\right\}$ generated by Algorithms 2.1 or 2.2 is convergent. Thus by Theorem 5.1 we obtain the desired result.

If $f(\cdot)$ is convex, then the condition for the finite convergence of Algorithm 2.1 (or Algorithm 2.2) is obviously weaker than that of Theorem 5.1.

Theorem 5.2. Suppose $\Omega^{*}$ is nonempty in problem (1) and condition (WS) on $\Omega$ and $\Omega^{*}$ holds. Let $f(\cdot)$ be convex on $\Omega$ and $\left\{x_{k}\right\}$ be an infinite sequence generated by Algorithms 2.1 or 2.2 . If $\nabla f(\cdot)$ is uniformly continuous on an open convex set containing $\left\{x_{k}\right\}$, then the algorithm terminate finitely.

Proof. We only prove the result for Algorithm 2.1. Since condition (WS) holds, using Corollary 2.7 in Ref. [7], we can show that there exists $\alpha>0$ for any $x^{*} \in \Omega^{*}$ and $x \in \Omega$, such that

$$
\begin{equation*}
f(x)-f\left(x^{*}\right) \geqslant \alpha \operatorname{dist}\left(x, \Omega^{*}\right), \tag{35}
\end{equation*}
$$

where $\operatorname{dist}\left(x, \Omega^{*}\right)=\left\|x-P_{\Omega^{*}}(x)\right\|$. Suppose, on the contrary, that there exists an infinite subsequence $\left\{x_{k}\right\}_{k \in K}(K \subseteq N)$ satisfying (25). From (25), (35) and Lemma 2.3, the convexity of $f(\cdot)$ shows that
for all $k \in K$,

$$
\begin{align*}
\alpha & \leqslant \frac{f\left(x_{k}\right)-f\left(P_{\Omega^{*}}\left(x_{k}\right)\right)}{\left\|x_{k}-P_{\Omega^{*}}\left(x_{k}\right)\right\|} \\
& \leqslant \frac{\left\langle\nabla f\left(x_{k}\right), x_{k}-P_{\Omega^{*}}\left(x_{k}\right)\right\rangle}{\left\|x_{k}-P_{\Omega^{*}\left(x_{k}\right)}\right\|} \\
& \leqslant \frac{\left\|x_{k}-x_{k-1}\right\|}{\lambda_{k-1}}+\left\|\nabla f\left(x_{k}\right)-\nabla f\left(x_{k-1}\right)\right\| \tag{36}
\end{align*}
$$

Taking limit in (36) as $k \in K, k \rightarrow \infty$, Corollary 3.1, the boundedness of $\left\{\lambda_{k}\right\}$ and the uniform continuity of $\nabla f(\cdot)$ imply that $\alpha \leqslant 0$, giving a contradiction.

## 6. Final remarks

When we completed the paper and reported it at International Conference on Numerical Linear Algebra and Optimization (7-10 October, 2003, Guilin, China), Raydan told us that the proof of Theorems 2.3 and 2.4 in the paper [4] containing minor errors had been corrected in the paper [5]. In fact, it is easy to see that the main results in [5] are still special cases in our paper.
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