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Abstract In this paper, a new fourth-order family of methods free from second derivative is

obtained. This new iterative family contains the King’s family, which is one of the most well-known

family of methods for solving nonlinear equations, and some other known methods as its particular

case. To illustrate the efficiency and performance of proposed family, several numerical examples

are presented. Numerical results illustrate better efficiency and performance of the presented meth-

ods in comparison with the other compared fourth-order methods. Due to that, they can be effec-

tively used for solving nonlinear equations.
ª 2010 King Saud University. Production and hosting by Elsevier B.V. All rights reserved.
1. Introduction

In this paper, we propose an iterative methods to find a simple

root a of a nonlinear equation f(x) = 0. i.e., f(a) = 0 and
f0(a) „ 0.

Nonlinear equations arise in a wide variety of forms in all
branches of science, engineering, and technology. In recent

years, a large number of root-searching algorithms and meth-
ics, Faculty of Sciences, Uni-

an.

m

y. Production and hosting by

Saud University.

lsevier
ods of solutions of different orders are available in the litera-
ture. For example, we refer the readers to Babolian and
Biazar (2002), Frontini and Sormani (2003), He (1998), Abbas-

bandy (2006), King (1973), Chun (2007), Ostrowski (1973),
Chun (2008) and the references therein.

It is well-known that the Newton’s method is the most

widely used (second-order) method for solving such equations,
giving by

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

: ð1Þ

Our approach is based on the King’s fourth-order defined
by

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� fðxnÞ þ ðaþ 2ÞfðynÞ
fðxnÞ þ afðynÞ

fðynÞ
f0ðxnÞ

; ð2Þ

where

yn ¼ xn �
fðxnÞ
f0ðxnÞ

; ð3Þ

(the notation of yn have used throughout).
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This paper is organized as follows: In Section 2, we consider a
general iterative scheme, analyze it to present a family of fourth-
ordermethods then several known special cases of this family are

listed. Section 3 is devoted to numerical comparisons between
the results obtained in thiswork and someknown iterativemeth-
ods. Finally, conclusions are stated in the last section.
2. Development of method and convergence analysis

In this section to derive a fourth-order family of methods,

motivated by King’s family (2), we suggest and analyze the
following iterative scheme:

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� AfðxnÞ2 þ BfðynÞfðxnÞ þ CfðynÞ
2

DfðxnÞ2 þ EfðynÞfðxnÞ þ FfðynÞ
2

fðynÞ
f0ðxnÞ

;

ð4Þ

where parameters A,B,C,D,E and F to be determined such

that the iterative method defined by (4) has the order of con-
vergence four. It can be obviously followed if the parameters
are properly chosen as A= D= 1, C= F= 0, B = E + 2

then the iterative scheme (4), reduces to the King’s family.
For the proposed family of methods (4) we have following

analysis of convergence.

Theorem 1. Let a 2 I be a simple root of a sufficiently

differentiable function f : I! R on an open interval which
contains x0 as a close initial approximation to a. In the case of

A ¼ B – 0 and B ¼ Eþ 2A;

the family of methods defined by (4), is of order four.

Proof. Using Taylor expansion of f(xn) about a and defining
en = xn � a, we have

fðxnÞ ¼ f0ðaÞ en þ c2e
2
n þ c3e

3
n þ c4e

4
n þOðe5nÞ

� �
; ð5Þ

f0ðxnÞ ¼ f0ðaÞ 1þ 2c2en þ 3c3e
2
n þ 4c4e

3
n þOðe4nÞ

� �
; ð6Þ

where ck = f(k)(a)/k!f0(a),k= 2,3,. . .
Substitution of (5) and (6) into (3), leads to

yn ¼ aþ c2e
2
n þ 2 c3 � c22

� �
e3n þ �7c2c3 þ 4c32 þ 3c4

� �
e4n þO e5n

� �
:

ð7Þ

Besides, by Taylor’s expansion, we have

fðynÞ ¼ f0ðaÞ c2e2n þ 2 c3 � c22
� �

e3n
�

þ �7c3c2 þ 5c32 þ 3c4
� �

e4n þO e5n
� ��

: ð8Þ

Finally, using Eqs. (5)–(8) in (4) and some symbolic computa-

tional in Maple, we have

xnþ1 ¼ xn � en þ K1e
2
n þ K2e

3
n þO e4n

� �
;

where

K1 ¼ �
ðD� AÞc2

D
;

K2 ¼
2DðD� AÞc3 þ ð�2D2 þ 4AD� BDþ AEÞc22

D2
:

It can be easily followed that, K1, K2 can be vanished,

whenever

A ¼ D – 0 and B ¼ Eþ 2A: �
Setting the parameters of A,B,C,D,E and F which satisfy-
ing the conditions of theorem in (4) then introducing a = E/A,
h = C/A and b = F/A leads to the following three-parameter

family of fourth-order methods

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� fðxnÞ2 þ ð2þ aÞfðynÞfðxnÞ þ hfðynÞ
2

fðxnÞ2 þ afðynÞfðxnÞ þ bfðynÞ
2

fðynÞ
f0ðxnÞ

;

ð9Þ

where yn ¼ xn � fðxnÞ
f0 ðxnÞ and a; b; h 2 R.

Family (9) contains some known fourth-order methods as
particular cases, as follows:

Case 1: For h = b = 0 and a 2 R, we obtain the King’s fam-
ily of methods (1).

Case 2: For h = b = 0, and a = �2, we obtain a fourth-

order family of methods:

xnþ1 ¼ xn �
fðynÞ � fðxnÞ
2fðynÞ � fðxnÞ

fðxnÞ
f0ðxnÞ

; ð10Þ

which was obtained by Ostrowski (1973).
Case 3: For h = 0, a = �2 and b ¼ 2b0 2 R, we obtain fol-

lowing fourth-order family of methods:

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� fðxnÞ2

fðxnÞ2 � 2fðxnÞfðynÞ þ 2b0fðynÞ
2

fðynÞ
f0ðxnÞ

;

and its two members with b = 1/2 and b = 1

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� fðxnÞ
fðxnÞ � fðynÞ

� �2
fðynÞ
f0ðxnÞ

;

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� fðxnÞ2

fðxnÞ2 � 2fðxnÞfðynÞ þ 2fðynÞ
2

fðynÞ
f0ðxnÞ

;

respectively, which were introduced by Chun (2007).

Case 4: For a = �1/2, b = �1/4 and h = 3/4, we obtain a
fourth-order method:

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� 4fðxnÞ2 þ 6fðynÞfðxnÞ þ 3fðynÞ
2

4fðxnÞ2 � 2fðynÞfðxnÞ � fðynÞ
2

fðynÞ
f0ðxnÞ

;

which was introduced by Chun (2008).

Case 5: For a = b = h = 0, we obtain a fourth-order
method

xnþ1 ¼ xn � 1þ fðynÞ
fðxnÞ

þ 2
fðynÞ

2

fðxnÞ2

" #
fðxnÞ
f0ðxnÞ

; ð11Þ

which was introduced by Chun (2008).

Case 6: For a = b = 0 and h = 1, we obtain a fourth-order
method:

xnþ1 ¼ xn � 1þ fðynÞ
fðxnÞ

þ 2
fðynÞ

2

fðxnÞ2
þ fðynÞ

3

fðxnÞ3

" #
fðxnÞ
f0ðxnÞ

; ð12Þ

which was obtained by Chun (2008).

Case 7: For h = b = 0 and a = �1, we obtain a fourth-
order method:

xnþ1 ¼ xn �
fðxnÞ2 þ fðynÞ

2

f0ðxnÞðfðxnÞ � fðynÞÞ
;

which was obtained by Kou et al. (2007).
Case 8: For h = b = 0 and a = �5/2,�3/2,�7/2, respec-

tively, we have



Table 1 Comparison of various fourth-order convergent iterative methods.

Number of iterations Number of function evaluations

NM KM CM1 CM2 BGM1 BGM2 NM KM CM1 CM2 BGM1 BGM2

f1,x0 = �0.3 55 49 25 25 8 7 110 147 75 75 24 21

f1,x0 = 1 6 4 4 4 3 3 12 12 12 12 9 9

f2,x0 = 0 5 3 3 3 2 2 10 9 9 9 6 6

f2,x0 = 1 5 3 3 3 3 3 10 9 9 9 9 9

f3,x0 = �1 6 5 5 3 3 4 12 15 15 9 12 9

f3,x0 = �2 9 5 5 6 6 5 18 15 18 18 15 15

f4,x0 = 2 6 5 5 5 4 4 12 12 15 15 12 12

f4,vx0 = �5 8 5 5 5 5 5 16 15 15 15 15 15

f5,x0 = 3 7 4 4 4 3 3 14 12 12 12 12 12

f5,x0 = 4 8 5 5 5 4 4 16 15 15 15 12 12

f6,x0 = 2 9 5 6 6 5 5 18 15 18 18 15 15

f6,x0 = 3.5 11 6 7 7 6 6 22 18 21 21 18 18

f7,x0 = 1 7 4 5 5 6 4 14 12 15 15 18 12

f7,x0 = 2 6 4 4 4 3 3 12 12 12 12 9 9

A new general fourth-order family of methods for finding simple roots of nonlinear equations 397
xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� 2fðxnÞ � fðynÞ
2fðxnÞ � 5fðxnÞ

fðynÞ
f0ðxnÞ

;

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� 2fðxnÞ þ fðynÞ
2fðxnÞ � 3fðxnÞ

fðynÞ
f0ðxnÞ

;

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� 2fðxnÞ � 3fðynÞ
2fðxnÞ � 7fðxnÞ

fðynÞ
f0ðxnÞ

;

which were introduced by Chun and Ham (2008) (they are
actually the special cases of the King’s family).

Furthermore, family (9) introduces some new cases, as
other its particular cases. For example:

In the Case of h = 4, a = 2 and b = 1, we obtain the fol-

lowing fourth-order method

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� fðxnÞ þ 2fðynÞ
fðxnÞ þ fðynÞ

� �2
fðynÞ
f0ðxnÞ

: ð13Þ

In the Case of a = �2, b = 1 and h = �1, we obtain the fol-

lowing fourth-order method.

xnþ1 ¼ xn �
fðxnÞ
f0ðxnÞ

� fðxnÞ þ fðynÞ
fðxnÞ � fðxnÞ

fðynÞ
f0ðxnÞ

: ð14Þ

Obviously, the number of function evaluations per iteration re-
quired in the methods defined by (4) is three. We consider the
definition of efficiency index (Grau and Diaz, 2006) as

ffiffiffi
pr
p

,

where p is the order of the method and r is the number of func-
tion evaluations per iteration required by the method. We have
that the family of methods defined by (4) has the efficiency in-

dex equal to
ffiffiffi
43
p
� 1:5874, which is much better than theffiffiffi

2
p
� 1:4142 of Newton’s method.

3. Numerical examples

In this section, some numerical test of some various root-find-
ing methods as well as our new methods and Newton’s method

are presented. Compared methods were Newton’s method (1)
(NM), King’ method with b = 3 (KM), Chun’ method (11)
(CM1) and another Chun’ method (12) (CM2) with the new

presented methods by Eq. (13) (BGM1) and Eq. (14)
(BGM2), introduced in this contribution. All computations
were done using MAPLE with 128 digit floating point arithme-
tics (Digits = 128). Displayed in Table 1 are the number of
iterations and functional evaluations required such that

Œf(xn)Œ < 10�15. The following functions (which are taken
from Ostrowski, 1973; Chun, 2008; Kou et al., 2007), are used
for the comparison and we display the approximate zeros x*
found, up to the 28th decimal place.

f1ðxÞ ¼ x3 þ 4x2 � 10; x� ¼ 1:3652300134140968457608068290;

f2ðxÞ ¼ x2 � ex � 3xþ 2;

x� ¼ 0:25753028543986076045536730494

f3ðxÞ ¼ xex
2 � sin2ðxÞ þ 3 cosðxÞ þ 5;

x� ¼ �1:2076478271309189270094167584;
f4ðxÞ ¼ sinðxÞex þ lnðx2 þ 1Þ; x� ¼ 0;

f5ðxÞ ¼ ðx� 1Þ3 � 2; x� ¼ 2:2599210498948731647672106073;

f6ðxÞ ¼ ðxþ 2Þex � 1;

x� ¼ �0:44285440100238858314132800000;
f7ðxÞ ¼ sin2ðxÞ � x2 þ 1;

x� ¼ 1:4044916482153412260350868178:

The results presented in Table 1 show that for the functions
we tested, the new methods introduced in this contribution

need reduce the number of iterations and needed functional
evaluations show that this family can be competitive to
the known fourth-order methods and Newton’s method

and converge more quickly than the other compared
methods.

4. Conclusion

In this paper, we have constructed a new general fourth-order
iterative family of methods for solving nonlinear equations

with three parameters. This proposed iterative family contains
King’s family and several well-known methods as special case.
This family has the advantage that one has more freedom than
King’ family to choose the parameters. It is noteworthy that

the presented methods show better performance and faster
convergence than the King’s method and some recent its
variants.

Further researches are required to find the optimal values
of parameters to achieve faster convergence can be considered
as the next studies in this field.
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