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Abstract 

This paper presents a novel hand gesture interface system via a depth imaging sensor for appliances control in smart home 
environments.  To control appliances with hand gestures, we recognize the hand parts in a depth hand silhouette and generate 
control commands. In our methodologies, we first create a database (DB) of synthetic hand depth silhouettes and their 
corresponding hand parts-labelled maps and then train a random forests (RFs) classifier with the DB. Via the trained RFs, we 
recognize the hand parts in a depth silhouette. Then based on the information of the recognized hand parts, control commands are 
finally generated according to our implemented control interface. By testing our system on real hand gestures, we have obtained 
an average recognition rate of 98.50 % from five different subjects. With the presented interface system, users can control smart 
home appliances such as TV, fan, lighting, doors and change channels, temperature, and volume by just hand gestures. 
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1. Introduction 

In recent years, intelligent human computer interaction (HCI) in smart home environments is getting a lot 
of attentions from researchers in many fields such as architectural, electrical, computer, and biomedical engineering. 
In particular, a hand gesture-based human and machine interface is a more intuitive, natural, and intelligent way than 
the traditional interface methodologies using keyboard, mouse, touchscreen, or remote control devices, since users 
can interface with household appliances with just their hand gestures. Potential applications of such an intelligent 
HCI based on hand gesture recognition include home entertainments [1], home appliances control [2], home 
healthcare systems [3, 4], etc. Among these applications, the appliances control for smart home is one of the 
important applications for its daily usage: household appliances such as TV, radio, fans, and doors can be controlled 
by just hand gestures along with changing channels, temperature, and volume [5, 6].  

Earlier works proposed for hand gesture recognition to control household appliances can be divided into 
two approaches: one is inertial sensor-based and the other vision-based approaches [6]. In the first approach, one or 
an array of inertial sensors is used. They are, in general, tracked to get their positions, velocity, and acceleration. 
Then some motion features are used for hand gesture recognition to control home appliances such as radio, TV, and 
lightings [7-9]. However, the requirement of the sensor devices like a remote controller makes this kind approach 
unnatural and inconvenient in spite of its high sensitivity. To overcome the limitations of the sensor-based approach, 
the second approach uses imaging sensors or cameras to get gesture commands from colour, shapes, orientations, 
positions, contours, or motions features of a hand or body [10]. For instance, in [11], the authors developed an 
assisting system for the elderly and handicapped to open or close household appliances such as TV, lamps, and 
curtains with just hand gestures. In this work, a pointing gesture, which was captured on three cameras, was 
recognized by getting its position and direction features. In [12], the authors proposed a simple method to control air 
conditions remotely using four hand gestures. By using two cameras, their hand gestures were recognized by 
detecting the right or left hand gestures using some colour image-based detection algorithms. In general, the use of 
colour images in gesture recognition is sensitive to noise, lighting conditions, cluttered backgrounds, and especially 
occlusions. Recently, with the introduction of new depth imaging sensors which provide pixel-by-pixel distance 
images, a new brand of hand gesture recognition has been introduced. For instance, in [13], the authors used some 
extracted features from depth images which reflect the hand contour information to recognize some static hand 
poses. Then, dynamic hand gestures were recognized by analyzing a consecutive sequence of these static poses. 
Seven dynamic hand gestures were recognized and used for household appliances control. However, this study was 
not robust enough since only the hand shape information was used without discerning each hand part. 

In this study, we present a novel hand gesture recognition and HCI system which recognizes each hand part 
in a hand depth silhouette and generate control commands to control appliances in smart home environments. The 
main advantage of our proposed approach is that the state of each finger is directly identified by recognizing the 
hand parts and then hand gestures are recognized based on the state of each finger. We have tested and validated our 
system on real data. Our experimental tests achieved 98.50 % in recognition of hand gestures with five subjects. 
Finally we have implemented and tested our HCI interface through which one can control home appliances: smart 
home appliances can be turned on and off; channels and volumes can be changed with just simple hand gestures. 

 

 
Fig 1. The setting of our proposed hand gesture-based interface system 
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2. Hand gesture-based interface system 

Fig. 1 shows the setting of our hand gesture recognition and HCI system for appliances control in smart 
home environments. The system consists of two main parts: a depth camera which is used to get hand depth 
silhouettes and an appliances control interface which is used to give instructions to appliances. To make a user 
friendly interface, our hand gesture interface system allows users to interface with the appliances by understanding 
dynamic hand gestures which are recognized from the hand poses and their movements as described in Tables 1 and 
2.  

Table 1. Four basic types of hand poses  
Pose ID 1 2 3 4 
Function Ready Selection/Enter Exit Move menu 

Hand Poses 

  

 

  

Table 2. Types of static and dynamic hand gestures 

Gesture types Functionality of the system Gesture types Functionality of  the system 

1 Recognize Pose 1 to ready the 
interface system 4 Recognize and track Pose 1 as a hand 

mouse 

2 Recognize Pose 2 to make a 
selection (i.e., enter) 5 Recognize and track Pose 4 to move 

the menu right or left 

3 Recognize Pose 3 to exit the 
system 6 Recognize and track Pose 4 to turn up 

or down volume  

3. Methodology 

Overall process of our proposed system for hand gesture recognition, shown in Fig. 2, consists of two main 
parts: in the first part of hand parts recognition, a synthetic hand database (DB), which contains more than thousands 
of pairs of depth maps and their corresponding hand parts-labelled maps, was generated. Then, the DB was used in 
training RFs. In the recognition stage, a depth image was first captured from a depth camera and then a hand depth 
silhouette was extracted by removing the background. Next, the hand parts of a depth silhouette were recognized 
using the trained RFs. In the second part of hand gesture recognition, a set of features was extracted from the 
labelled hand parts. Finally, based on the extracted features, hand gestures were recognized by our rules, generating 
interface commands. 

 

              
 

Fig 2. The framework of our hand gesture recognition system. 

3.1. Hand depth silhouette acquisition 

In our work, we used a creative interactive gesture camera [14]. The depth imaging parameters were set 
with the image size of 240 x 320, and frame rate of 30 fps. The hand parts were captured in the field of view of 70 
degrees. Hand depth silhouettes were extracted with the background removal technique in [14].   

Hand depth silhouette 
acquisition 

Hand part recognition 
via the trained RFs 

Dynamic hand gesture 
recognition 
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3.2. Hand parts recognition 

a. Synthetic hand DB generation 

We created the DB with a synthetic hand model using 3Ds Max, a commercial 3D graphic package [15]. 
To identify hand parts, twelve labels were assigned to each hand model as shown in Fig. 3. The five fingers 
including the thumb, index, middle, ring, and pinkie fingers, were represented by ten corresponding labels including 
the five front and five back sides of the fingers. The front parts were coded with the indices of 2, 3, 4, 5 and 6. 
Likewise, the five back sides were coded with the indices of 7, 8, 9, 10 and 11, respectively. The images in the DB 
had a size of 320 x 240 with 16-bit depth values.  

 

 

 

 
 
(a)                               (b) 

Fig 3. Hand model: (a) 3D hand model in 3Ds-max and (b) Hand parts with twelve labels 

b. Hand part recognition via RFs 

In training RFs, we used an ensemble of 21 decision trees. The maximum depth of trees was 20. Each tree 
in RFs was trained with different pixels sampled randomly from the DB. A subset of 500 training sample pixels was 
drawn randomly from each synthetic depth silhouette. A sample pixel was extracted as done in [16], to obtain 200 
candidate features. 

To recognize hand parts of each hand depth silhouette, all pixels of each hand depth silhouette were classified by the 
trained RFs to assign a corresponding label out of the 12 indices. A centroid point was withdrawn from each 
recognized hand part, representing each hand part. 

3.3. Dynamic hand gesture recognition 

a. Hand poses recognition  

From the recognized hand parts, we extracted a set of features. In our labelling, each finger was represented 
by two different labels: one label for its front side corresponding to the open state of the finger and another for its 
back side corresponding to the close state of the finger. From the information of the recognized hand parts, we 
identify the open or close states of each finger. The states of the five labelled fingers were identified and saved as 
features, namely fThumb, fIndex, fMiddle, fRing, and fPinky respectively.  

 

11,10,9,8,7:0
6,5,4,3,2:1

)(
orLabelforClose

orLabelforOpen
ifFingers

 

 
                      Table 3. Recognition rules of the four basic hand poses based on the states of the five fingers 

fThumb fIndex fMiddle fRing fPinky Pose type 

0 1 0 0 0 1 
1 1 0 0 0 2 
0 0 0 0 0 3 
1 1 1 1 1 4 

   0=Close and 1=Open. 
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To recognize four basic hand poses, we derived a set of recognition rules. The set of five features from the states of 
all fingers was used to decode the meaning of the four hand poses. The derived recognition rules are given in Table 
3.  

b. Dynamic hand gesture recognition  

To understand dynamic hand gestures with the recognized hand poses as explained in Table 2, after 
recognizing the hand poses, we tracked their positions. To understand Gestures 1, 2, and 3, our system recognizes 
Pose 1, 2, and 3, respectively. Then Gesture 4 can be understood by recognizing Pose 1 and then tracking the 
centroid point position of the index finger in the x and y dimension which gets mapped on the interface screen: it 
acts as a hand mouse. To understand Gesture 5 which is used to move the menu to the right or left, Pose 4 is 
recognized and the centroid point position of the palm is tracked in the x dimension between two consecutive frames 
including the previous and current frames. By dividing the frame window into three sub-areas as presented in Fig. 4, 
if the tracked point of the current frame is moved from the area of current or previous pages to the area of next page, 
the screen menu slides to the right. Likewise, if the tracked point of the current frame is moved from the area of 
current or next pages to the area of previous page the screen menu slides to the left. To understand Gesture 6 to turn 
up or down volume, Pose 4 is recognized and then the centroid point position of the palm is tracked in the y 
dimension. The difference between the tracked points position of two consecutive frames is used to turn up or down 
the volume. 

 
Fig 4. Three divided areas in the screen window to recognize dynamic hand gestures (i.e., Gesture type 5, 6, and 7)   

4. Experimental Results and Demonstrations 

4.1. Results of hand parts recognition  

To evaluate our hand parts recognition quantitatively, we tested on a set of 500 hand depth silhouettes 
containing various poses over the four hand poses. The average recognition rate of the hand parts was 96.90 %. 
Then, we assessed the hand parts recognition on real data qualitatively, since the ground truth labels are not 
available. We only performed visual inspections on the recognized hand parts. A representative set of the recognized 
hand parts are shown in Fig. 5.   

 
Fig 5. A set of representative results of the recognized hand parts via the trained RFs on real data. 



 Dong-Luong Dinh et al.  /  Energy Procedia   62  ( 2014 )  576 – 582 581

4.2. Results of hand pose recognition 

To test our proposed hand poses recognition methodology, a set of hand depth silhouettes was acquired 
from five different subjects. Each subject was asked to make 40 hand poses. Table 4 shows the recognition results of 
the four hand poses in a form of confusion matrix. The mean recognition rate of 98.50 % was achieved. 

 
                                              Table 4. The confusion matrix of the four hand poses recognition using our proposed system 

Pose types 1 2 3 4 

1 100    

2  100   

3  2 98  

4 1 1 2 96 

4.3. Graphic user interfaces (GUIs) for demonstrations    

We designed and implemented a GUI interface of our hand gesture interface system as presented in Figs. 6 
and 7. How to use of our system can be explained by the following two examples. In example 1, to open and select 
any channel for TV, one should use Gesture 1 to open (i.e., activate) the system, use Gesture 4 as a hand mouse to 
select the TV icon on the GUI screen in Fig. 6 (a), and use Gesture 2 to open the TV. Then the TV channels as 
shown in Fig. 6 (b) opens for a selection of a channel. To browse the channel menus, one use Gesture 5 to slide the 
channel pages to the right (i.e., the next page) or left (i.e., the previous page),  use Gestures 4 and 2 to select a 
channel, and finally use Gesture 3 to get back to the main GUI menu as shown in Fig 6 (a). In example 2, to control 
volume as well as change temperature, intensity of lightings, or speed of fans, one should use Gesture 1 to open the 
system, use Gesture 4 as a hand mouse to select the volume icon on the GUI screen, and then use Gesture 2 to open 
the volume screen as shown in Fig. 6 (c). To change volume, use Gesture 6 to turn up or down volume or use 
Gestures 4 and 2 to select the fixed minimum (Min), middle (Mid), or maximum (Max) volume levels. To get back 
to the main GUIs, one can use Gesture 3. 

 
     
 
 
 
 
 
 
 
 
 
                             

Fig 6. Illustrated gesture-based GUIs of appliance control system 
The GUIs for (a) appliances selection, (b) TV channel selection, and (c) volume control. 
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Fig 7. A hand gestures sequence and their tracked points used in our system   
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5. Conclusions 

In this work, we have presented a novel hand gesture recognition system for appliance control in smart 
home using the labelled hand parts via the trained RFs from a hand depth silhouette. We have achieved the mean 
recognition rate of 98.50 % over the four hand gestures from five subjects. Our proposed hand gesture recognition 
method should be useful in automation applications for appliance control in smart home environment. 
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