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#### Abstract

We consider the family of graph problems called node-deletion problems, defined as follows: For a fixed graph property $\Pi$, what is the minimum number of nodes which must be deleted from a given graph so that the resulting subgraph satisfies $\Pi$ ? We show that if $\Pi$ is nontrivial and hereditary on induced subgraphs, then the node-deletion problem for $\Pi$ is NP-complete for both undirected and directed graphs.


## 1. Introduction

This paper deals with the class of graph problems defined as follows: For a fixed graph property $\Pi$, find the minimum number of nodes (or vertices) which must be deleted from a given graph so that the result satisfies $\Pi$. We call this the node-deletion problem for $\Pi$. Our results show that if $\Pi$ is a "nontrivial" property which is "hereditary" on induced subgraph, then the node-deletion problem for $\Pi$ is NP-hard. Furthermore, if we add the condition that testing for $\Pi$ can be performed in polynomial time, then our results imply that the node-deletion problem for $\Pi$ is NP-complete. (See [4] for an exposition of NPcompleteness.)

A graph property is nontrivial if it is true for infinitely many graphs and false for infinitely many graphs. It is easy to see that if this condition does not hold, then the nodedeletion problem is always polynomial. For example, if $\Pi$ is true for only finitely many graphs $G_{1}, \ldots, G_{n}$, then we can find in polynomial time the largest $G_{i}$ which is contained in a given graph. Hence the condition that the property be nontrivial is essential to our results.

A property is hereditary on induced subgraphs if, for any graph satisfying the property,

[^0]all vertex-induced subgraphs also satisfy the property. Examples of well-known hereditary properties are planar, outerplanar, bipartite, acyclic, degree-constrained, interval graph, comparability graph, chordal, complete, independent set, and line invertible. (See [2] or [6] for definitions of these terms.) Our results thus imply the NP-completeness of a large number of specific node-deletion problems. Some of these had previously been shown to be NP-complete [3, 5, 8, 9]. The significance of the present paper lies in the fact that we exhibit techniques which can be used to prove the NP-completeness of an infinite family of problems. Note that the hereditary condition is also necessary for our results to hold. For example, the property biconnected is not hereditary, and the node-deletion problem for it is linear [14].

If a graph $G$ does not satisfy some hereditary property, then any supergraph of $G$ also fails to satisfy the property. We call $G$ a forbidden subgraph for the property. Any hereditary property is definable by its set of forbidden subgraphs, and, conversely, any set of graphs is the set of forbidden subgraphs of some hereditary property. If the graphs all have edges, the property will be nontrivial. Our proofs rely heavily on this correspondence between hereditary properties and sets of graphs.

Since the number of sets of graphs is uncountable, so is the number of hereditary properties. But the set of algorithms can be enumerated [7] and is therefore countable. It follows that not all node-deletion problem are in NP (or even recursive). For this reason we add the stipulation that $\Pi$ be a property which can be tested for in polynomial time. Then the node-deletion problem for $\Pi$ is in NP, and our results show that it is NP-complete.

The paper is organized as follows. In Section 2 we show NP-hardness for nodedeletion problems for properties whose forbidden subgraphs are all biconnected. In Section 3 we extend this to include node-deletion problems for all nontrivial hereditary properties on undirected graphs. Section 4 proves the same result for digraphs.

We introduce the following notation. For any graph $G$ and graph property $\Pi$, we let $\gamma_{\pi}(G)$ be the minimum number of nodes which must be deleted from $G$ in order that the resulting subgraph satisfy $\Pi$. When there is no possibility of any ambiguity, we will drop the subscript $\Pi$.

## 2. Properties Whose Forbidden Subgraphs Are Biconnected

A number of common graph properties can be defined by biconnected forbidden subgraphs. Examples are planar, bipartite, and acyclic. This section treats node-deletion problems for such properties.

For any $N \geqslant 3$, let SATN denote the satisfiability problem for sets of clauses in conjunctive normal form in which each clause has exactly $N$ literals. It is known that SAT3 is NP-complete [5], and it is easy to show that SAT $N$ is NP-complete for $N \geqslant 4$ [10]. For any property $\Pi$ definable by biconnected forbidden subgraphs, we will show that the node-deletion problem for $\Pi$ is NP-complete by showing that SAT $N$ can be reduced to it for some $N$.

Let $G$ be a biconnected graph with $N \geqslant 3$ vertices and $e$ any edge of $G$. Given clauses

$$
c_{1}: x_{2} \vee \bar{x}_{3} \vee \bar{x}_{5} \vee x_{7}
$$



Fig. 1. The labeling of the vertices $G_{i}^{\prime} . t_{i 1}, f_{i 1}$ are associated with $x_{2}, \bar{x}_{2} ; t_{i 2}, f_{i 2}$ are associated with $x_{3}, \bar{x}_{3}$, etc.
$C_{1}, \ldots, C_{n}$, each with exactly $N$ literals from among the set $x_{1}, \ldots, x_{l}, \bar{x}_{1}, \ldots, \bar{x}_{l}$, as input for SATN, construct the graph $\Gamma$, called the $\Gamma$-graph for $G, e, C_{1}, \ldots, C_{n}$, as follows.

Begin with $G$, and for each vertex $v_{j}$, add a new, isolated vertex $v_{j}^{\prime}$. This graph $G^{\prime}$ has $2 N$ vertices. Let $G_{1}^{\prime}, \ldots, G_{n}^{\prime}$ be $n$ disjoint copies of $G^{\prime}$, and form $G_{1}^{\prime}+\cdots+G_{n}^{\prime}$, the graph consisting of the disjoint union of the $n$ copies. For each $G_{i}^{\prime}, i=1, \ldots, n$, label the $2 N$ vertices as follows: If the $j$ th literal of clause $C_{i}$ is $x_{k}$, let $v_{j}$ be $t_{i j}$ and $v_{j}^{\prime}$ be $f_{i j}$; if the $j$ th literal is $\bar{x}_{k}$, let $v_{j}$ be $f_{i j}$ and $v_{j}^{\prime}$ be $t_{i j}$. Say that $t_{i j}$ is associated with $x_{k}$, $f_{i j}$ is associated with $\bar{x}_{k}$. A vertex labeled $t$ will be called a $t$-vertex ( $t$ for true); one labeled $f$ will be called an $f$-vertex ( $f$ for false). An example of this labeling for a particular clause and graph is shown in Fig. 1.

Note that if $v$ is any of $t_{i 1}, f_{i 2}, f_{i 3}, t_{i 4}$, in Fig. 1, then $G_{i}^{\prime}-\{v\}$ does not contain $G$ as a subgraph, whereas if $v$ is any of the isolated vertices of $G_{i}^{\prime}$, then $G_{i}^{\prime}-\{v\}$ still contains $G$. A truth assignment for $C_{1}, \ldots, C_{n}$ will correspond in the $\Gamma$-graph to removing from $G_{1}^{\prime}+\cdots+G_{n}^{\prime}$ for each pair $t_{i j}, f_{i j}$, the vertex which is associated with a literal assigned the value 1 . So if $x_{3}$ is assigned 1 in the above example, $t_{i 2}$ would be removed from $G_{i}^{\prime}$, and if $\bar{x}_{5}$ is assigned. 1 , then $f_{i 3}$ would be removed. The idea is that if the truth assignment satisfies $\left\{C_{1}, \ldots, C_{n}\right\}$, these deletions will result in a graph that contains no subgraph isomorphic to $G$. That is, if $\left\{C_{1}, \ldots, C_{n}\right\}$ is satisfiable, there will be a set of $2 n N-n N=$ $n N$ vertices in $G_{1}^{\prime}+\cdots+G_{n}^{\prime}$ whose induced subgraph does not contain $G$ as a subgraph. Unfortunately, the converse of this statement is not true, for $G_{1}^{\prime}+\cdots+G_{n}^{\prime}$ will always have an $n N$-vertex subgraph not containing $G$; for example, the subgraph induced by the $n N$ isolated vertices. The remaining part of the construction of $\Gamma$ is designed to ensure that if $\Gamma$ has a subgraph of a certain size not containing $G$, then this subgraph will imply a valid truth assignment satisfying $\left\{C_{1}, \ldots, C_{n}\right\}$.

The $2 n N$ vertices of $G_{1}^{\prime}+\cdots+G_{n}^{\prime}$ can be partitioned into $l$ sets $V_{1}, \ldots, V_{l}$, where $V_{l e}$ consists of vertices associated with $x_{k}$ or $\bar{x}_{k}$. Let the number of vertices in $V_{k}$ be $2 p_{k}$, so that either $x_{k}$ or $\bar{x}_{k}$ occurs $p_{k}$ times in $C_{1}, \ldots, C_{n}$. Then $V_{k}$ contains $p_{k}{ }^{2}$ distinct pairs of the form $t_{i j}, f_{r s}$. To each such pair, attach a copy of $G$ by identifying the two vertices with the endpoints of $e$. This adds to the graph $M=(N-2) \sum_{1 \leqslant k \leqslant l} p_{k}{ }^{2}$ vertices which will be denoted $u_{1}, \ldots, u_{M}$ and referred to as $u$-vertices. The resulting graph $\Gamma$ is the $\Gamma$-graph for $G, e, C_{1}, \ldots, C_{n}$. A partial construction of a $\Gamma$-graph is depicted in Fig. 2.

It is clear that $\Gamma$ can be constructed in time polynomial in $n$ and $N$. The following lemmas give the properties of $\Gamma$ that allow SATN to be reduced to a node-deletion

$$
\begin{aligned}
& c_{1}: x_{1} \vee \bar{x}_{2} \vee x_{4} \\
& c_{2}: \bar{x}_{1} \vee x_{3} \vee \bar{x}_{4} \\
& c_{3}: \bar{x}_{2} \vee \bar{x}_{3} \vee x_{4}
\end{aligned}
$$

G:


Fig. 2. Partial construction of the $\Gamma$-graph for $G, e, C_{1}, C_{2}, C_{3}$. The graph $G_{1}^{\prime}+G_{2}^{\prime}+G_{3}^{\prime}$ has been formed, and the dotted edges are the attached copies of $G$ for the set $V_{1}$ of vertices associated with $x_{1}, \bar{x}_{1}$.
problem on $\Gamma$. For a set $S$ of vertices in a graph $G$, let $G \mid S$ be the subgraph induced by $S$.

Lemma 1. If $\left\{C_{1}, \ldots, C_{n}\right\}$ is satisfiable, then there is a subset $V^{\prime} \subseteq V(\Gamma)$ of size $\left|V^{\prime}\right|=$ $n N+M$ such that $I^{\prime} \mid V^{\prime}$ has no biconnected component with more than $N-1$ vertices.

Proof. Let $\phi:\left\{x_{1}, \ldots, x\right\} \rightarrow\{0,1\}$ be a truth assignment which satisfies $C_{1}, \ldots, C_{n}$. For each set of vertices $V_{k}$, let

$$
\begin{aligned}
& W_{k}=\left\{t_{i j} \in V_{k}\right\}, \quad \text { if } \quad \phi\left(x_{k}\right)=1 \\
& =\left\{f_{i j} \in V_{k}\right\}, \quad \text { if } \quad \phi\left(x_{k}\right)=0 .
\end{aligned}
$$

That is, $W_{k}$ is the subset of $V_{k}$ consisting of vertices associated with literals assigned the value 1. Let $V^{\prime}=V(\Gamma)-\bigcup W_{k}$. Let $\Gamma^{\prime}=\Gamma \mid V^{\prime}$. In other words, delete all vertices associated with literals assigned the value 1 .

For a pair $t_{i j}, f_{r s}$ belonging to the same $V_{k}$, only one is in $V^{\prime}$. Call this vertex $v$. If $u$ is any $u$-vertex in the copy of $G$ attached to $t_{i j}, f_{r s}$, then any path from $u$ to a vertex not in this attached copy must contain $v$. Therefore $v$ is a cutpoint of $\Gamma^{\prime}$; its removal disconnects the $N-2$ vertices in the attached copy containing $u$ from the rest of $I$. It follows that neither $u$, nor any of $u_{1}, \ldots, u_{M}$, is in a biconnected component of $\Gamma^{\prime}$ with more than $N-1$ vertices. Among the remaining vertices $r_{i j}, f_{i j}$, all edges which resulted from the attached copies of $G$ are not present in $\Gamma^{\prime}$, since one of the end points of each such edge has been deleted. The only remaining edges to consider are those from the original graph $G_{1}^{\prime}+\cdots+G_{n}^{\prime}$. Since $\phi$ satisfies $C_{1}, \ldots, C_{n}$, at least one vertex from each of the $n$ copies of $G$ in this graph has been deleted, as argued previously, so none of the $t$ - or $f$-vertices of $\Gamma^{\prime}$ is in a biconnected component with more than $N-1$ vertices. Thus no vertex of $\Gamma^{\prime}$ is in a biconnected component with more than $N-1$ vertices, so the lemma is proved.

Lemma 2. Suppose $\Gamma$ has a set $V^{\prime} \subseteq V(\Gamma)$ of size $\left|V^{\prime}\right|=n N+M$ such that $G$ is not a subgraph of $\Gamma \mid V^{\prime}$. Then $\left\{C_{1}, \ldots, C_{n}\right\}$ is satisfiable.

Proof. Let $\Gamma^{\prime}=\Gamma \mid V^{\prime}$. Since $G$ is not a subgraph of $\Gamma^{\prime}$, at least one vertex from each of the original $n$ copies of $G$ in $G_{1}+\cdots+G_{n}$ must have been deleted; that is, a vertex corresponding to at least one literal in each clause has been deleted. The claim is that for each $k=1, \ldots, l$, either $V^{\prime}$ contains only $t$-vertices of $V_{k}$, or it contains only $f$ vertices. If this claim is true, then the deleted vertices will determine a truth assignment $\phi$ defined by

$$
\begin{array}{rlrl}
\phi\left(x_{k}\right) & =1, & & \text { if } \\
& \quad V^{\prime} \cap V_{k} \text { contains only } f \text {-vertices } \\
& =0, & & \text { if } \\
V^{\prime} \cap V_{k} \text { contains only } t \text {-vertices. }
\end{array}
$$

and this truth assignment will satisfy $C_{1}, \ldots, C_{n}$.
To see that the above claim holds, note first that it can be assumed without loss of generality that all of $u_{1}, \ldots, u_{M}$ are in $V^{\prime}$. For suppose $u_{k}$ is not in $V^{\prime} . u_{k}$ is in a copy of $G$ attached to some pair $t_{i j}, f_{r s}$. If one of these is in $V^{\prime}$, remove it from $V^{\prime}$ and add $u_{k}$. If neither of these is in $V^{\prime}$, add $u_{k}$ and remove any $t$ - or $f$-vertex from $V^{\prime}$. Call the new set $V^{\prime \prime}$, and consider $\Gamma^{\prime \prime}=\Gamma \mid V^{\prime \prime}$. If $\Gamma^{\prime \prime}$ contains $G$ as a subgraph, then $u_{k}$ would have to be in this subgraph. But by construction at least one of the vertices $t_{i j}, f_{r s}$ connecting $u_{k}$ to the rest of the graph has been deleted, so as argued in the proof of Lemma $1, u_{k}$ is in a biconnected component of at most $N-1$ vertices. Thus $G$ is not a subgraph of $\Gamma^{\prime}$. Continuing this process verifies the assumption.

Now suppose for some $k, V^{\prime} \cap V_{k}$ contains both a $t$-vertex $t_{i j}$ and an $f$-vertex $f_{r s}$. Then $t_{i j}$ and $f_{r s}$, plus the $u$-vertices in the copy of $G$ attached to them could constitute a subgraph isomorphic to $G$, a contradiction. Therefore, for each $k, V^{\prime} \cap V_{k}$ contains only $t$-vertices or only $f$-vertices, proving the claim and the lemma.

These facts about the relationship between SAT $N$ and the $\Gamma$-graph lead directly to the following result.

Theorem 3. Let $G_{1}, G_{2}, \ldots$ be a collection of biconnected graphs such that $\left|V\left(G_{i}\right)\right| \geqslant$ $\left|V\left(G_{1}\right)\right|=N \geqslant 3$ for all $i$. Let $\Pi$ be the property having $G_{1}, \ldots$ as forbidden subgraphs. Then the node-deletion problem for $\Pi$ is NP-complete.

Proof. Let $e \in E\left(G_{1}\right)$ be arbitrary. Given $N$-clauses, $C_{1}, \ldots, C_{n}$ over the literals $x_{1}, \ldots, x_{l}, \bar{x}_{1}, \ldots, \bar{x}_{l}$, construct the $\Gamma$-graph for $G_{1}, e, C_{1}, \ldots, C_{n}$. As before, let $p_{k}$ be the number of occurrences of either $x_{k}$ or $\bar{x}_{k}$ in $C_{1}, \ldots, C_{n}$, let $M=(N-2) \sum_{1 \leqslant k \leqslant l} p_{k}{ }^{2}$. We show that $\left\{C_{1}, \ldots, C_{n}\right\}$ is satisfiable if and only if $\gamma_{\pi}(\Gamma) \leqslant n N$.

Suppose $\left\{C_{1}, \ldots, C_{n}\right\}$ is satisfiable. By Lemma 1 , there is a subset $V^{\prime} \subseteq V(I)$ of size $\left|V^{\prime}\right|=n M+M$, obtainable by deleting from $\Gamma$ those $t$ - and $f$-vertices corresponding to literals assigned the value 1 , such that $\Gamma \mid V^{\prime}$ has no biconnected component with more than $N-1$ vertices. This implies that none of $G_{1}, G_{2}, \ldots$ can be a subgraph of $\Gamma \mid V^{\prime}$. Therefore $\gamma_{\pi}(\Gamma) \leqslant n N$.

Conversely, suppose $\gamma_{\pi}(\Gamma) \leqslant n N$. Then there is a set $V^{\prime}$ of size $\left|V^{\prime}\right|=n M+M$ such that none of $G_{1}, G_{2}, \ldots$ is a subgraph of $\Gamma \mid V^{\prime}$. In particular, $G_{1}$ is not a subgraph of $V^{\prime}$. Then by Lemma $2,\left\{C_{1}, \ldots, C_{n}\right\}$ is satisfiable.

## 3. The General Node-Deletion Problem for Undirected Graphs

By $\alpha_{0}(G)$ we denote the node-cover number of $G$, i.e., $\alpha_{0}(G)=\gamma_{\pi}(G)$, with $\pi=$ "independent set of nodes."

Theorem 4. The node-deletion problem for nontrivial graph-properties that are hereditary on induced subgraphs is NP-complete.

Proof. For all $m, n$ there is a number $r(m, n)$ (the so-called Ramsey number), such that every graph with no fewer than $r(m, n)$ nodes contains either a clique of $m$ nodes (denoted $K_{m}$ ) or an independent set of $n$ nodes (denoted $\bar{K}_{n}$ ) [13]. Let $\Pi$ be any graphproperty satisfying the conditions of the theorem. We claim that either all cliques or all independent sets of nodes (or both) satisfy $\Pi$. Suppose, to the contrary, that there are $m, n$ such that $K_{m}$ and $\bar{K}_{n}$ do not satisfy $\Pi$. Since $\Pi$ is a nontrivial property, there is a graph satisfying $\Pi$, with more than $r(m, n)$ nodes, and since $\Pi$ is hereditary on induced subgraphs either $K_{m}$ or $\bar{K}_{n}$ has no satisfy $\Pi$. Define a complementary property $\bar{\Pi}$ as follows: A graph $G$ satisfies $\bar{\Pi}$ iff its complement $\bar{G}$ satisfies $\Pi$. Clearly $\bar{\Pi}$ satisfies also the assumptions of the theorem (since the complement of a subgraph is a subgraph of the complement), and the two node-deletion problems are equivalent (if the input domain of graphs is unrestricted, or at least closed under complementation).

Suppose from now on without loss of generality that all independent sets of nodes satisfy $\Pi$; otherwise consider the equivalent problem for $\Pi$.

Let $G$ be a graph with connected components $G_{1}, G_{2}, \ldots, G_{t}$. For each $G_{i}$ take a curpoint $c_{i}$ and sort the components of $G_{i}$ relative to $c_{i}$ according to their size. This gives a sequence $\alpha_{i} \triangleq\left\langle n_{i 1}, n_{i 2}, \ldots, n_{i j_{i}}\right\rangle$, with $n_{i 1} \geqslant \cdots \geqslant n_{i j_{i}}$, and assume that $c_{i}$ is the cutpoint of $G_{i}$ that gives the lexicographically smallest such $\alpha_{i}$. (If $G_{i}$ is biconnected, then $c_{i}$ is any node of it , and $\alpha_{i}=\left\langle n_{i}\right\rangle$, where $n_{i}=\left|G_{i}\right|$.) Sort the sequences of $\alpha_{i}$ 's according to the lexicographic ordering and let $\beta_{G}=\left\langle\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}\right\rangle$, where $\alpha_{1} \geqslant_{L} \alpha_{2} \geqslant_{L}$ $a_{3} \cdots \geqslant_{L} \alpha_{t}$.

The sequences of $\beta_{G}$ induce a total ordering $R$ among the graphs. (We may, however, have $\beta_{G}=\beta_{H}$ for two nonisomorphic graphs $G$ and $H$.) Take $J$ to be a least graph in this ordering that cannot be repeated arbitrarily many times without violating $\Pi$; i.e., there exists a number $k \geqslant 1$, such that $k$ independent copies of $J$ (without any interconnecting edges) violate $\Pi, k-1$ independent copies of $J$ satisfy $\Pi$, and any number of independent copies of every $H$ with $\beta_{H}<_{R} \beta_{J}$ satisfies $\Pi$. (For example, if $\Pi=$ complete $p$-partite graph, then $J$ consists of a single edge and $k=2$.) By nontriviality of $\Pi$, there exists such a graph $J$, and furthermore, since all independent sets of nodes satisfy $\Pi, J$ has at least one component of size no less than 2 .

Let $J_{1}, \ldots, J_{t}$ be the components of $J$ sorted according to their $\alpha_{i}^{\prime}$ 's, $c_{1}$ the cutpoint of $J_{1}$ that gave $\alpha_{1}, J_{0}$ the largest component of $J_{1}$ relative to $c_{1}, J_{1}^{\prime}$ and $J^{\prime}$ the graphs obtained from $J_{1}$ and $J$, respectively, by deleting all nodes of $J_{0}$ except $c_{1}$, and $d$ any node of $J_{0}$ other than $c_{1}$. (There exists such a node $d$ since $J_{1}$, and consequently $J_{0}$, too, has at least two nodes.)

Now, given a graph $G$, input to the node cover problem, let $G^{*}$ consist of $n k$ inde-


Figure 3


Fic. 4a. A graph $J$.


FIg. 4b. The corresponding graph $J^{*}$.
pendent copies of $G$, where $n$ is the size of $G$. For each node $u$ of $G^{*}$ create a copy of $J^{\prime}$ and attach it to $u$ by identifying $c_{1}$ with $u$. Replace every edge $(u, v)$ of $G^{*}$ by a copy of $J_{0}$, attached to $u$ and $v$ by its nodes $c_{1}$ and $d$. (See Fig. 3.) (It does not matter how we identify the nodes $c_{1}, d$ with the nodes $u$ and $v$.) Let $G^{\prime}$ be the resulting graph. We will show that $\alpha_{0}(G) \leqslant l \Leftrightarrow \gamma\left(G^{\prime}\right) \leqslant n k l$.
(1) Let $V$ be a node cover for $G,|V| \leqslant l$. Delete $V$ from each copy of $G$. Every connected component of the resulting subgraph of $G^{\prime}$ is either (a) a component $J_{i}$ of $J$ other than $J_{1}$, or (b) a graph formed by taking one copy of $J_{1}^{\prime}$ and several copies of $J_{0}$, deleting either $c_{1}$ or $d$ from each copy of $J_{0}$ and attaching it by the other node ( $d$ or $c_{1}$ ) to node $c_{1}$ of the copy of $J_{1}^{\prime}$ (see Fig. 4 for an example), or (c) $J_{1}-J_{0}$ (with $c_{1}$ deleted), or (d) $J_{0}-c_{1}, d$ (or the connected components of them, in case that the corresponding deletions have disconnected them. However, this does not affect our arguments, since as it will become obvious in a minute, the worst-case is when they are all connected.). Thus the remaining graph can be regarded as a subgraph of repetitions of the following graph $J^{*}: J^{*}$ has $t+s-1$ components, if $s$ is the number of graphs of the form (b) for the possible choices of the node ( $c_{1}$ or $d$ ) deleted from each copy of $J_{0}$ : these are $J_{2}, J_{3}, \ldots, J_{t}$ and the $s$ graphs $J_{i}^{*}, i=1, \ldots, s$ of the form (b). For example, if $J$ is the graph of Fig. 4a, and the maximum degree of $G$ is 3 , then $J^{*}$ is as shown in Fig. 4b.

For all $i$, the components of $J_{i}^{*}$ relative to $c_{1}$ are (a) those of $J_{1}$ except $J_{0}$ and (b) $J_{0}$ with one of the nodes $c_{1}, d$ deleted. Since each component of the second kind has size less than $\left|J_{0}\right|$, the cutpoint $c_{1}$ gives an $\alpha$-sequence for $J_{i}^{*}$ which is lexicographically less than that of $J_{1}$, and consequently $\alpha_{J_{i}^{*}}<_{L} \alpha_{J_{1}}$, for all $i$.

Therefore $\beta_{J^{*}}<_{R} \beta_{J}$. (In our example $\beta_{J}=\langle\langle 5,3\rangle,\langle 4,2\rangle,\langle 4\rangle\rangle$ and $\beta_{J *}=\langle\langle 4,4,4,3\rangle$, $\langle 4,4,4,3\rangle,\langle 4,4,4,3\rangle,\langle 4,4,4,3\rangle,\langle 4,2\rangle,\langle 4\rangle\rangle$.)

By our choice of $J$, any number of independent copies of $J^{*}$ satisfies $\Pi$, and by hereditariness the remaining graph does so too. Therefore, $\gamma\left(G^{\prime}\right) \leqslant n k l$.
(2) Suppose that $\alpha_{0}(G) \geqslant l+1$, and let $V$ be a solution to the node-deletion problem. Let $m$ be the number of copies of $G$, from which $G^{\prime}-V$ contains $J$ as an induced subgraph. Since $k$ independent copies of $J$ violate $\Pi$ and since $\Pi$ is hereditary on induced subgraphs, $m<k$. That is, from at least $(n-1) k+1$ copies of $G, G^{\prime}-V$ does not contain $J$ as an induced subgraph. Let $G_{i}$ be such a copy of $G$ and define $V_{i}^{\prime}=\left\{\nu \in N_{i} \mid V\right.$ contains a node from the copy of $J^{\prime}$ attached to $v$ (possibly $v$ itself) or a node from the copy of $J_{0}$ that replaced an edge $(v, u)$ with $v<u$ (the ordering of nodes is arbitrary) \}. Clearly $\left|V_{i}^{\prime}\right| \leqslant\left|V \cap N_{i}\right|$. Suppose that there is an edge $(v, u)$ of $G_{i}$ such that $v, u \notin V_{i}^{\prime}$. Then $V$ does not contain any node from the copies of $J^{\prime}$ attached to $v$ and $u$, or from the copy of $J_{0}$ that replaced $(v, u)$ (since otherwise the smaller of $v, u$ would belong to $V_{i}^{\prime}$ ). Consequently (see Fig. 3) $G_{i}^{\prime}-\left[V \cap N_{i}\right]$ contains $J$ as an induced subgraph (regardless of how the nodes $c_{1}$ and $d$ were identified to $v$ and $u$ ). Therefore $V_{i}^{\prime}$ is a node cover for $G$. Thus $V$ must contain at least $l+1$ nodes from each of $(n-1) k+1$ copies of $G$, i.e., $|V| \geqslant[(n-1) k+1](l+1)=n k l+l+2+k(n-1-l) \Rightarrow \gamma\left(G^{\prime}\right)>n k l$, since $n>l+1$.

Corollary 5. The node-deletion problem restricted to planar graphs for graph-properties that are hereditary on induced subgraphs and nontrivial on planar graphs is NP-complete.

Proof. For every $n$, there is an $r(n)$ (may take, for example, $r(n)=4 n$ ), such that all planar graphs with $r(n)$ or more nodes contain an independent set of $n$ nodes. Since $\Pi$ is nontrivial on planar graphs, all independent sets of nodes satisfy $\Pi$. The node-cover problem restricted to planar graphs is NP-complete [5]. Now note that if the original graph $G$ and the graph $J$ defined in the proof of Theorem 4 are planar, and in addition the two attachment points $c_{1}, d$ of $J_{0}$ lie on a common face in an embedding of it on the plane, then the resulting graph $G^{\prime}$ is also planar. Since $\Pi$ is nontrivial on planar graphs, we can carry through the proof of Theorem 4 and find such a planar graph J. Moreover we can choose node $d$ to lie on a common face with $c_{1}$.

Corollary 6. The node-deletion $\Pi$ problem for the following properties $\Pi$ is NPcomplete: $\Pi=$ (1) planar, (2) outerplanar, (3) line-graph, (4) chordal, (5) interval, (6) without cycles of specified length $l$, (7) without cycles of length $\leqslant l$, (8) degree-constrained with maximum degree $t \geqslant 1$, (9) acyclic (forest), (10) bipartite, (11) comparability graph, (12) complete bipartite.

Furthermore, the restriction to planar graphs for properties (2)-(12) is also NPcomplete.

## 4. The Node-Deletion Problem for Digraphs

Regarding now digraph properties, note that the first argument used in the proof of Theorem 4 does not hold in the case of digraphs, i.e., it may be the case that neither $\Pi$ nor $\Pi$ is satisfied by an independent set of nodes.

Theorem 7. The node-deletion problem for nontrivial digraph-properties that are hereditary on induced subgraphs is NP-complete.

Proof. Recall Ramsey's (generalized) theorem [13]: Let $p_{1}, \ldots, p_{m}, t$ be any integers with $t \geqslant 1 ; p_{1}, \ldots, p_{m} \geqslant t$, and suppose that for èvery set $S$ with $n$ elements, the family of all subsets of $S$ containing exactly $t$ elements is partitioned into $m$ disjoint families $f_{1}, \ldots, f_{m}$. Then there is a number $r\left(p_{1}, p_{2}, \ldots, p_{m}, t\right)$, such that for every set $S$ with $n \geqslant r\left(p_{1}, \ldots, p_{m}, t\right)$ elements, there exist an $i, 1 \leqslant i \leqslant m$, and a subset $A_{i}$ of $S$ with $p_{i}$ elements all of whose $t$-subsets are in the family $f_{i}$.

If $D=(N, E)$ is a digraph with $N=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ partition the subsets of $N$ with two elements in 4 classes, as follows:

$$
\begin{aligned}
f_{1} & =\left\{\left\{u_{i}, u_{j}\right\} \mid\left(u_{i}, u_{i}\right),\left(u_{j}, u_{i}\right) \notin E\right\}, \\
f_{2} & =\left\{\left\{u_{i}, u_{j}\right\} \mid\left(u_{i}, u_{j}\right),\left(u_{j}, u_{i}\right) \in E\right\}, \\
f_{3} & =\left\{\left\{u_{i}, u_{j}\right\} \mid\left(u_{i}, u_{j}\right) \in E,\left(u_{j}, u_{i}\right) \notin E, i<j\right\}, \\
f_{4} & =\left\{\left\{u_{i}, u_{j}\right\} \mid\left(u_{i}, u_{j}\right) \notin E,\left(u_{j}, u_{i}\right) \in E, i<j\right\} .
\end{aligned}
$$

From Ramsey's theorem we conclude, that for cvery $p_{1}, p_{2}, p_{3}, p_{4}$, there is a number $r\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$, such that all digraphs $D$ with no fewer than $r\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$ nodes contain either an independent set of $p_{1}$ nodes, or a complete symmetric (henceforth abbreviated as cs.) digraph on $p_{2}$ nodes (see Fig. 5a), or a complete antisymmetric transitive (abbreviated as c.a.t.) digraph on $\min \left(p_{3}, p_{4}\right)$ nodes (i.e., a digraph $D^{\prime}=$ ( $N^{\prime}, E^{\prime}$ ) whose nodes can be ordered in such a way that $E^{\prime}=\left\{(u, v) \mid u<v ; u, v \in N^{\prime}\right\}-$ see Fig. 5b; note also that both families $f_{3}$ and $f_{4}$ give such a digraph).

Since $\Pi$ is nontrivial and hereditary on induced subgraphs, it is satisfied either (i) by all independent sets of nodes, or (ii) by all c.s. digraphs, or (iii) by all c.a.t. digraphs. The proof of Theorem 4 works for cases (i) and (ii) (in case (ii) the construction is carried out for $\Pi$ ). It remains, therefore, to show the result for case (iii).

(a)

(b)

Fig. 5. Complete symmetric (antisymmetric transitive) digraph of size 5 .

Let $s$ be the largest number such that $s$ independent c.a.t. digraphs of any size satisfy $\Pi$, i.e., there exist numbers $k_{1}, k_{2}, \ldots, k_{s+1}$ such that $s+1$ independent c.a.t. digraphs of size $k_{1}, \ldots, k_{s+1}$ violate $\Pi$. (There exists such a number $s$ if $\Pi$ is not satisfied by all independent sets of nodes, and $s \geqslant 1$.) Since $\Pi$ is hereditary on induced subgraphs there exists a number $k$ such that $s+1$ independent c.a.t. digraphs of size $k$ violate $\Pi$. (We can take, for example, $k=\max \left[k_{1}, k_{2}, \ldots, k_{s+1}\right]$.)

Given a graph $G=(N, E)$, input to the node-cover problem, with $N=\left\{u_{1}, \ldots, u_{n}\right\}$, $E=\left\{e_{1}, \ldots, e_{m}\right\}$, let $r=m(k-1) n$. Form a digraph $D^{\prime}=\left(N^{\prime}, E^{\prime}\right)$ as follows: $N^{\prime}=$ $\left\{u_{i j} \mid 1 \leqslant i \leqslant n, 1 \leqslant j \leqslant r\right\} \cup\left\{e_{i j h} \mid 1 \leqslant i \leqslant m, 1 \leqslant j \leqslant r, 1 \leqslant h \leqslant s-1\right\}$ (if $s=1$ there are no $e_{i j k}$ nodes) and $E^{\prime}=\left\{\left(u_{i j}, u_{g h}\right) \mid j<h\right.$, or $(j=h$ and $\left.i<g) ;\left(u_{i}, u_{g}\right) \notin E\right\} \cup$ $\left\{\left(e_{i j h}, e_{f g h}\right) \mid j<g\right.$ or $(j-g$ and $\left.i<f)\right\}$.

Note that $D^{\prime}$ is formed by $r$ copies of $G$, with every edge $e_{f}=\left(u_{i}, u_{j}\right)$ replaced by $s+1$ independent nodes: $\left\{u_{i g}, u_{j g}\right\} \cup\left\{e_{f g h} \mid 1 \leqslant h \leqslant s-1\right\}$ and the addition of some interconnecting edges.

We claim that $\gamma\left(D^{\prime}\right) \leqslant r l \Leftrightarrow \alpha_{0}(G) \leqslant l$.
(I) Let $V$ be a node cover for $G$ and $V^{\prime}$ the set of the $r$ copies of $V . D^{\prime}-V$ consists of $s$ independent complete antisymmetric transitive digraphs. The $s-1$ of them have node set $N_{h}=\left\{e_{i j h} \mid 1 \leqslant i \leqslant m, 1 \leqslant j \leqslant r\right\}$ and the sth has node set $N_{s}=$ $\left\{u_{i j} \mid 1 \leqslant i \leqslant n, 1 \leqslant j \leqslant r, u_{i} \notin V\right\}$. Since $V$ is a node cover, no two nodes of $N_{s}$ are copies of adjacent nodes of $G$ and therefore $\left\langle N_{s}\right\rangle$ has the above-stated form. Thus, $\alpha_{0}(G) \leqslant l \Rightarrow \gamma\left(D^{\prime}\right) \leqslant r l$.
(2) Suppose that $\alpha_{0}(G) \geqslant l+1$, and let $V$ be a solution to the node-deletion problem. For an edge $\boldsymbol{e}_{f}=\left(u_{i}, u_{j}\right)$ of $G$, let $K_{f}=\left\{g \mid u_{i g}, u_{j g}, e_{f g 1}, \ldots, e_{f g . s-1} \notin V\right\}$. The nodes that replaced edge $e_{f}$ in the copies of $G$ with index in $K_{f}$, form $s+1$ independent complete antisymmetric transitive digraphs of size $\left|K_{f}\right|$. By our choice of $s$ and $k$ and since $\Pi$ is herditary on induced subgraphs, we must have $\left|K_{f}\right| \geqslant k \quad 1$, if $D^{\prime}-V$ is to satisfy $\Pi$. Therefore from at least $r-m \cdot(k-1)=(n-1) m(k-1)$ copies of $G$, there is at least one of the $s+1$ nodes that replaced each edge of $G$ deleted. Arguing as in the proof of Theorem 4, $V$ must contain at least $l+1$ nodes from each of these copies, i.e., $|V| \geqslant(n-1) m(k-1) \cdot(l+1)=m(k-1)[n l+n-(l+1)] \Rightarrow$ $\gamma(G)>r l$, since $n>l+1$.

The proof of Corollary 5 is valid for digraph properties, too.
Corollary 8. The node-deletion problem restricted to acyclic digraphs for digraphproperties that are hereditary on induced subgraphs and nontrivial on acyclic digraphs is NP-complete.

Proof. Since $\Pi$ is nontrivial on acyclic digraphs we have to consider only cases (i) and (iii). For case (iii) the digraph $D^{\prime}$ constructed in the proof of Theorem 7 is clearly acyclic. For case (i), if in the construction of the proof of Theorem 4, $J$ is acyclic and in the substitution of every edge ( $u, v$ ), with $u<v$, by $J_{0}, c_{1}$ is identified with $u$ and $d$ with $v$, the digraph $G^{\prime}$ constructed there is also acyclic. (Recall that as we mentioned there, the way that the nodes $c_{1}$ and $d$ of $J_{0}$ are identified with the endpoints of the edge is irrevelent.)

Since $I I$ is nontrivial on acyclic digraphs $J$ can be chosen as the $R$-least acyclic digraph satisfying the conditions stated in the proof of Theorem 4.

Corollary 9. The node-deletion problem for the following digraph-properties $\Pi$ is NP-complete: $\Pi=$ (1) acyclic (feedback-node set), (2) transitive, (3) symmetric, (4) antisymmetric, (5) line-digraph, (6) with maximum outdegree $r$, (7) with maximum indegree $r$, (8) without cycles of length $l$, (9) without cycles of length $\leqslant l$.

Furthermore, the restriction of all problems to planar digraphs, and the restriction of problems 2, 3, 5, 6, 7 to acyclic digraphs is also NP-complete.

## 5. Conclusions

In this paper we saw how a set of similar problems--the node-deletion problemscan be attacked in a systematic way to prove the NP-completeness of all the members of the set. It would be interesting to find other classes of problems for which a similar result holds. In particular it would be nice if the same kind of techniques could be applied to the edge-deletion problems (of course for an appropriately restricted class of properties). Unfortunately we suspect that this is not the case-known reductions for certain properties do not seem to fall into a pattern [15]. A class of problems which seems more likely to be amenable to such a treatment is the class of polynomial and integer divisibility problems [11, 12], where most of the NP-completeness proofs employ similar reductions.

Regarding the class of node-deletion problems, two questions suggest themselves: (1) How much can we expand the class of properties for which the problem remains NPcomplete, (2) the reduction schemes we described in Sections 3 and 4 show that the nodedeletion problem (without the connectivity requirement) has at least as rich a structure (in the combinatorial sense-see also [1]) as the node cover problem. It is an immediate corollary of the proofs that any $\epsilon$-approximate algorithm for any of the node-deletion problems could be used to derive an $\epsilon$-approximate algorithm for the node-cover problem. What can we say in the other direction, and what are the interrelationships among the various problems in the class with respect to their combinatorial structure? This is very interesting, in view of the fact that there is, for example, no known approximation algorithm with bounded worst-case ratio for the feedback-node set (or any other problem of the class), whereas the node cover problem can be easily approximated within ratio 2 , but also because it would shed more light into the nature of NP-complete problems from the combinatorial point of view and into their behavior with respect to approximation algorithms.

Note. The paper reports on work done independently by the two authors. The proof given in Section 2, and various extensions to other hereditary properties, was discovered by the first author [10]. The proof of NP-completeness of the general node-deletion problem for both undirected and directed graphs was found by the second author [15].
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