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1. Introduction

An important general problem in Applied Mathematics is that of finding solutions of linear func-
tional equations, such as linear differential and difference equations of several types. There are three
main types of methods for the solution for linear functional equations: those that are based on inte-
gral transforms [11], such as the Laplace and Mellin transforms, the methods of operational calculus,
which are based on Mikusiński’s calculus [9] and its generalizations, and the more recent symbolic
computation algorithms, based on differential and difference algebra, that have been implemented in
the main software packages for symbolic computations. See [14] and [15].
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The transform methods and the operational calculi usually require an extensive analytical ma-
chinery and the construction of a theory for each restricted family of linear operators. Our main
objective is to introduce a linear algebraic setting in which we can solve many types of linear func-
tional equations using some basic linear algebra ideas. We obtain a uniform computational method
for the construction of solutions that can be implemented as a symbolic computational algorithm.

We present an operational calculus for a modified shift operator on an abstract space of formal
Laurent series, and then show that it is a general model for most operational calculi that deal with
linear operators on spaces of functions of one variable.

We present next a brief description of our construction. Let {pk: k ∈ Z} be a group under the
operation pk pm = pk+m , and let F be the algebra of formal Laurent series generated by the elements
pk over the complex numbers. The elements of F are of the form

∑
ak pk , where the coefficients ak

are complex numbers and only a finite number of them with k < 0 are nonzero. The left shift on F

is the operator S−1 that corresponds to multiplication by p−1. The modified left shift L is defined by
Lpk = pk−1 if k �= 0, and Lp0 = 0. Note that L almost coincides with S−1, but L is not invertible.

We study the modified shift L and the operators of the form w(L), where w is a polynomial,
and we find the solutions of equations w(L) f = g , where g is a given element of F and f is the
unknown. We find a basis for the kernel of w(L) and an element dw in F that satisfies w(L)dw = p0
and w(L)dw g = g , for any g in the image of w(L). Thus dw g is a particular solution of w(L) f = g .

This operational calculus for L is a general model in the following sense. Each concrete mean-
ing given to the generators pk yields a so called concrete realization of F in which L becomes
an operator that may be, for instance, a differential or a difference operator. For example, if we
let pk = tk/k!, where t is a complex variable and k! is defined by Eq. (4.1) for k < 0, then L be-
comes differentiation with respect to t , and the operational calculus in F can be used directly to
solve equations w(D) f = g , where g is a formal (or convergent) Laurent series in t . Note that
the multiplication of the generators pk induces a multiplication on the functions of t defined by
(tk/k!) ∗ (tm/m!) = tk+m/(k + m)!, which is different from the natural multiplication of functions of t .

For any concrete realization, once we have written the given g as an element of F, we can solve
an equation w(L) f = g in the abstract space F, and only at the end we translate the solution in terms
of the concrete meanings of the pk .

We present examples of concrete realizations where the operator L becomes: the difference op-
erator � that acts on sequences, the differential operator a(t)D + b(t), and the fractional differential
operator Dα .

The natural choice pk = zk , where z is a complex variable yields a concrete realization isomorphic
to the formal Laurent series over the complex numbers, which is a field that contains the field of
rational functions. Therefore, all the concrete realizations of F are fields that contain a subfield iso-
morphic to the rational functions. The isomorphisms from the different concrete realizations to the
field of formal Laurent series over the complex numbers can be considered as algebraic versions of
the integral transforms, and, in some cases, it is easy to find integral representations for them, that
allow us to define the transforms on other spaces of functions.

Our construction can be considered as a linear algebraic version of the basic theory of Mikusiński’s
operational calculus. It seems that some of our results could be used to explain some of Heaviside’s
operational formulas.

Several approaches for the construction of operator calculi and general models have been proposed
by Berg [1], Dimovski [3], Fuhrmann [5], Mieloszyk [8], Péraire [10], and Rubel [13]. Our approach uses
an idea similar to the shift models for operators introduced by Rota [12] and generalizes the results
in [17]. One of the most recent textbooks on operational calculus is Glaeske et al. [6]. For the historic
aspects of the subject see Flegg [4], Deakin [2], and Lützen [7].

In Sections 2 and 3 we develop our theory in a step by step manner, trying to show how some
concepts appear in a natural way. Our construction uses only elementary algebra and linear algebra.
Since we start with a field of formal Laurent series, we do not have to deal with quotient spaces,
fields of quotients, ideal theory, topologies, Titchmarsh theorem, nor integrals. In this paper we only
deal with the basic algebraic aspects of the operational calculi and their application to solve linear
functional equations. The symbolic computation implementation, the analytical aspects, and other
applications will be considered elsewhere.
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2. Formal Laurent series

Let {pk: k ∈ Z} be a group with the multiplication defined by pk pn = pk+n , for k,n ∈ Z. Let F be
the set of all the formal series of the form

a =
∑
k∈Z

ak pk,

where ak is a complex number for each k ∈ Z and, either, all the ak are equal to zero, or there exists
an integer v(a) such that ak = 0 whenever k < v(a) and av(a) �= 0. In the first case we write a = 0 and
define v(0) = ∞. Addition in F and multiplication by complex numbers are defined in the usual way.

We define a multiplication in F extending the multiplication of the group {pk: k ∈ Z} as follows.
If a = ∑

ak pk and b = ∑
bk pk are elements of F then ab = c = ∑

cn pn , where the coefficients cn are
defined by

cn =
∑

v(a)�k�n−v(b)

akbn−k. (2.1)

Note that v(ab) = v(a) + v(b) and p−n is the inverse of pn for n ∈ Z. This multiplication in F is asso-
ciative and commutative and p0 is its unit element. We say that the elements pn are the generators
of F.

For n ∈ Z we define Fn = {a ∈ F: v(a) � n}. Note that F0 is a subring of F.
Let x be a complex number. Using the definition of the multiplication in F it is easy to verify that

(p0 − xp1)
∑
k�0

xk pk = p0.

We denote the series
∑

k�0 xk pk by ex,0 and call it the geometric series associated with x. General-
izing the construction of the geometric series we will obtain multiplicative inverses of the nonzero
elements of F.

Let h be a nonzero element of F1. Then v(h) � 1 and thus v(hn) = nv(h) � n, for n � 1, and we
have

hn =
∑
k�n

(
hn)

k pk.

Therefore

p0 +
∑
n�1

hn = p0 +
∑
n�1

∑
k�n

(
hn)

k pk = p0 +
∑
k�1

∑
1�n�k

(
hn)

k pk

is a well-defined element of F. A simple computation shows that it is the multiplicative inverse
of p0 − h. This means that every series a ∈ F0 with v(a) = 0 is invertible, since it is of the form
a0(p0 − h), where h ∈ F1 and a0 �= 0.

Let b be a nonzero element of F. Then

b =
∑

k�v(b)

bk pk = pv(b)

∑
k�v(b)

bk pk−v(b) = pv(b)

∑
j�0

b j+v(b)p j .

Since bv(b) �= 0, the last sum is of the form bv(b)(p0 − h), with h ∈ F1, and it is invertible by the
previous remarks. Therefore b is invertible and we have shown that F is a field.
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To each nonzero series b there corresponds the multiplication map that sends a to ab. This map is
clearly linear and invertible. The multiplication map that corresponds to the element p1 is called the
right shift and is denoted by S . Its inverse S−1 is called the left shift. Note that {Sk: k ∈ Z} is a group
isomorphic to {pk: k ∈ Z}.

Denote by Pn the projection on 〈pn〉, the subspace generated by pn . If a ∈ F then Pna = an pn . It is
easy to see that

Sk Pn S−k = Pn+k, k,n ∈ Z. (2.2)

We define a linear operator L on F as follows. Lpk = S−1 pk = pk−1 for k �= 0, and Lp0 = 0. Then,
for a in F we have

La = L
∑

k�v(a)

ak pk = S−1(a − a0 p0) = S−1(I − P0)a, (2.3)

where I is the identity operator and P0 is the projection on the subspace 〈p0〉. We call L the modified
left shift. It is not invertible since its kernel is the subspace 〈p0〉.

Let F− be the set of all a in F such that an = 0 for n � 0. Then F = F− ⊕ F0. From the definition
of L we see that the subspaces F− and F0 are invariant under L. Notice that the restriction of L to
F− coincides with the restriction of S−1 to F− . It is clear that the image of L is the set of all series
a in F such that a−1 = 0, which is the kernel of the projection P−1.

From (2.3) we obtain L = S−1(I − P0). Then, using (2.2) we get

L S = S−1(I − P0)S = I − S−1 P0 S = I − P−1,

and by induction we get immediately

Lk Sk = I − (P−1 + P−2 + · · · + P−k), k � 1. (2.4)

Using (2.2) again we obtain

Lk = S−k

(
I − Sk

k∑
j=1

P− j S−k

)
= S−k

(
I −

k∑
j=1

Pk− j

)
= S−k

(
I −

k−1∑
j=0

P j

)
, k � 1. (2.5)

From this identity we see that the kernel of Lk is equal to the image of P0 + P1 +· · ·+ Pk−1, which is
the subspace 〈p0, p1, . . . , pk−1〉, and the image of Lk is equal to the kernel of P−1 + P−2 + · · · + P−k .

Let g be in the image of Lk . By (2.4) we have Lk Sk g = (I − (P−1 + P−2 + · · · + P−k))g = g , since
g is in the image of Lk , which is equal to the kernel of P−1 + P−2 + · · · + P−k . Therefore Sk g is a
particular solution of Lk f = g and thus we have

{
f ∈ F: Lk f = g

} = {
pk g + h: h ∈ 〈p0, p1, . . . , pk−1〉

}
.

Now we will determine how the operator L interacts with the multiplication of F. Let a and b be
elements of F. Since La = S−1(a − P0a), we have

bLa = S−1(ab − a0b)

= S−1(ab − P0(ab) + P0(ab) − a0b
)

= L(ab) − S−1(a0b − P0(ab)
)
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= L(ab) − S−1(a0b − a0b0 p0 + a0b0 p0 − P0(ab)
)

= L(ab) − a0Lb + S−1(P0(ab) − a0b0 p0
)
.

Therefore

L(ab) = bLa + a0Lb − S−1(P0(ab) − a0b0 p0
)
. (2.6)

Note that

S−1(P0(ab) − a0b0 p0
) = p−1

∑
k �=0

akb−k.

From (2.6) we obtain

(a − a0 p0)Lb = (b − b0 p0)La.

If P0(ab) = P0(a)P0(b) then (2.6) becomes L(ab) = bLa +a0Lb. In particular, this is the case if a and b
are in F0. If a and ab are in the kernel of P0 then we have L(ab) = (La)b.

Now we consider some very simple polynomials in L. Let x be a nonzero complex number. Then

L − xI = S−1(I − P0) − xI = S−1(I − xS − P0). (2.7)

Therefore a ∈ F is in the kernel of L−xI if and only if (I −xS)a = P0a = a0 p0. Then (p0 −xp1)a = a0 p0,
and solving for a we get

a = a0(p0 − xp1)
−1 = a0ex,0 = a0

∑
k�0

xk pk.

Therefore the kernel of L −xI is the subspace generated by the geometric series ex,0, which we denote
by 〈ex,0〉.

Now we will find a characterization of the image of L − xI . Let f ∈ F and let g = (L − xI) f . Then

g = S−1((I − xS) f − P0 f
) = p−1

(
(p0 − xp1) f − f0 p0

)
,

and thus

p1ex,0 g = f − f0ex,0.

Therefore P0(p1ex,0 g) = 0, since P0ex,0 = p0.
Denote the kernel of the projection P0 by F[0] . Then we have proved that the image of L − xI is

contained in the set {g ∈ F: p1ex,0 g ∈ F[0]}.
From (2.7) we see that the restriction of L − xI to F[0] coincides with the restriction of S−1(I − xS)

to F[0] . Let g ∈ F be such that p1ex,0 g ∈ F[0] . Then

(L − xI)(p1ex,0 g) = S−1(I − xS)(p1ex,0 g) = g.

Therefore g is in the image of L − xI and thus

Im(L − xI) = {g ∈ F: p1ex,0 g ∈ F[0]}. (2.8)
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If g = ∑
k�v(g) gk pk , where v(g) < 0, then the condition p1ex,0 g ∈ F[0] is equivalent to

P−1(ex,0 g) = 0, and this is

g−1 + g−2x + g−3x2 + · · · + gv(g)x−v(g)−1 = 0. (2.9)

Note that the subspace F0 is contained in the image of L − xI .
We have proved above the following theorem.

Theorem 2.1. Let x be a nonzero complex number. Then if g is in the image of L − xI we have (L −
xI)(p1ex,0 g) = g and therefore

{
f ∈ F: (L − xI) f = g

} = {p1ex,0 g + αex,0: α ∈ C}. (2.10)

Let x be a nonzero complex number and let f be an element of Ker((L − xI)2). Then (L − xI) f is
in the kernel of L − xI and thus (L − xI) f = αex,0 for some complex α. This means p−1((p0 − xp1) f −
f0 p0) = αex,0. Solving for f we get f = αp1(ex,0)

2 + f0ex,0. Therefore f is in the subspace
〈ex,0, p1(ex,0)

2〉. Proceeding inductively it is easy to show that

Ker
(
(L − xI)m+1) = 〈

ex,0, p1(ex,0)
2, p2(ex,0)

3, . . . , pm(ex,0)
m+1〉, m � 0. (2.11)

For k � 0 define ex,k = pk(ex,0)
k+1. Using induction on k and the basic recurrence for the binomial

coefficients it is easy to see that

ex,k =
∑
n�k

(
n

k

)
xn−k pn, k � 0. (2.12)

Note that v(ex,k) = k and thus ex,k ∈ Fk . Note also that e0,k = pk for k � 0.
Using the notation introduced above (2.11) becomes

Ker
(
(L − xI)m+1) = 〈ex,0, ex,1, . . . , ex,m〉, m � 0.

A simple computation yields

(L − xI)ex,k =
{

0, if k = 0,

ex,k−1, if k � 1.
(2.13)

For k � 0 we define F[0,k] = Ker(P0 + P1 + · · · + Pk). If k = 0 we write F[0] instead of F[0,0] .

Lemma 2.1. Let m � 0 and let x be a nonzero complex number. Then

(L − xI)m+1 = S−m−1

(
(I − xS)m+1

(
I −

m∑
j=0

P j

)
+

m∑
j=0

j∑
k=0

(
m + 1

k

)
(−xS)m+1−k P j

)
,

and therefore, for every f in the subspace F[0,m] we have

(L − xI)m+1 f = S−m−1(I − xS)m+1 f = p−m−1(p0 − xp1)
m+1 f .
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Proof. Using the binomial formula and (2.5) we obtain

(L − xI)m+1 =
m+1∑
k=0

(
m + 1

k

)
(−x)m+1−k Lk

= (−xI)m+1 +
m+1∑
k=1

(
m + 1

k

)
(−x)m+1−k S−k

(
I −

k−1∑
j=0

P j

)
.

Therefore

Sm+1(L − xI)m+1 = (−xS)m+1 +
m+1∑
k=1

(
m + 1

k

)
(−xS)m+1−k

(
I −

k−1∑
j=0

P j

)

= (I − xS)m+1 −
m+1∑
k=1

(
m + 1

k

)
(−xS)m+1−k

k−1∑
j=0

P j

= (I − xS)m+1 −
m∑

j=0

m+1∑
k= j+1

(
m + 1

k

)
(−xS)m+1−k P j

= (I − xS)m+1 −
m∑

j=0

(
(I − xS)m+1 −

j∑
k=0

(
m + 1

k

)
(−xS)m+1−k

)
P j.

If f ∈ F[0,m] then P j f = 0, for 0 � j � m, and thus (L − xI)m+1 f = S−m−1(I − xS)m+1 f . �
Theorem 2.2. Let m � 0 and let x be a nonzero complex number. Then a series g ∈ F is in the image of the
operator (L − xI)m+1 if and only if p1ex,m g ∈ F[0,m] . Furthermore, for every g in the image of (L − xI)m+1 we
have (L − xI)m+1(p1ex,m g) = g.

Proof. Let g = (L − xI)m+1 f for some f ∈ F. By Lemma 2.1 we have

g = p−m−1

(
(p0 − xp1)

m+1

(
f −

m∑
j=0

f j p j

)
+

m∑
j=0

j∑
k=0

(
m + 1

k

)
(−x)m+1−k pm+1−k f j p j

)
.

Then

pm+1(ex,0)
m+1 g = f −

m∑
j=0

f j p j + (ex,0)
m+1

m∑
j=0

j∑
k=0

(
m + 1

k

)
(−x)m+1−k pm+1−k f j p j . (2.14)

Note that the last summand is in Fm+1. Therefore pm+1(ex,0)
m+1 g = p1ex,m g is an element of F[0,m] .

Now let g ∈ F be such that p1ex,m g is in F[0,m] . By Lemma 2.1 we have

(L − xI)m+1(p1ex,m g) = p−m−1(p0 − xp1)
m+1 pm+1(ex,0)

m+1 g = g, (2.15)

and this shows that g is in the image of (L − xI)m+1. �
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Theorem 2.3. Let m � 0 and let x be a nonzero complex number. Let g be in the image of (L − xI)m+1 . Then
we have

{
f ∈ F: (L − xI)m+1 f = g

} = {
p1ex,m g + h: h ∈ 〈ex,0, ex,1, . . . , ex,m〉}.

Proof. From (2.15) we see that p1ex,m g is a particular solution of the linear equation (L − xI)m+1 f = g .
Therefore, every solution of this equation is of the form p1ex,m g + h, where h is in the kernel of
(L − xI)m+1, which equals 〈ex,0, ex,1, . . . , ex,m〉, as we have proved above. �
3. The linear equation w(L) f = g

In this section we consider equations of the form w(L) f = g , where w is a polynomial, g is a
given element in the image of w(L), and f is an unknown element of F. The case w(L) = (L − xI)m+1

was studied in the previous section, where we found that the series ex,k play a central role in the
description of the kernel and the image of the operator w(L). We obtain next some basic properties
of the series ex,k that will be used to study the equation w(L) f = g .

Recall that ex,0 = ∑
n�0 xn pn is the reciprocal of p0 − xp1 and

ex,k = pk

(p0 − xp1)k+1
= pk(ex,0)

k+1 =
∑
n�k

(
n

k

)
xn−k pn, k � 0.

Let Dx denote differentiation with respect to x. Since (Dk
x/k!)xn = (n

k

)
xn−k , it is obvious that

Dk
x

k! ex,0 = ex,k, k � 0. (3.1)

Since ex,0 = p0/(p0 − xp1), for x �= y we have

ex,0 − e y,0 = p0

p0 − xp1
− p0

p0 − yp1
= (x − y)p1

(p0 − xp1)(p0 − yp1)
,

and thus

p1ex,0e y,0 = ex,0 − e y,0

x − y
, x �= y. (3.2)

Note that p1ex,0ex,0 = ex,1.
If x �= y and m and n are nonnegative integers, using (3.1) we obtain

p1ex,me y,n = p1
Dm

x

m! ex,0
Dn

y

n! e y,0 = Dm
x

m!
Dn

y

n!
(

ex,0 − e y,0

x − y

)
.

Using the Leibniz rule for the differentiation with respect to the parameters x and y we get

p1ex,me y,n =
m∑

i=0

(n+i
i

)
(−1)iex,m−i

(x − y)1+n+i
+

n∑
j=0

(m+ j
j

)
(−1) je y,n− j

(y − x)1+m+ j
. (3.3)

Note that p1ex,me y,n is an element of the subspace generated by {ex,i: 0 � i � m} ∪ {e y, j: 0 � j � n}.
Let x ∈ C and m � 0. Since v(ex,i) = i for i � 0, it is clear that {ex,i: 0 � i � m} is a linearly

independent subset of F.
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Theorem 3.1. Let x and y be distinct complex numbers and let m and n be nonnegative integers. Then the set
{ex,i: 0 � i � m} ∪ {e y, j: 0 � j � n} is linearly independent.

Proof. Suppose that
∑m

i=0 αiex,i + ∑n
j=0 β je y, j = 0. Applying the operator (L − yI)n+1 to this linear

combination, and using (2.13), we get

(L − yI)n+1
m∑

i=0

αiex,i = 0.

Writing L − yI = (L − xI) + (x − y)I we get

(L − yI)n+1ex,i =
r∑

j=0

(
n + 1

j

)
(x − y)n+1− jex,i− j, 0 � i � m, (3.4)

where r = min{i,n + 1}. Then, (L − yI)n+1 maps 〈ex,0, ex,1, . . . , ex,m〉 into itself and the matrix rep-
resentation is upper triangular with all its diagonal entries equal to (x − y)n+1. This means that
the restriction of (L − yI)n+1 to 〈ex,0, ex,1, . . . , ex,m〉 is an isomorphism, and therefore all the αi
must be zero, since {ex,0, ex,1, . . . , ex,m} is linearly independent. Now, by the linear independence of
{e y,0, e y,1, . . . , e y,n} we conclude that all the βi are zero, and this completes the proof. �

The idea used in the proof of the previous theorem can be easily extended to prove the following
result.

Corollary 3.1. The set {ex,k ∈ F: x ∈ C, k ∈ N} is linearly independent.

Theorem 3.2. Let x and y be distinct complex numbers and m and n be nonnegative integers. Then

Ker
(
(L − yI)n+1(L − xI)m+1) = Ker

(
(L − yI)n+1) ⊕ Ker

(
(L − xI)m+1). (3.5)

Proof. Since the operators (L − yI)n+1 and (L − xI)m+1 commute, it is clear that the set in the right-
hand side of (3.5) is contained in the set of the left-hand side.

Let f be in Ker((L − yI)n+1(L − xI)m+1) and let g = (L − xI)m+1 f . Then g is in Ker((L − yI)n+1)

and also in the image of (L − xI)m+1. Applying Theorem 2.3 we see that f = p1ex,m g + h, where
h ∈ Ker((L − xI)m+1). But g is a linear combination of the e y,k for 0 � k � n, and then, by (3.3) we see
that p1ex,m g is in

〈e y,0, e y,1, . . . , e y,n〉 ⊕ 〈ex,0, ex,1, . . . , ex,m〉 = Ker
(
(L − yI)n+1) ⊕ Ker

(
(L − xI)m+1),

and therefore so is f . �
Theorem 3.3. Let x and y be distinct complex numbers and m and n be nonnegative integers. Then g is in the
image of (L − yI)n+1(L − xI)m+1 if and only if

p1ex,m p1e y,n g ∈ F[0,n+m+1]. (3.6)

Furthermore, if g satisfies (3.6) then

(L − yI)n+1(L − xI)m+1(p1ex,m p1e y,n g) = g. (3.7)
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Proof. We show first that every g in the image of (L − yI)n+1(L − xI)m+1 satisfies (3.6). Let f ∈ F and
write f = f− + f+ , with f− ∈ F− and f+ ∈ F0. Define h = (L −xI)m+1 f . Since F− and F0 are invariant
under L − xI we have h = h− + h+ where h− = (L − xI)m+1 f− ∈ F− and h+ = (L − xI)m+1 f+ ∈ F0.

Since f− ∈ F[0,m] , by Lemma 2.1 we have h− = p−m−1(p0 − xp1)
m+1 f− and thus p1ex,mh− = f− .

Then p1ex,mh = f− + p1ex,mh+ and p1ex,mh+ is in Fm+1 since h+ ∈ F0.
Now let g = (L − yI)n+1h. By the same arguments used above we have

p1e y,n g = p1e y,n g− + p1e y,n g+ = h− + p1e y,n g+.

Then

p1ex,m p1e y,n g = p1ex,mh− + p1ex,m p1e y,n g+ = f− + p1ex,m p1e y,n g+.

Since the last term is clearly in Fm+n+2 we must have p1ex,m p1e y,n g ∈ F[0,m+n+1] .
Suppose now that g is a series that satisfies (3.6). Since F[0,m+n+1] ⊂ F[0,m] , by Theorem 2.2 we

have

(L − xI)m+1(p1ex,m p1e y,n g) = p1e y,n g.

Note that

p1e y,n g = (
p−m−1(p0 − xp1)

m+1)(p1ex,m p1e y,n g),

and the first factor in the right-hand side has the form
∑m+1

j=0 α j p− j . Since the second factor is in
F[0,m+n+1] , the product must be in F[0,n] , and by Theorem 2.2 we have

g = (L − yI)n+1(p1e y,n g) = (L − yI)n+1(L − xI)m+1(p1ex,m p1e y,n g).

This shows that (3.7) holds and also that g is in the image of (L − yI)n+1(L − xI)m+1. �
Let

w(t) =
r∏

j=0

(t − x j)
m j+1, (3.8)

where x0, x1, . . . , xr are distinct complex numbers, m0,m1, . . . ,mr are nonnegative integers, and we
set n + 1 = ∑

j(m j + 1). Then we define

w(L) = (L − x0 I)m0+1(L − x1 I)m1+1 · · · (L − xr I)mr+1. (3.9)

Theorem 3.4. Let w(L) be as defined in (3.9). Define

dw = pr+1ex0,m0 ex1,m1 · · · exr ,mr ,

and

K w = 〈ex j ,i: 0 � j � r, 0 � i � m j〉.
Then g is in the image of w(L) if and only if
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dw g ∈ F[0,n], (3.10)

K w = Ker(w(L)), and for every g ∈ Im(w(L)) we have w(L)(dw g) = g and thus

{
f ∈ F: w(L) f = g

} = {dw g + h: h ∈ K w}. (3.11)

Proof. Note that the proof of Theorem 3.2 can be easily extended to the case of operators that are
the product of a finite number of factors (L − xi I)mi+1 and then we get K w = Ker(w(L)). Note that
the dimension of Ker(w(L)) is equal to n + 1.

Using induction on r and the idea used in the proof of Theorem 3.3 we can show that (3.10) holds.
Then, applying Theorem 2.2 repeatedly we obtain w(L)(dw g) = g for every g in the image of w(L).
This means that dw g is a particular solution of w(L) f = g and therefore (3.11) holds. �

Note that dw ∈ Fn+1 ⊂ F[0,n] . Then F0 is contained in the image of w(L). In particular, p0 ∈
Im(w(L)) and therefore w(L)dw = p0. Using (3.3) repeatedly it is easy to write dw as the product
of p1 times a linear combination of the ex j ,i and thus p−1dw ∈ K w .

Define the operator Mw : Im(w(L)) → F by Mw g = dw g , for g ∈ Im(w(L)). From the previous
theorem it is clear that w(L)Mw is the identity map on Im(w(L)), that is, Mw is a right-inverse
for w(L).

Corollary 3.2. Given g ∈ Im(w(L)) and complex numbers β0, β1, . . . , βn there exists a unique f ∈ F such
that w(L) f = g and

Pk f = βk pk, 0 � k � n. (3.12)

Proof. By Theorem 3.4 the particular solution dw g is in F[0,n] = Ker(P0 + P1 +· · ·+ Pn). Therefore, in
order to find a solution f that satisfies (3.12) it is enough to find an h ∈ K w such that

Pkh = βk pk, 0 � k � n. (3.13)

It is clear that h must be of the form

h =
r∑

j=0

m j∑
i=0

α j,iex j ,i,

where the α j,i are complex numbers, and then

Pkh =
r∑

j=0

m j∑
i=0

α j,i Pkex j ,i =
r∑

j=0

m j∑
i=0

α j,i

(
k

i

)
xk−i

j pk.

Therefore (3.13) is equivalent to the linear system of equations

βk =
r∑

j=0

m j∑
i=0

α j,i

(
k

i

)
xk−i

j , 0 � k � n. (3.14)

For each j such that 0 � j � r let B j be the (n + 1)× (m j + 1) matrix whose (k, i) entry is
(k

i

)
xk−i

j , for
0 � k � n, and 0 � i � m j .
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Define the block matrix V w = [B0 B1 · · · Br]. Then (3.14) is equivalent to

(β0, β1, . . . , βn)
T = V w(α0,0, . . . ,α0,m0 , . . . ,αr,0, . . . ,αr,mr )

T. (3.15)

The matrix V w is the confluent Vandermonde matrix associated with the roots of the polynomial w .
It is well known that V w is invertible. See [16]. Therefore (3.15) has a unique solution and conse-
quently, there is a unique h ∈ K w that satisfies (3.13). Then f = dw g + h is the unique solution that
satisfies (3.12). �

Let us note that dw is the unique solution of w(L) f = p0 with initial conditions Pk f = 0 for
0 � k � n. We call dw the fundamental solution associated with the operator w(L).

We present next an alternative construction of dw in terms of the coefficients of w . Write

w(t) = tn+1 + b1tn + b2tn−1 + · · · + bn+1,

and define the reversed polynomial w∗ by

w∗(t) = 1 + b1t + b2t2 + · · · + bn+1tn+1. (3.16)

Let h(t) = h0 + h1t + h2t2 + · · · be the reciprocal of w∗(t), that is, h(t)w∗(t) = 1. Then we have

m∑
j=0

b jhm− j = δm,0, m � 0. (3.17)

Since b0 = 1, we get h0 = 1 and we can solve for hm in (3.17) to obtain the recurrence relation

hm = −
m−1∑
j=1

b jhm− j, m � 1. (3.18)

Define

f =
∑
k�0

hk pk+n+1. (3.19)

Then

w(L) f =
∑
k�0

hk

n+1∑
j=0

b j pk+ j =
∑
m�0

∑
j�0

hm− jb j pm = p0.

The last equality follows from (3.17). Therefore f satisfies w(L) f = p0, and since P j f = 0 for 0 � j �
n, we conclude that f = dw , the fundamental solution associated with the operator w(L).

Using the multinomial formula it is easy to obtain the following “explicit” expression

hm =
∑( |j|

j1, j2, . . . , jn+1

)
(−1)|j|b j1

1 b j2
2 · · ·b

jn+1
n+1 , (3.20)

where the summation runs over the multiindices j = ( j1, j2, . . . , jn+1) with nonnegative coordinates
such that j1 +2 j2 +3 j3 +· · ·+(n+1) jn+1 = m. Note that |j| is defined by |j| = j1 + j2 + j3 +· · ·+ jn+1.
See [18, Eq. (2.7)].
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In the following sections we present some examples of concrete realizations of the space F ob-
tained by giving some concrete meaning to the generators pk .

4. Differential equations with constant coefficients

Our first example of a concrete realization of F gives us a simple and direct method for the
solution of nonhomogeneous linear differential equations with constant coefficients.

Let t be a complex variable and define pk = tk/k! for k ∈ Z, where k! is defined for negative k by

k! = (−1)−k−1

(−k − 1)! , k < 0. (4.1)

With this choice for the generators pk the modified left shift L becomes differentiation with respect
to t , which we denote by D . The geometric series ex,0 becomes the exponential function ext and

ex,m = Dm
x

m! ext =
∑
j�m

(
j

m

)
x j−m t j

j! = tm

m!ext, x ∈ C, m � 0. (4.2)

These functions generate the vector space E of quasi-polynomials, or exponential polynomials.
We will denote by ∗ the multiplication in the concrete realization of the field F. In this way we

avoid confusion with the “natural” multiplication of series considered as functions of t . We call ∗ the
convolution product.

Then we have

tn

n! ∗ tk

k! = tn+k

(n + k)! , n,k ∈ Z. (4.3)

From (3.2) we obtain

ext ∗ eyt = t−1 ∗
(

ext − eyt

x − y

)
, x �= y. (4.4)

We present next a very simple example that illustrates how Theorem 3.4 can be used to solve
differential equations. Let w(z) = (z − x)(z − y) = z2 + b1z + b2, where x and y are distinct com-
plex numbers. Then w(L) = w(D) = D2 + b1 D + b2 I , its kernel is 〈ex,0, e y,0〉 = 〈ext ,eyt〉, and dw =
p2ex,0e y,0 = (t2/2!) ∗ ext ∗ eyt .

Let

g = 2!
t3

+ b1
−1

t2
+ b2

1

t
+ eut,

and suppose that u �= x and u �= y. Then

g = p−3 + b1 p−2 + b2 p−1 + eu,0 = p−3(p0 − xp1)(p0 − yp1) + eu,0.

A simple computation gives

dw g = p−1 + p2ex,0e y,0eu,0 = t−1 + (
t2/2!) ∗ ext ∗ eyt ∗ eut .

Since dw g is in F[0,1] we see that g is in the image of w(D), and by Theorem 3.4 the general solution
of w(D)g = f is of the form dw g + h, where h ∈ K w = 〈ext ,eyt〉. Using (3.2) we get
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p2ex,0e y,0eu,0 = p1eu,0

(
ex,0 − e y,0

x − y

)

= 1

x − y

(
eu,0 − ex,0

u − x
− eu,0 − e y,0

u − y

)

= ex,0

(x − y)(x − u)
+ e y,0

(y − x)(y − u)
+ eu,0

(u − x)(u − y)
.

Then we have

dw g = t−1 + ext

(x − y)(x − u)
+ eyt

(y − x)(y − u)
+ eut

(u − x)(u − y)
.

Note that there are no convolution products in the right-hand side.
In case that u = x we use p1ex,0ex,0 = ex,1, which gives us t ∗ ext ∗ ext = text .
Let us note that, once we have g written as g = p−3 + b1 p−2 + b2 p−1 + eu,0, we can solve the

equation w(L) f = g using only the notation associated with F, that is, using elements such as pk and
ex,0 and the multiplication in F, and only at the end write the result in terms of functions of t .

We can find a solution that satisfies some given initial conditions using Corollary 3.2 to find an
element of K w with the given initial conditions. This is the same as solving the system (3.14), which
depends only on the roots of w and the given initial data, but not on the nature of the generators pk .

If g is a function of t that can be expressed as a formal Laurent series and w is a polynomial
then we can determine whether g is in Im(w(D)) or not, and if it is then we can solve the equation
w(D) f = g , with any given initial conditions.

5. Differential equations with variable coefficients

Let t be a complex variable and consider the operator t D , where D denotes differentiation with
respect to t . Let log t denote the principal branch of the logarithm function, with imaginary part
in [0,2π). By the chain rule we have

t D
(log t)k

k! = (log t)k−1

(k − 1)! , k �= 0, (5.1)

and this holds for all nonzero integers if we use the definition (4.1) for the factorial of negative
integers. Therefore, taking pk = (log t)k/k! the modified left shift of F becomes L = t D . The geometric
series ex,0 becomes ex log t = tx , and

ex,m = Dm
x

m! tx = (log t)m

m! ex log t, x ∈ C, m � 0. (5.2)

These functions generate a vector space that we denote by M.
In this case the operators w(L) are certain differential operators with variable coefficients. For

example, the Euler equation (t2 D2 + 4t D + 2I) f = e−t can be written as w(L) f = g , where g = e−t ,
L = t D , and w(L) = (L + I)(L + 2I). Then we have K w = 〈e−1,0, e−2,0〉 = 〈t−1, t−2〉 and using (3.2) we
get dw = p2e−1,0e−2,0 = p1(e−1,0 − e−2,0). Since tk = ek,0, we can write

g = e−t =
∑
k�0

(−1)k

k! ek,0,

and then
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dw g = p1(e−1,0 − e−2,0)g =
∑
k�0

(−1)k

k! p1(e−1,0 − e−2,0)ek,0.

By (3.2) we have

p1(e−1,0 − e−2,0)ek,0 = ek,0 − e−1,0

k + 1
− ek,0 − e−2,0

k + 2
= ek,0

(k + 1)(k + 2)
− e−1,0

k + 1
+ e−2,0

k + 2
.

Substitution of this expression in the previous equation, writing ek,0, e−1,0, e−2,0 in terms of t , yields

dw g =
∑
k�0

(−1)ktk

(k + 2)! − t−1
∑
k�0

(−1)k

(k + 1)! + t−2
∑
k�0

(−1)k

k!(k + 2)
.

It is easy to see that dw g = t−2e−t + αt−1 + βt−2, where α and β are constants. Note that t−2e−t is
a particular solution of w(L) f = g .

This example appears in [6, p. 64], where it is solved by the method of Mellin transforms, which
in this case involves the Gamma function.

We can generalize the previous construction as follows. Consider the differential operator
α(t)D + β(t)I , where α and β are functions defined in some open domain U ⊆ C, and such that
there exist functions u and v such that αDu = β and αD v = 1 on the domain U. Define

pk = e−u(t) vk(t)

k! , k ∈ Z. (5.3)

It is easy to verify that the operator α(t)D +β(t)I is the modified left shift in this concrete realization
of F. In this case ex,0 = exv(t)−u(t) and

ex,m = vm(t)

m! exv(t)−u(t), x ∈ C, m � 0. (5.4)

This construction is fairly general and allows us to solve a large number of differential equations
with variable coefficients. Even when β = 0 the operators L = α(t)D , for suitable α(t), produce a large
family of equations w(L) f = g that are important in numerous applications. We can solve equations
such as the following

y′′ + (2α + β)y′ + αt(αt + β)y = 0,

ty′′ + (
t2 − 1

)
y′ + t3 y = 0,

y′′ + t2 − 1

t
y′ + t2 y = t2,

y′′ + (cos t)y′ − (1/4)(sin t)(sin t + 2)y = 0,

n∑
k=0

(
n

k

)
(ct)k Dn−k y = 0.
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6. Difference equations

We consider now the discrete analogue of the construction presented in Section 4, where the
modified left shift was differentiation with respect to the variable t . Let � denote the forward dif-
ference operator that acts on complex valued functions of the integer variable k and is defined by
� f (k) = f (k + 1) − f (k), for k ∈ Z.

For n � 0 the binomial coefficient
(k

n

)
is a polynomial in k of degree n. The basic recurrence relation

for the binomial coefficients gives us

�

(
k

n

)
=

(
k

n − 1

)
, n � 1. (6.1)

Note that �
(k

0

) = 0. We define the binomial coefficients for negative values of n by

(
k

n

)
= (−1)−n−1(−n − 1)!

(k + 1)(k + 2) · · · (k − n)
, n < 0, k ∈ Z. (6.2)

Note that it is the reciprocal of a polynomial in k of degree −n, that has its roots at −1,−2, . . . ,n.
Using definition (6.2) it is easy to verify that (6.1) holds also for negative n. Therefore, if the generators
of F are defined by

pn =
(

k

n

)
, n ∈ Z, (6.3)

then the difference operator � becomes the modified left shift L. The convolution product is

(
k

n

)
∗

(
k

m

)
=

(
k

n + m

)
, n,m ∈ Z. (6.4)

The geometric series are the sequences

ex,0 =
∑
n�0

xn
(

k

n

)
= (1 + x)k, x ∈ C, k ∈ Z, (6.5)

and

ex,m = Dm
x

m! ex,0 =
(

k

m

)
(1 + x)k−m, x ∈ C, m ∈ N, k ∈ Z. (6.6)

These sequences generate the vector space S of linearly recurrent sequences.

7. Fractional differential equations

The equation Dn
t er1/nt = rer1/nt motivates the following definition of fractional differentiation. Let α

be a nonzero complex number and let β = 1/α. Define the fractional differentiation operator Dα
t of

order α with respect to t by

Dα
t et(1+x)β = (1 + x)et(1+x)β , (7.1)

where (1 + x)β = eβ log(1+x) , and log denotes the principal branch of the logarithm function. Then we
have
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(
Dα

t − I
)
et(1+x)β = xet(1+x)β . (7.2)

We will construct a concrete realization of F in which L = Dα
t − I . Eq. (7.2) can be interpreted as

(L − xI)ex,0 = 0, if we define

ex,0 = et(1+x)β =
∑
k�0

tk(1 + x)kβ

k! .

The binomial series expansion of (1 + x)kβ and a change in the order of summation yields

ex,0 =
∑
n�0

∑
k�0

(
kβ

n

)
tk

k! xn. (7.3)

Since ex,0 = ∑
n�0 pnxn , we must have

pn =
∑
k�0

(
kβ

n

)
tk

k! , n � 0. (7.4)

It is easy to verify that

pn = un(t)

n! et, n � 0, (7.5)

where un(t) is a polynomial in t of degree n, and then we have

ex,0 = et
∑
n�0

un(t)xn

n! . (7.6)

For n < 0 define

(
kβ

n

)
= (−1)−n−1(−n − 1)!

(kβ + 1)(kβ + 2) · · · (kβ − n)
. (7.7)

Using this definition Eq. (7.4) defines pn also for negative values of n.
From (7.6) we obtain

ex,m = et

m!
∑
n�m

un(t)
xn−m

(n − m)! = et

m!
∑
k�0

um+k(t)
xk

k! , x ∈ C, m ∈ N. (7.8)

Since L = Dα
t − I , if w is a polynomial of degree n + 1 then we can write

w(L) =
n+1∑
k=0

ck
(

Dα
t

)k
, (7.9)

where the ck are complex coefficients. Therefore, in this concrete realization of the field F we can
solve fractional differential equations of the form w(L) f = g using the functions ex,m defined in (7.8).
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8. Rational functions

The most natural concrete realization of F is obtained when we define pk = zk for k ∈ Z, where
z is a complex variable. In this case F is the usual field of formal Laurent series over the complex
numbers. The modified left shift L is given by Lzk = zk−1 for k �= 0, and Lz0 = 0. The geometric series
are

ex,0 =
∑
k�0

xkzk = 1

1 − xz
, x ∈ C, (8.1)

and

ex,m =
∑
k�0

(
k

m

)
xk−mzk = zm

(1 − xz)m+1
, x ∈ C, m ∈ N. (8.2)

It is easy to see that the set {ex,m: x ∈ C, m ∈ N} is a basis for the space R0 of the rational functions
that are well defined at z = 0. The polynomials in z are included in R0, since they are generated by
the elements e0,m = zm , for m � 0.

The subspace F− is generated by {zk: k < 0}. Every element of F− can be written in the form
p(z)/zm , where m � 1 and p(z) is a polynomial of degree less than m. Therefore Q = F− ⊕ R0 is the
space of all the rational functions. It is clear that Q is a subfield of F. The operator L restricted to R0
can be considered as multiplication by z−1 followed by reduction modulo F− . Thus R0 is invariant
under L. On the subspace F− the operator L coincides with multiplication by z−1. Eq. (3.3) becomes
in this case a basic partial fractions decomposition formula.

Since the natural multiplication of rational functions coincides with the multiplication induced
on Q by the multiplication of F, we obtain immediately the following result.

Theorem 8.1. In the abstract field F generated by the group {pk: k ∈ Z} the vector space F̃ = F− ⊕
〈ex,m: (x,m) ∈ C × N〉 is a subfield of F, and it is isomorphic to the field Q of rational functions over C.

We present next another way to obtain rational functions in a concrete realization of F. Let z be
a complex variable and define pk = z−k−1, for k ∈ Z. In this case the multiplication in the concrete
realization of F is given by

zk ∗ zm = zk+m+1, k,m ∈ Z, (8.3)

which is different from the natural multiplication of the powers of z, given by zk zm = zk+m . The unit
element for the multiplication ∗ is z−1.

The geometric series are

ex,0 =
∑
k�0

xkz−k−1 = 1

z − x
, x ∈ C, (8.4)

and

ex,m =
∑
k�0

(
k

m

)
xk−mz−k−1 = 1

(z − x)m+1
, x ∈ C, m ∈ N. (8.5)

The set of functions ex,m , for (x,m) ∈ C × N, is a basis for the space R of all the proper rational
functions. See [19], where several properties of rational functions are studied using linear algebraic
methods.
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In this case the space F− is the space of polynomials in z, which we denote by P. By the division
algorithm for polynomials (with respect to the natural multiplication) it is clear that Q = P ⊕ R. The
operator L restricted to R is natural multiplication by z followed by reduction modulo the polynomi-
als. On P the operator L is just natural multiplication by z.

We have two different multiplications on the vector space Q, the natural multiplication of func-
tions of the complex variable z, and the convolution product defined in (8.3). Define the linear
operator R : Q → Q by R f (z) = (1/z) f (1/z). It easy to see that R is an isomorphism from Q with the
natural multiplication of rational functions onto Q equipped with the convolution ∗ defined by (8.3).
The map R is used often in the theory of functions of a complex variable. Note that R2 = I .

9. Some additional results and comments

9.1. Functions of a matrix

We present here a simple division result in F that has applications in the computation of functions
of a matrix.

Let g = p0 + b1 p1 + b2 p2 + · · · + bn+1 pn+1 ∈ F, where the b j are complex numbers and bn+1 �= 0.
Let x ∈ C. If we write

g

p0 − xp1
=

∑
m�0

wm(x)pm, (9.1)

then, multiplying both sides by p0 − xp1 and comparing corresponding coefficients of pm , we obtain
w0(x) = 1,

wm(x) = xwm−1(x) + bm, 0 � m � n + 1,

and

wn+1+ j(x) = x j wn+1(x), j � 0.

Note that wn+1(x) = xn+1 + b1xn + · · · + bn+1.
The polynomials wm are the Horner polynomials associated with wn+1. They form a basis for the

vector space of polynomials.
From (9.1) we obtain

ex,0 = (p0 − xp1)
−1 = p0

g

∑
m�0

wm(x)pm, x ∈ C. (9.2)

If a is a root of the polynomial wn+1 then (9.2) yields

ea,0 =
n∑

m=0

pm

g
wm(a). (9.3)

Recall that ea,0 is a solution of (L − aI) f = 0.
Let w = wn+1. Then, using the coefficients h j defined in (3.18) and the expression for dw given

in (3.19), we can write

pm

g
=

∑
j�0

h j pm+ j = pm−n−1dw .
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Then we have

ea,0 =
n∑

m=0

pm−n−1dw wm(a). (9.4)

A direct computation of (L − aI)ea,0, with ea,0 given by (9.4), shows that the properties of wm(a)

that yield (L − aI)ea,0 = 0 are wm+1(a) − awm(a) = bm+1, for 0 � m � n, and wn+1(a) = 0. These
properties also hold when a is replaced by a square matrix A such that wn+1(A) = 0. Therefore

e A,0 =
n∑

m=0

pm−n−1dw wm(A) (9.5)

is a solution of (L − AI) f = 0.
If L is differentiation with respect to t and p j = t j/ j!, then e A,0 = et A , since e A,0 evaluated at t = 0

is the identity matrix.
If L is the difference operator � and p j = (k

j

)
, then e A,0 = (I + A)k is the solution of (�− AI) f = 0

that equals I when k = 0. See [18], where these and other functions of a square matrix are studied
using a different approach.

9.2. Functions of L

In Section 7 we constructed a concrete realization of F for which the modified left shift is Dα .
This was done by modifying the concrete realization associated with the operator D . We present here
a method for the construction of a new concrete realization associated with an operator f (L), for
suitable functions f , starting from the concrete realization associated with L.

The idea of the construction is the following. Since

Lex,0 = xex,0, x ∈ C,

given a function f we should have

f (L)ex,0 = f (x)ex,0, x ∈ C,

and then

f (L)eg(x),0 = f
(

g(x)
)
eg(x),0, x ∈ C.

Therefore, if f (g(x)) = x then we must construct a concrete realization of F in which the geometric
series êx,0 associated with x coincides with the geometric series eg(x),0 in the original concrete real-
ization (associated with L). Once we have the new geometric series, we obtain the new generators
p̂m from p̂m = ê(0,m), for m � 0. In order to define the generators p̂m for negative m, we choose
a suitable p̂−1 and apply to it the operator L̂ = f (L) repeatedly.

Consider the following example. Let r be a nonzero complex number and let f (D) = erD − I .
Then f (x) = erx − 1 and its inverse under composition is g(x) = r−1 log(1 + x). Since in the con-
crete realization associated with D the geometric series are ext , in the new concrete realization the
geometric series are êx,0 = er−1t log(1+x) . A simple computation gives p̂m = (t/r

m

)
, for m � 0. The gen-

erators p̂m for negative m are defined by a simple modification of (6.2). Observe that this concrete
realization is a generalization of the construction of Section 6, where the modified left shift is the
difference operator �. It is easy to see that erD − I is the difference operator with step r, that is,
(erD − I)u(t) = u(t + r) − u(t).
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9.3. Isomorphic spaces

From Theorem 8.1 we see that each concrete realization of F produces a field that corresponds to
the subfield F̃ of F and is isomorphic to the field Q of rational functions over the complex numbers,
with its natural multiplication.

Let Ẽ be the concrete realization of F̃ of Section 4. The convolution product in Ẽ is given by (4.3).
Note that Ẽ contains the space E of quasi-polynomials. Let S̃ be the concrete realization of F̃ of
Section 6. The convolution product in S̃ is given by (6.4). Note that S̃ contains the space S of linearly
recurrent sequences. Therefore Ẽ and S̃ are isomorphic to Q.

The isomorphism from a concrete realization of F̃ to Q is an algebraic version of an “integral”
transform. For example, the isomorphism from Ẽ to Q corresponds to the Laplace transform, and the
isomorphism from S̃ to Q corresponds to the Z -transform.

Observe that each concrete version of F̃ is contained in a field isomorphic to F and also to the
field of formal Laurent series over C, which contains Q. Note that, in general, the concrete versions
of F̃ have another multiplication, in addition to the one they receive from F. For example, linearly
recurrent sequences have the termwise multiplication, also called Hadamard multiplication. It is clear
that we can transfer any such multiplication to any other isomorphic vector space.

9.4. Final remarks

From Eq. (3.3) we see that p1ex,me y,n is the divided difference of ez,0, considered as a function
of z, with respect to the roots of the polynomial (z − x)m+1(z − y)n+1. The fundamental solution dw

associated with w(L) is the divided difference of ez,0, considered as a function of z, with respect
to the roots of w . This holds in F and in any concrete realization, regardless of the nature of the
elements ez,0, which are also functions of some other variable. This clearly leads us to symbolic
computation algorithms and also to the study of numerical computational problems related to the
distribution of the roots of the polynomial w .

It is easy to verify that the convolution product defined by Eq. (4.3) has the integral representation

f (t) ∗ g(t) = Dt

t∫
0

f (z)g(t − z)dz, f , g ∈ F0.

This is called the Duhamel convolution integral. The convolution of negative powers of t has a differ-
ent integral representation.

The subspace 〈ex,k: (x,k) ∈ C×N〉 of F has a Hopf algebra structure which is the dual of the usual
Hopf algebra structure of the polynomials in one variable. See [17].

There are several ways to extend our work. For example, considering formal Laurent series in
several indeterminates, or studying operators that are linear combinations of powers of L with coef-
ficients in F. We will also study the connections of our methods with algebraic theories such as the
Galois theory of differential and difference equations.
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