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#### Abstract

There are many optimal control problems in which it is necessary or desirable to constrain the range of values of state variables. When stochastic inputs are involved, these inequality constraint problems are particularly difficult. Sometimes the constraints must be modeled as hard constraints which can never be violated, and other times it is more natural to prescribe a probability that the constraints will not be violated. This paper treats general problems of the latter type, in which probabilistic inequality constraints are imposed on the state variables or on combinations of state and control variables. A related class of problems in which the state is required to reach a target set with a prescribed probability is handled by the same methods. It is shown that the solutions to these problems can be obtained by solving a comparatively simple bilinear deterministic control problem.


## 1. Introduction

It is often necessary to constrain the range of values of state variables in optimal control problems when stochastic inputs are present. When the constraints are imposed by nature, they often must be modeled as hard constraints which can never be violated. If instead, the constraints are ones which the control system designer wishes to impose, it can be more natural to pose the control problem so that the desired inequalities on the state are satisfied with some prescribed probability.

[^0]This paper presents a method of handling stochastic optimal control problems with linear systems and quadratic costs when subject to data-unconditional probabilistic inequality constraints on combinations of the state variables, the control variables, or both. Optimal control problems in which it is desired to reach a target set with a prescribed probability are treated as a special case, and an example is given. It is shown that the optimal feedback control laws for these stochastic problems can be found in terms of a comparatively simple bilinear deterministic control problem. Extension of these results to data-conditional probabilistic inequality constraints is discussed.

The problem of maximizing the likelihood of reaching a specified terminal point treated in [1] can be compared to a special case of our target set problem, where the target set approaches a point by a suitable choice of probabilistic inequality constraints. In both cases, the a priori probability of reaching the terminal state is to be maximized. In [2] a specified a posteriori state mean and covariance are obtained at a terminal time. Deterministic control problems with inequality constraints have been considered by others (for example, see [3-5]).

The method presented here is immensely more tractable than solving stochastic optimal control problems subject to hard constraints, which can involve repeated solution of the Fokker--Planck equation. Not only does this method apply to probabilistic inequality constraint problems, but it can also be used for the approximate treatment of problems with hard constraints. With this viewpoint, the method can be considered as a stochastic analogue to the penalty function approach used for deterministic optimal control problems with inequality constraints [4].

## 2. Stochastic Control Problems with Probabilistic State Inequality Constraints or Probabilistic Target Sets

In this section two classes of stochastic optimal control problems will be defined. The first constrains the state of the system to remain in certain regions of the state space with prescribed probabilities. The second requires that the final value of the state be in a prescribed target set with given probability.

Probabilistic State Inequality Constraint Problem. Given the linear time-varying stochastic system

$$
\begin{align*}
d x(t) & =A(t) x(t) d t+B(t) u(t) d t+f(t) d t+d v(t), \\
d y(t) & =C(t) x(t) d t+d w(t),  \tag{1}\\
E[x(0)] & =\bar{x}_{0}, \quad E\left[\left(x(0)-\bar{x}_{0}\right)\left(x(0)-\bar{x}_{0}\right)^{\prime}\right]=P_{0},
\end{align*}
$$

where $x(t) \in \mathscr{R}^{n}, u(t) \in \mathscr{R}^{m}, y(t) \in \mathscr{R}^{k} ; m \leqslant n ;$ and $t \in[0, T]$. The $v(t) \in \mathscr{R}^{n}$ and $w(t) \in \mathscr{R}^{k}$ are scaled Weiner processes with rates

$$
\begin{align*}
E\left[v(t) v^{\prime}(s)\right] & =\tau V(\tau), \\
E\left[w(t) w^{\prime}(s)\right] & =\tau W(\tau),  \tag{2}\\
E\left[v(t) w^{\prime}(s)\right] & =\tau H(\tau),
\end{align*}
$$

for all $t, s \in[0, T]$, and where $\tau=\min (t, s) . W^{\prime}(t)$ is positive definite on $[0, T]$. The matrices $A(t), B(t)$, and $C(t)$ are continuous on $[0, T]$. The system $(A, B)$ is totally state controllable on $[0, T]$. The vector $f(t)$ is an endogenous driving term continuous on $[0, T]$, and $u(t)$ is the control which is unconstrained.

Let the terminal time $T$ be fixed, and the terminal state be free. Then find a control $u$ which minimizes the functional

$$
\begin{equation*}
J=E\left\{\frac{1}{2} \int_{0}^{T}\left[x^{\prime}(t) Q(t) x(t)+u^{\prime}(t) R(t) u(t)\right] d t+\frac{1}{2} x^{\prime}(T) F x(T)\right\} \tag{3}
\end{equation*}
$$

where $Q(t)$ and $R(t)$ are continuous symmetric matrices, and $Q(t) \geqslant 0, F \geqslant 0$, $R(t)>0$ for all $t \in[0, T]$. The minimization is subject to the following probabilistic inequality constraints

$$
\begin{align*}
\operatorname{Pr}\left\{K_{i}^{\prime}(t) x(t) \geqslant \alpha_{i}(t)\right\} \geqslant \gamma_{i}(t), & i \in Y_{1}, \\
\operatorname{Pr}\left\{K_{i}^{\prime}(t) x(t) \geqslant \alpha_{i}(t)\right\} \leqslant \gamma_{i}(t), & i \in \Upsilon_{2},  \tag{4}\\
\operatorname{Pr}\left\{\alpha_{i}(t) \leqslant K_{i}^{\prime}(t) x(t) \leqslant \beta_{i}(t)\right\} \geqslant \gamma_{i}(t), & i \in Y_{3}, \\
\operatorname{Pr}\left\{\alpha_{i}(t) \leqslant K_{i}^{\prime}(t) x(t) \leqslant \beta_{i}(t)\right\} \leqslant \gamma_{i}(t), & i \in Y_{4},
\end{align*}
$$

where the $K_{i}(t) \in \mathscr{R}^{n} . K_{i}(t), \alpha_{i}(t), \beta_{i}(t)$, and $\gamma_{i}(t)$ are continuously differentiable on $[0, T]$, and must be chosen so that the constraints are self-consistent. The $K_{i}(t) \neq 0$ and $\gamma_{i}(t) \in(0,1)$ for all $t \in[0, T]$. The $Y_{j}$ are either the null set or mutually exclusize finite sets of integers. The initial value $x(0)$ must be such that the inequality constraints (4) are satisfied at $t=0$.

The probabilistic inequality constraints cannot be overspecified in the sense that it becomes impossible to satisfy all constraints simultaneously. This meaning of the term "self-consistent" is made more precise in the sequel, and a test for self-consistency is given in Section 5 . Note that constraints of the forms $\operatorname{Pr}\left(K_{i}^{\prime} x \leqslant \alpha_{i}\right\} \geqslant \gamma_{i}^{*}$ and $\operatorname{Pr}\left\{K_{i}^{\prime} x \leqslant \alpha_{i}\right\} \leqslant \gamma_{i}^{*}$ are equivalent to constraints of the forms associated with $Y_{1}$ and $Y_{2}$, respectively, with $\gamma_{i}^{*}=1-\gamma_{i}$. Note also that observability is not required.

Probabilistic Target Set Problem. Given the time-varying stochastic system of Eqs. (1), find a control $u$ which minimizes (3) and which transfers the state from $x(0)$ to an $x(T)$ satisfying the following probabilistic target set

$$
\begin{aligned}
\operatorname{Pr}\left\{K_{i}^{\prime} x(T) \geqslant \alpha_{i}\right\} \geqslant \gamma_{i}, & i \in Y_{1}, \\
\operatorname{Pr}\left\{K_{i}^{\prime} x(T) \geqslant x_{i}\right\} \leqslant \gamma_{i}, & i \in Y_{2}, \\
\operatorname{Pr}\left\{\alpha_{i} \leqslant K_{i}^{\prime} x(T) \leqslant \beta_{i}\right\} \geqslant \gamma_{i}, & i \in Y_{3}, \\
\operatorname{Pr}\left\{\alpha_{i} \leqslant K_{i}^{\prime} x(T) \leqslant \beta_{i}\right\} \leqslant \gamma_{i}, & i \in Y_{4},
\end{aligned}
$$

where the $K_{i} \in \mathscr{P}^{n} . K_{i}, \alpha_{i}, \beta_{i}$, and $\gamma_{i}$ are bounded and must be chosen so that the inequalities are self-consistent; and the $\gamma_{i} \in(0,1)$. The sets $\gamma_{j}$ are either the null set or mutually exclusive finite sets of integers.

In certain circumstances, the specification of a probabilistic target set is quite natural. It may be very difficult to require that every attempt reach the desired target set; and an alternative is to specify a probabilistic target set upon which some reasonable fraction of attempts are required to impinge.

## 3. Deterministic Control Problems

Two bilinear deterministic control problems with matrix-valued state variables are defined and are later related to the stochastic problems of Section 2. The rather interesting cost functional for these problems is necessarily nonnegative in spite of the linear terms in state $\Xi$ (see Section 5).

Bilinear Deterministic Constraint Problem. Given the matrix-zalued differential equations

$$
\begin{align*}
\dot{\Xi}(t) & =-\left[A(t)+B(t) \Psi^{\prime}(t)\right] \Xi(t)+\Xi(t)[1(t)+B(t) \Psi(t)]^{\prime} \cdot \mid \Gamma(t) \\
\dot{z}(t) & =A(t) z(t)+B(t) \omega(t)+f(t)  \tag{5}\\
\Xi(0) & =\Xi_{0}, z(0)=z_{0}, \quad t \in[0, T]
\end{align*}
$$

where $\Xi$ and $\approx$ are symmetric $n \times n$ and $n \times 1$ state matrices, respectively. Also, $\Gamma(t)$ is symmetric, positive semidefinite, and continuous on $[0, T]$; and $\Xi_{0}$ is symmetric and positive semidefinite.

Let the terminal time $T$ be fixed, and the terminal state be free. Then find an $m \times n$ control matrix $\Psi$ and an $m \times 1$ control matrix $\omega$ which minimizes the functional

$$
\begin{align*}
I= & \left\{\frac { 1 } { 2 } \int _ { 0 } ^ { T } \left[z^{\prime}(t) Q(t) z(t)+\omega^{\prime}(t) R(t) \omega(t)+\operatorname{tr} Q(t) \Xi(t)\right.\right.  \tag{6}\\
& \left.\left.+\operatorname{tr} R(t) \Psi(t) \Xi(t) \Psi^{\prime}(t)\right] d t+\underline{\underline{1}}^{1} z^{\prime}(T) F z(T)+\frac{1}{2} \operatorname{tr} F E(T)\right\} .
\end{align*}
$$

The minimization is subject to the following deterministic inequality constraints which must be self-consistent:

$$
\begin{array}{cc}
K_{i}^{\prime}(t) z(t)-g_{i}(t, \Xi(t)) \geqslant 0, & i \in \Sigma_{1}, \\
& K_{i}^{\prime}(t) z(t)-h_{i}(t, \Xi(t)\} \leqslant 0, \\
K_{i}^{\prime}(t) z(t)-g_{i}(t, \Xi(t)) \geqslant 0 \quad \text { or } \quad K_{i}^{\prime}(t) z(t)-h_{i}(t, \Xi(t)) \leqslant 0, & i \in \Sigma_{2}, \tag{7}
\end{array}
$$

The initial conditions $\Xi_{0}$ and $z_{0}$ must satisfy these constraints at $t=0$, and $\Sigma_{1}$, $\Sigma_{2}, \Sigma_{3}$ are finite integer sets. Let each constraint be defined on a prescribed subset $\mathscr{I}_{i} \subset$ $[0, T]$. For all $i \in \Sigma_{1} \cup \Sigma_{2} \cup \Sigma_{3}, K_{i}$ is continuously differentiable on $\mathscr{I}_{i}$. For these same $i, g_{i}$ and $h_{i}$ are continuously differentiable on $\mathscr{I}_{i}$ with respect to their first argument $t$, and twice continuously differentiable on the class of positive semidefinite matrices with respect to each element of the second argument $\Xi$. The matrices $A, B$, $Q, F, R$, and $f$ satisfy the same requirements as in the Probabilistic State Inequality Constraint Problem.

Bilinear Deterministic Target Set Problem. Given the system equations (5), find control matrices $\Psi$ and $\omega$ which minimize (6) and which transfer the system from $\Xi_{0}, z_{0}$ to a terminal state $\Xi(T), z(T)$ satisfying the deterministic target set defined by the following inequalities which must be self-consistent.

$$
\begin{array}{cc}
K_{i}^{\prime} z(T)-g_{i}^{*}(\Xi(T)) \geqslant 0, & i \in \Sigma_{1}, \\
K_{i}^{\prime} z(T)-h_{i}^{*}(\Xi(T)) \leqslant 0, & i \in \Sigma_{2}, \\
K_{i}^{\prime} z(T)-g_{i}^{*}(\Xi(T)) \geqslant 0, \quad \text { or } \quad K_{i}^{\prime} z(T)-h_{i}^{*}(\Xi(T)) \leqslant 0, & i \in \Sigma_{3} .
\end{array}
$$

The $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ are finite integer sets, and for $i \in \Sigma_{1} \cup \Sigma_{2} \cup \Sigma_{3}$ the $g_{i}^{*}$ and $h_{i}^{*}$ are continuously differentiable on the class of positive semidefinite matrices with respect to each element of the argument $\Xi(T)$.

## 4. Conversion of Stochastic Control Problems to Deterministic Control Problems

The relationships between the stochastic problems of Section 2 and the deterministic problems of Section 3 will be established. The following lemma will be used to convert the probabilistic constraints to a deterministic form.

Conversion Lemma. Let $r$ be a Gaussianly distributed random variable with z'ariance $\sigma$. Let $\alpha$ and $\beta$ be finite numbers, and let $\gamma \in(0,1)$. Then:
(i) The probabilistic inequality

$$
\operatorname{Pr}\{r \geqslant \alpha\} \geqslant \gamma
$$

is satisfied if and only if the expected value $\bar{r}=E(r)$ satisfies

$$
\bar{r} \geqslant \alpha+2^{1 / 2} \sigma \operatorname{erf}^{-1}(2 \gamma-1),
$$

where erf is the error function.
(ii) The inequality $\operatorname{Pr}\{r \geqslant \alpha\} \leqslant \gamma$ is satisfied if and only if $\vec{r}$ satisfies

$$
\bar{r} \leqslant \alpha+2^{1 / 2} \sigma \operatorname{erf}^{-1}(2 \gamma-1)
$$

(iii) Define

$$
\begin{aligned}
\Phi(s) & =\frac{1}{2} \operatorname{erf}\left[(\beta-s) / 2^{1 / 2} \sigma\right]-\frac{1}{2} \operatorname{erf}\left[(\alpha-s) / 2^{1 / 2} \sigma\right] \\
r^{*} & =\frac{1}{2}(\alpha+\beta)
\end{aligned}
$$

Concerning the probabilistic inequality

$$
\begin{equation*}
\operatorname{Pr}\{\alpha \leqslant r \leqslant \beta\}=\Phi(\bar{r}) \geqslant \gamma, \tag{8}
\end{equation*}
$$

three cases apply:
(a) If $\Phi\left(r^{*}\right)>\gamma$, then (8) is satisfied if and only if $\alpha^{*} \leqslant \bar{r} \leqslant \beta^{*}$, where $\beta^{*}>\alpha^{*}$ are the two roots of $\Phi(s)-\gamma=0$.
(b) If $\Phi\left(r^{*}\right)=\gamma$, then (8) is equivalent to the equality $\bar{r}=r^{*}$.
(c) If $\Phi\left(r^{*}\right)<\gamma$, then the probabilistic inequality (8) cannot be satisfied.
(iv) Concerning the probabilistic inequality

$$
\begin{equation*}
\operatorname{Pr}\{\alpha \leqslant \gamma \leqslant \beta\} \leqslant \gamma, \tag{9}
\end{equation*}
$$

two cases apply:
(a) If $\Phi\left(r^{*}\right)>\gamma$, then (9) is satisfied if and only if $\bar{r}$ satisfies one of the two inequalities

$$
\bar{r} \leqslant \alpha^{*}, \quad \bar{r} \geqslant \beta^{*} .
$$

(b) If $\Phi\left(r^{*}\right) \leqslant \gamma$, then (9) is satisfied for all values of $\bar{r}$.

Proof. For (i) write

$$
\begin{aligned}
\operatorname{Pr}\{r \geqslant \alpha\} & =\frac{1}{(2 \pi)^{1 / 2} \sigma} \int_{\alpha}^{\infty} \exp \left[-(r-\bar{r})^{2} / 2 \sigma^{2}\right] d r \\
& =\frac{1}{2}\left\{1-\operatorname{erf}\left[(\alpha-\bar{r}) / 2^{1 / 2} \sigma\right]\right\} \\
& \geqslant \gamma,
\end{aligned}
$$

or

$$
\operatorname{erf}\left[(\alpha-\bar{r}) / 2^{1 / 2} \sigma\right] \leqslant 1-2 \gamma .
$$

Since the error function is a monotonically increasing function of its argument, and since $1-2 \gamma$ is in the interval ( $-1,1$ ), the inverse error function of both sides can be taken while preserving the direction of the inequality. This gives the desired result. The proof of (ii) is analogous.

To prove (iii), note that

$$
\begin{aligned}
\operatorname{Pr}\{\alpha \leqslant r \leqslant \beta\} & =\frac{1}{(2 \pi)^{1 / 2} \sigma} \int_{\alpha}^{\beta} \exp \left[-(r-\bar{r})^{2} / 2 \sigma^{2}\right] d r \\
& =\frac{1}{2} \operatorname{erf}\left[(\beta-\bar{r}) / 2^{1 / 2} \sigma\right]-\frac{1}{2} \operatorname{erf}\left[(\alpha-\tilde{r}) / 2^{1 / 2} \sigma\right] \\
& =\Phi(\bar{r}) .
\end{aligned}
$$

Consider the continuously differentiable function $\Phi\left(r^{*}+\zeta\right)$ as a function of $\zeta$. Then

$$
\frac{\partial \Phi}{\partial \zeta}=-\frac{1}{(2 \pi)^{1 / 2} \sigma}\left\{\exp \left[\left(\frac{\beta-\alpha}{2}-\zeta\right)^{2} / 2 \sigma^{2}\right]-\exp \left[\left(\frac{\alpha-\beta}{2}-\zeta\right)^{2} / 2 \sigma^{2}\right]\right\}
$$

which is positive for $\quad \infty<\zeta<0$, zero for $\zeta=0$, and negative for $0<\zeta<$ $+\infty$. Hence, $\Phi\left(r^{*}+\zeta\right)$ is a monotonically increasing function of $\zeta$ for $-\infty<$ $\zeta<0$ and a monotonically decreasing function for $0<\zeta<+\infty$, and it takes on a global maximum at $\zeta=0$. Since $\lim _{|\zeta| \rightarrow \infty} \Phi\left(r^{*}+\zeta\right)=0$, the function $\Phi\left(r^{*}+\zeta\right)$ assumes each value in the interval $\left(0, \Phi\left(r^{*}\right)\right)$ exactly once for $\zeta>0$, and once for $\zeta<0$. Furthermore, using $\operatorname{erf}(\xi)=-\operatorname{erf}(-\xi)$ it is seen that $\Phi\left(r^{*}+\zeta\right)=\Phi\left(r^{*}-\zeta\right)$, so that the two values of $\zeta$ are identical in absolute value. Then $\operatorname{Pr}\{\alpha \leqslant r \leqslant \beta\} \geqslant \gamma$ implies $\Phi(\bar{r})-\gamma \geqslant 0$. If $\Phi\left(r^{*}\right)>\gamma$ there are two values of $\bar{r}, \alpha^{*}$ and $\beta^{*}$, for which $\Phi(\bar{r})-\gamma=0$ and all values of $\bar{r}$ in $\left[\alpha^{*}, \beta^{*}\right]$ satisfy the inequality. If $\Phi\left(r^{*}\right)=\gamma$ only $\bar{r}=r^{*}$ satisfies the inequality, and if $\Phi\left(r^{*}\right)<\gamma$ there is no expected value of $r$ for which the probabilistic inequality is satisfied. Since each of the steps can be reversed, (iii) is proved. Similarly $\operatorname{Pr}\{\alpha \leqslant r \leqslant \beta\} \leqslant \gamma$ implies $\Phi(\bar{r})-\gamma \leqslant 0$, and the inequality is satisfied for $\bar{r} \leqslant \alpha^{*}$ and for $\beta^{*} \leqslant \bar{r}$, provided $\Phi\left(r^{*}\right)>\gamma$. If $\Phi\left(r^{*}\right) \leqslant \gamma$, then there are no real roots of $\Phi(\bar{r})-\gamma=0$, and all $\bar{r}$ satisfy the inequality.

The following theorem shows that for a restricted class of admissible controls, the solution to the stochastic control problem with probabilistic state inequality constraints can be obtained by solving a deterministic problem.

Conversion Theorev. Let the set of admissible controls in the Probabilistic State Inequality Constraint Problem be restricted to the class of affine functions
$\mu(t, \hat{x})=M(t) \hat{x}+N(t)$, where $\mu:[0, T] \because Z^{n} \rightarrow \mathscr{R}^{n \prime \prime}, M(t)$ and $Y(t)$ are piecewise continuous on $[0, T]$. Define

$$
\hat{x}(t)=E\left[\left.x(t)\right|_{\mathscr{Y}_{t}}\right]
$$

where $\mathscr{Y}_{t}$ is the $\sigma$-field generated by $\{y(\tau), 0 \leqslant \tau \approx t\}$. Then any optimal control $u(t)$ satisfying the Probabilities State Inequality Constraint Problem can be expressed as

$$
u(t)=\omega(t)+\Psi(t)[\hat{x}(t)-z(t)]
$$

where $\omega(t)$ and $\Psi(t)$ are optimal controls for a Bilinear Deterministic Constraint Problem, and $z(t)$ is the corresponding optimal solution.

Proof. Let the following quantities be defined:

$$
\begin{aligned}
\bar{x}(t) & =E\left[x(t) \mid \mathscr{Y}_{0}\right], \\
\xi(t) & =x(t)-\bar{x}(t), \\
\hat{\xi}(t) & =E\left[\xi(t) \mid \mathscr{Y}_{t}\right], \\
\tilde{\xi}(t) & =\xi(t)-\hat{\xi}(t), \\
\bar{u}(t) & =E\left[u(t) \mid \mathscr{Y}_{0}\right], \\
\tilde{u}(t) & =u(t)-\bar{u}(t), \\
\Pi(t) & =E\left[\hat{\xi}(t) \hat{\xi}^{\prime}(t)\right], \\
P(t) & =E\left[\tilde{\xi}(t) \hat{\xi}^{\prime}(t)\right] .
\end{aligned}
$$

One can then obtain

$$
\begin{align*}
& \bar{u}(t)=M(t) \bar{x}(t)+N(t), \\
& \tilde{u}(t)=M(t) \dot{\xi}(t) \tag{10}
\end{align*}
$$

## (i) Conversion of the Cost Functional

After the order of the expectation and the integration in (3) are interchanged, the cost functional can be written as

$$
\begin{align*}
J= & \left\{\frac{1}{2} \int_{0}^{T}\left[\bar{x}^{\prime} Q \bar{x}+\bar{u}^{\prime} R \bar{u}+\operatorname{tr} Q E\left(\xi \xi^{\prime}\right)+\operatorname{tr} R E\left(\tilde{u} \tilde{u}^{\prime}\right)\right] d t\right.  \tag{11}\\
& \left.+\frac{1}{2} \bar{x}^{\prime}(T) F \vec{x}(T)+\frac{1}{2} \operatorname{tr} F E\left[\xi(T) \xi^{\prime}(T)\right]\right\}
\end{align*}
$$

The remaining expectations can be expressed as $E\left(\xi \xi^{\prime}\right)=\Pi+P$ and $E\left(\tilde{u} \tilde{u}^{\prime}\right)=$
$M \Pi M^{\prime}$ after noting that $E\left(\tilde{\xi} \tilde{\xi}^{\prime}\right)=0$. Then the desired form of the cost functional is

$$
\begin{align*}
J= & \left\{\frac{1}{2} \int_{0}^{T}\left[\bar{x}^{\prime} Q \bar{x}+\bar{u}^{\prime} R \bar{u}+\operatorname{tr} Q(\Pi+P)+\operatorname{tr} R M \Pi M^{\prime}\right] d t\right.  \tag{12}\\
& \left.+\frac{1}{2} \bar{x}^{\prime}(T) F \bar{x}(T)+\frac{1}{2} \operatorname{tr} F[\Pi(T)+P(T)]\right\}
\end{align*}
$$

which is to be minimized with respect to the control variables $\bar{u}$ and $M$.

## (ii) The Augmented State Equations

Since the cost functional (12) contains $\vec{x}, \Pi$, and $P$, differential equations for these quantities will now be generated. Taking the expectation of the state equations (1) gives the immediate result

$$
\begin{align*}
& \dot{\bar{x}}(t)=A(t) \vec{x}(t)+B(t) \bar{u}(t)+f(t)  \tag{13}\\
& \bar{x}(0)=\bar{x}_{0}
\end{align*}
$$

To calculate $\Pi$ and $P$ it is necessary to obtain equations for $\hat{\xi}$ and $\tilde{\xi}$. Standard results can be used to show that the best estimate $\hat{x}$ satisfies

$$
\begin{align*}
d \hat{x}(t) & =[A(t)-G(t) C(t)] \tilde{x}(t) d t+B(t) u(t) d t+f(t) d t+G(t) d y(t)  \tag{14}\\
G(t) & =\left[P(t) C^{\prime}(t)+H(t)\right] W^{-1}(t)  \tag{15}\\
\hat{x}(0) & =x_{0}
\end{align*}
$$

Then

$$
\begin{align*}
d \dot{\xi}(t) & =A(t) \hat{\xi}(t) d t+G(t) C(t) \tilde{\xi}(t) d t+B(t) \tilde{u}(t) d t+G(t) d w(t) \\
\tilde{\xi}(0) & =0 \\
d \tilde{\xi}(t) & =[A(t)-G(t) C(t)] \tilde{\xi}(t) d t+d v(t)-G(t) d w(t)  \tag{16}\\
\tilde{\xi}(0) & =x_{0}-\bar{x}_{0}
\end{align*}
$$

Let $\zeta^{\prime}=\left[\hat{\xi}^{\prime} \mid \tilde{\xi}^{\prime}\right]$, and use $\tilde{u}=M \hat{\xi}$ to express $\zeta$ in integral form as

$$
\begin{equation*}
\zeta(t)=Z(t, 0) \zeta(0)+\int_{0}^{t} Z(t, s) d q \tag{17}
\end{equation*}
$$

where $Z$ is the state transition matrix corresponding to the system matrix

$$
\mathscr{A}=\left[\begin{array}{cc}
A+B M & G C \\
0 & A-G C
\end{array}\right]
$$

and $q^{\prime}=\left[(G w)^{\prime} \mid(v-G w)^{\prime}\right]$. Observe that the covariance of $\zeta(t)$ can be partitioned as

$$
L(t)=E\left[\zeta(t) \zeta^{\prime}(t)\right]=\left[\begin{array}{cc}
\Pi(t) & 0  \tag{18}\\
0 & P(t)
\end{array}\right]
$$

and can be written as

$$
\begin{equation*}
L(t)=Z(t, 0) L(0) Z^{\prime}(t, 0)+\int_{0}^{t} Z(t, s) \Omega(s) Z^{\prime}(t, s) d s \tag{19}
\end{equation*}
$$

The scaled Weiner process $q(t)$ has the rate $E\left[q\left(t_{1}\right) q^{\prime}\left(t_{2}\right)\right]=\tau \Omega(\tau)$ for all $t_{1}, t_{2} \in[0, T]$ where $\tau=\min \left(t_{1}, t_{2}\right)$, and

$$
\Omega=\left[\begin{array}{cc}
G W G^{\prime} & G H^{\prime}-G W G^{\prime} \\
H G^{\prime}-G W G & G W G^{\prime}-H G^{\prime}-G H^{\prime}+V
\end{array}\right]
$$

Differentiating (19) and using (18) and (15) gives the desired differential equations for $\Pi$ and $P$.

$$
\begin{align*}
\dot{\Pi}(t)= & {[A(t)+B(t) M(t)] \Pi(t)+\Pi(t)[A(t)+B(t) M(t)]^{\prime} } \\
& +\left[P(t) C^{\prime}(t)+H(t)\right] W^{-1}(t)\left[P(t) C^{\prime}(t)+H(t)\right]^{\prime}  \tag{20}\\
\Pi(0)= & 0 \\
\dot{P}(t)= & A(t) P(t)+P(t) A^{\prime}(t)-\left[P(t) C^{\prime}(t)+H(t)\right] W^{-1}(t) \\
& \times\left[P(t) C^{\prime}(t)+H(t)\right]^{\prime}+V(t)  \tag{21}\\
P(0)= & P_{0}
\end{align*}
$$

Since $P(t)$ is independent of the control variables $\bar{u}$ and $M$, and can be calculated a priori, the state variables associated with the cost functional (12) are $\bar{x}$ and $\Pi$. These variables are related to the control variables by state equations (13) and (20) of the augmented system.

## (iii) Conversion of the Inequality Constraints

Equations (1) and (16), after using (10), form a coupled set of linear equations driven by Gaussian processes. Hence $x(t)$ is Gaussianly distributed, and the conditions of the Conversion Lemma are satisfied at each time $t$. The $r$ of the lemma is $K_{i}^{\prime}(t) x(t)$, whose variance is

$$
\begin{align*}
\sigma_{i}^{2}(t, I \Pi(t)) & =K_{i}^{\prime}(t) E\left[\xi(t) \xi^{\prime}(t)\right] K_{i}(t) \\
& =K_{i}^{\prime}(t)[P(t) \mid \Pi(t)] K_{i}(t), \quad i \in \bigcup_{j=1}^{4} Y_{j} \tag{22}
\end{align*}
$$

Application of parts (i) and (ii) of the lemma gives

$$
\begin{array}{ll}
\bar{g}_{i}\left(t, \sigma_{i}\right)=\alpha_{i}(t)+2^{1 / 2} \sigma_{i}(t, \Pi(t)) \operatorname{erf}^{-1}\left[2 \gamma_{i}(t)-1\right], & i \in Y_{1},  \tag{23}\\
\bar{h}_{i}\left(t, \sigma_{i}\right)=\alpha_{i}(t)+2^{1 / 2} \sigma_{i}(t, \Pi(t)) \operatorname{erf}^{-1}\left[2 \gamma_{i}(t)-1\right], & i \in Y_{2} .
\end{array}
$$

Define

$$
\begin{array}{rlr}
\Phi_{i}\left(s, t, \sigma_{i}\right) & =\frac{1}{2} \operatorname{erf}\left[\frac{\beta_{i}(t)-s}{2^{1 / 2} \sigma_{i}(t, \Pi(t))}\right]-\frac{1}{2} \operatorname{erf}\left[\frac{\alpha_{i}(t)-s}{2^{1 / 2} \sigma_{i}(t, \Pi(t))}\right] \\
i \in Y_{3} \cup Y_{4},  \tag{24}\\
r_{i}^{*}(t) & =\frac{1}{2}\left[\alpha_{i}(t)+\beta_{i}(t)\right], & i \in Y_{3} \cup Y_{4} .
\end{array}
$$

The intervals for which the converted constraints exist are

$$
\begin{aligned}
\mathscr{I}_{i} & =\{t \mid 0 \leqslant t \leqslant T\}, & & i \in \bigcup_{j=1}^{J} Y \\
\mathscr{I}_{i}(\Pi(\cdot)) & =\left\{t \mid 0 \leqslant t \leqslant T, \Phi_{i}\left(r_{i}^{*}(t), t, \sigma_{i}(t, \Pi(t))\right)>\gamma_{i}(t)\right\}, & & i \in Y_{4} .
\end{aligned}
$$

Those inequalities indexed by $Y_{4}$ which are not always satisfied are identified by

$$
Y_{41}(\Pi(\cdot))=\left\{i \mid i \in Y_{4}, \Phi_{i}\left(r_{i}^{*}(t), t, \sigma_{i}(t, \Pi(t))\right)>\gamma_{i}(t) \text { for some } t \in[0, T]\right\}
$$

Application of parts (iii) and (iv) of the lemma gives $\bar{g}_{i}\left(t, \sigma_{i}\right)$ and $\bar{h}_{i}\left(t, \sigma_{i}\right)$ for $i \in Y_{3} \cup Y_{41}$ as the roots $s(t)$ of

$$
\begin{equation*}
\Phi_{i}\left(s, t, \sigma_{i}\right)=\gamma_{i}(t) \tag{25}
\end{equation*}
$$

with $\vec{g}_{i} \leqslant \bar{h}_{i}$. If for any $i \in Y_{3}, \Phi_{i}\left(r_{i}^{*}(t), t, \sigma_{i}\right)<\gamma_{i}(t)$ for any $t \in[0, T]$, then the constraints (4) are inconsistent. Since by assumption the constraints are selfconsistent, the $i \in Y_{3}$ can be expressed as two constraints, one of the form associated with $\Sigma_{1}$ and one associated with $\Sigma_{2}$. These sets then become

$$
\Sigma_{1}=\Upsilon_{1} \cup \Upsilon_{3} ; \quad \Sigma_{2}=\Upsilon_{2} \cup \Upsilon_{3} ; \quad \Sigma_{3}=\Upsilon_{41}
$$

It remains to make the following identification of the variables in the Bilinear Deterministic Constraint Problem:

$$
\begin{align*}
\Xi(t) & =\Pi(t) ; \quad \Xi_{0}=0 ; \quad z(t)=\bar{x}(t) ; \quad \Psi(t)=M(t) ; \quad \omega(t)=\vec{u}(t), \\
\Gamma(t) & =\left[P(t) C^{\prime}(t)+H(t)\right] W^{-1}(t)\left[P(t) C^{\prime}(t)+H(t)\right]^{\prime}, \\
g_{i}(t, \Xi(t)) & =\bar{g}_{i}\left(t, \sigma_{i}(t, \Xi(t))\right),  \tag{26}\\
h_{i}(t, \Xi(t)) & =\bar{h}_{i}\left(t, \sigma_{i}(t, \Xi(t))\right), \quad i \in Y_{1} \cup Y_{2} \cup Y_{3} \cup Y_{41},
\end{align*}
$$

and the proof of the theorem is complete.

Application of the above Conversion Theorem to a one-dimensional stochastic system reduces the problem to that of finding the optimal control for a twodimensional deterministic system. In general, an $n$-dimensional stochastic optimization problem is converted to a $\frac{1}{2} n(n+3)$-dimensional deterministic problem. This is the dimensionality penalty one must pay for the comparative ease of solution of deterministic problems.

By limiting the inequality constraint conversion to time $t=T$ in part (iii) of the proof of the Conversion Theorem, the following corollary is established.

Corollary 1. Let the set of admissible controls be as specified in the Conversion Theorem. Then any optimal control $u(t)$ satisfying the Probabilistic Target Set Problem can be expressed as

$$
u(t)=\omega(t)+\Psi(t)[\hat{x}(t)-z(t)]
$$

where $\omega(t)$ and $\Psi(t)$ are optimal controls for a Bilinear Deterministic Target Set Problem, and $z(t)$ is the corresponding optimal solution.

It is instructive to view the state inequality constraint problem and the target set problem in $z, t$ space, instead of in $z, \Xi, t$ space. The target set as viewed in $z$ space can be considered control dependent through the choice of the feedback gain $\Psi$ which determines the value of $\Xi$. Hence the optimal control law must pick not unly an optimal control which causes the system to reach the target set, but it must choose the target set as well. For the probabilistic inequality constraint problem in $z, t$ space, the $\alpha_{i}$ and $\beta_{i}$ values produce a control dependent inequality constraint which might be termed the fiducial boundary. For properly chosen $\gamma_{i}$, increasing the feedback gain $\Psi$ will decrease the covariance of $\bar{x}$ and cause the fiducial boundary to expand, approaching the limits $\alpha_{i}$ and $\beta_{i}$ as $\Psi$ grows unbounded. Hence, the optimal control not only minimizes the cost functional subject to inequality constraints (in $x, t$ space) but it simultaneously chooses the constraints themselves (as seen in $z, t$ space). The controller decides how much cost it is willing to incur to expand the fiducial boundary. The example in Section 7 illustrates some of these concepts.

## 5. Self-Consistency Test for Probabilistic Constraints

In the statement of the Probabilistic State Inequality Constraint Problem, it is required that the set of constraints be self-consistent. This concept is defined as follows.

Definition. The probabilistic inequality constraints (4) are said to be selfconsistent on $[0, T]$ for system (1) if for all $t \in[0, T]$ there exist a state vector
$z(t)$ and a symmetric state matrix $\Xi(t)$, which are within the respective sets of reachable states and for which all constraints are simultaneously satisfied.

A test for self-consistency will be developed which can be applied a priori without solving the optimization problem. The following Controllability Lemma will be needed in the development.

Controllability lemma. The covariance state equation

$$
\begin{aligned}
& \dot{\Xi}(t)=[A(t)+B(t) \Psi(t)] \Xi(t)+\Xi(t)[A(t)+B(t) \Psi(t)]^{\prime}+\Gamma(t), \\
& \Xi(0)=0
\end{aligned}
$$

with $\Gamma(t)$ positive definite, is totally state controllable on $(0, T]$ relative to the covariance control $\Psi(t)$ for $\Xi(t)$ restricted to the class of positive definite $n \times n$ symmetric matrices on ( $0, T]$. That is, for every interval $\left[t_{1}, t_{2}\right]$ with $0<t_{1}<$ $t_{2} \leqslant T$, there exists a bounded $\Psi(t)$ which transfers the system from any positive definite $\Xi\left(t_{1}\right)$ to any prescribed positive definite $\Xi\left(t_{2}\right)$. Furthermore, no $\Psi(t)$ exists for which $\nu^{\prime} \Xi(t) \nu=0, \nu \neq 0$, for any $t \in(0, T]$.

Proof. The matrix $E$ can be written as the sum of two matrices $\Xi_{1}$ and $\Xi_{2}$ which satisfy

$$
\begin{align*}
\Xi_{1}(t) & =A(t) \Xi_{1}(t)+\Xi_{1}(t) A^{\prime}(t)+\Gamma(t), \\
\Xi_{2}(t) & =A(t) \Xi_{2}(t)+\Xi_{2}(t) A^{\prime}(t)+B(t) U(t)+U^{\prime}(t) B^{\prime}(t),  \tag{27}\\
\Xi_{1}(0) & =\Xi_{2}(0)=0, \\
U(t) & =\Psi(t) \Xi(t)=\Psi(t)\left[\Xi_{1}(t)+\Xi_{2}(t)\right] . \tag{28}
\end{align*}
$$

As stated earlier, the system $(A, B)$ is assumed to be totally state controllable on $[0, T]$; i.e., it is completely state controllable on every interval $\left[t_{1}, t_{2}\right]$ with $0 \leqslant t_{1}<t_{2} \leqslant T$. Therefore, the Gram matrix

$$
G\left(t_{1}, t_{2}\right)=\int_{t_{1}}^{t_{2}} X\left(t_{1}, t\right) B(t) B^{\prime}(t) X^{\prime}\left(t_{1}, t\right) d t
$$

is nonsingular, where $X\left(t, t_{1}\right)$ is the state transition matrix for system matrix $A(t)$ [6].
Without loss of generality, assume the final state $\Xi_{2}\left(t_{2}\right)=0$. The definition of $\Xi_{1}$ can always be modified to transform any $\Xi_{2}\left(t_{2}\right)$ to zero. Consider the control

$$
U(t)=-\frac{1}{2} B^{\prime}(t) X^{\prime}\left(t_{1}, t\right) G^{-1}\left(t_{1}, t_{2}\right) \Xi_{2}\left(t_{1}\right) X^{\prime}\left(t, t_{1}\right) .
$$

$\Xi_{2}\left(t_{2}\right)$ can be written in integral form as

$$
\begin{aligned}
\Xi_{2}\left(t_{2}\right)= & X\left(t_{2}, t_{1}\right) E_{2}\left(t_{1}\right) X^{\prime}\left(t_{2}, t_{1}\right) \\
& +\int_{t_{1}}^{t_{2}} X\left(t_{2}, t\right)\left[B(t) U(t)+U^{\prime}(t) B^{\prime}(t)\right] X^{\prime}\left(t_{2}, t\right) d t .
\end{aligned}
$$

Substituting $U(t)$, using symmetry of $\Xi_{2}\left(t_{1}\right)$ and $G\left(t_{1}, t_{2}\right)$, using properties of the state transition matrix, and using the definition of $G\left(t_{1}, t_{2}\right)$ shows that the control $U(t)$ produces $\Xi_{2}\left(t_{2}\right)=0$. Therefore, relative to control matrix $L_{( }(t)$, system (27) is totally state controllable on $[0, T]$ for $\Xi_{2}$ in the class of symmetric $n \times n$ matrices. Then for every interval $\left[t_{1}, t_{2}\right]$ with $0 \leqslant t_{1}<t_{2} \leqslant T$, there exists a control $U(t)$ which transfers the state $\Xi\left(t_{1}\right)$ to any prescribed $\Xi\left(t_{2}\right)$.

Provided $\Xi^{-1}(t)$ exists for all $t \in\left[t_{1}, t_{2}\right]$, there exists a covariance control $\Psi(t)$ which generates this $L^{\zeta}(t)$, and it is given by

$$
\Psi(t)=L^{T}(t) \Xi^{-1}(t)
$$

By definition, $\Xi(t)$ is at least positive semidefinite. It is easily shown that $\Xi(t)$ is necessarily positive definite on ( $0, T]$. In integral form

$$
\Xi(t)=\int_{0}^{t} \Theta(t, s) \Gamma(s) \Theta^{\prime}(t, s) d s
$$

where $\Theta(t, s)$ is the state transition matrix associated with system matrix $\mathcal{A}(t)+$ $B(t) \Psi(t)$. Consider

$$
\nu^{\prime} \Xi(t) \nu=\int_{0}^{t} \nu^{\prime} \Theta(t, s) \Gamma(s) \Theta^{\prime}(t, s) \nu d s
$$

By assumption $\Gamma$ is positive definite. Also, $\Theta(t, s)$ is necessarily nonsingular so that the integrand is positive for all $v \neq 0$. Therefore $\nu^{\prime} E(t) \nu>0$ for all $\nu \neq 0$ and $t \in(0, T]$, and $\Xi(t)$ is positive definite on this interval. Hence, $\Xi^{-1}(t)$ exists. Then for every interval $\left[t_{1}, t_{2}\right]$ with $0<t_{1}<t_{2} \leqslant T$, there exists a bounded covariance control $\Psi(t)$ which transfers the system from any positive definite $\Xi\left(t_{1}\right)$ to any prescribed positive definite $\Xi\left(t_{2}\right)$. Furthermore, no $\Psi(t)$ exists for which $\Xi(t)$ can have a zero or negative eigenvalue for any $t \in(0, T]$.

Self-Consistency Theorem. Let $Y_{4}$ be the null set, and let $\Gamma(t)$ be positive definite on $[0, T]$. For all $t \in[0, T]$, let the $\gamma_{i}(t)$ satisfy

$$
\begin{array}{ll}
\gamma_{i}(t)>\frac{1}{2}, & i \in Y_{1}, \\
\gamma_{i}(t)<\frac{1}{2}, & i \in Y_{2}, \\
\gamma_{i}(t)>\frac{1}{2} \operatorname{erf}\left[\frac{\beta_{i}(t)-\alpha_{i}(t)}{2^{1 / 2} \sigma_{i}(t, 0)}\right] \leqslant \frac{1}{2}, & i \in Y_{3} .
\end{array}
$$

Define

$$
\Upsilon_{31}=\left\{i \mid i \in Y_{3}, \Phi_{i}\left(r_{i}^{*}(t), t, \sigma_{i}(t, 0)\right)>\gamma_{i}(t) \forall t \in(0, T]\right\},
$$

and for $t \in[0, T]$ define

$$
S(t)=\{z(t) \mid z(t) \text { satisfies inequalities (29) at } t\}
$$

where (29) is

$$
\begin{array}{ll}
K_{i}^{\prime}(t) z(t)>g_{i}(t, 0), & i \in Y_{1} \cup Y_{31},  \tag{29}\\
K_{i}^{\prime}(t) z(t)<h_{i}(t, 0), & i \in Y_{2} \cup Y_{31} .
\end{array}
$$

Then for system (1) the probabilistic inequality constraints (4) are self-consistent if and only if $Y_{31}=Y_{3}$ and $S(t)$ is nonempty for all $t \in(0, T]$.

Proof. The converted forms of the probabilistic constraints are relationships between $z(t)$ and $\Xi(t)$. From the Controllability Lemma the positive definite $\Xi(t)$ is totally statc controllable on $(0, T]$. In particular a covariance control $\Psi(t)$ exists which keeps $\Xi(t)$ arbitrarily close (in the sense of the Euclidean norm) to the zero matrix for all $t \in[0, T]$, although there exists no control function $\Psi$ for which $\Xi(t)$ has a zero eigenvalue for some $t \in(0, T]$. It will be shown that, under the conditions of the theorem, the probabilistic inequality constraints are least restrictive on the set of values that $z(t)$ can assume when $E(t)$ approaches zero.

Equation (22) with $\Pi=\Xi$ gives $\sigma_{i}{ }^{2}$ as the sum of two quadratic forms. Since the $K_{i}(t) \neq 0$, the second quadratic form is positive for all $t \in(0, T]$, and therefore

$$
\begin{equation*}
\sigma_{i}(t, \Xi(t))>\sigma_{i}(t, 0), \quad t \in(0, T] \tag{30}
\end{equation*}
$$

Furthermore, by proper choice of $\Psi(t), \sigma_{i}(t, \Xi(t))$ can be made to assume any value satisfying this inequality.

Constraints associated with $i \in Y_{1}$ transform to $K_{i}^{\prime}(t) z(t) \geqslant \bar{g}_{i}\left(t, \sigma_{i}\right)$, where the $\bar{g}_{i}$ are given by (23). By assumption $\gamma_{i}(t)>\frac{1}{2}$ for $i \in Y_{1}$, so that $\left(\partial \bar{g}_{i} / \partial \sigma_{i}\right)>0$. Combining this and (30) shows that $g_{i}(t, \Xi(t))>g_{i}(t, 0)$ for $\Xi \neq 0$. Since $\Xi(t)$ can be maintaincd arbitrarily close to the zero matrix, but $\Xi \neq 0$ for $t \in(0, T]$, the least restrictive form of the constraints is $K_{i}^{\prime}(t) z(t)>g_{i}(t, 0)$ for $t \in(0, T]$. Since $\Xi(0)=0$, equality is allowed at $t=0$. For constraints associated with $i \in \Upsilon_{2}$, analogous arguments give the least restrictive form of these constraints as $K_{i}^{\prime}(t) z(t)<h_{i}(t, 0)$ for $t \in(0, T]$ with equality allowed at $t=0$.

Consider constraints associated with $i \in Y_{3}$, and define

$$
\gamma_{i}^{*}\left(t, \sigma_{i}\right)=\frac{1}{2} \operatorname{erf}\left[\frac{\beta_{i}(t)-\alpha_{i}(t)}{2^{1 / 2} \sigma_{i}(t, \Xi(t))}\right] .
$$

Then $\left(\partial \gamma_{i}^{*} / \partial \sigma_{i}\right) \leqslant 0$ for $\alpha_{i} \geqslant 0$. This together with (30) establishes that the stated assumption $\gamma_{i}(t)>\gamma_{i}^{*}\left(t, \sigma_{i}(t, 0)\right)$ implies $\gamma_{i}(t)>\gamma_{i}^{*}\left(t, \sigma_{i}(t, \Xi)\right)$ for all $\Xi$. Note that

$$
\Phi_{i}\left(\alpha_{i}, t, \sigma_{i}(t, \Xi)\right)=\Phi_{i}\left(\beta_{i}, t, \sigma_{i}(t, \Xi)\right)=\gamma_{i}^{*}\left(t, \sigma_{i}(t, \Xi)\right)
$$

and hence $\alpha_{i}$ and $\beta_{i}$ are roots of $\Phi_{i}\left(s, t, \sigma_{i}(t, \Xi)\right)=\gamma_{i}^{*}\left(t, \sigma_{i}(t, \Xi)\right)$. It was shown
in the proof of the Conversion Lemma that $\Phi_{i}\left(r_{i}^{*}+\zeta, t, \sigma_{i}\right)$ is a monotonically increasing function of $\zeta$ for $-\infty<\zeta<0$, and a monotonically decreasing function of $\zeta$ for $0<\zeta<+\infty$. Therefore the roots $\bar{g}$, and $h_{i}$ of

$$
\begin{equation*}
\Phi_{i}\left(s, t, \sigma_{i}(t, E)\right)=\gamma_{i}(t) \tag{31}
\end{equation*}
$$

must satisfy

$$
\alpha_{i}<\bar{g}_{i} \leqslant r_{i}^{*} \leqslant \bar{h}_{2}<\beta_{i},
$$

provided these roots exist. If the roots fail to exist for any $t \in[0, T]$, then part (iii, c) of the Conversion Lemma applies, and the constraint cannot be satisfied. By direct calculation $\left(\partial \Phi_{i} / \partial \sigma_{i}\right)<0$ for $\alpha_{i}<s<\beta_{i}$. Therefore the roots exist for all $t \in(0, T]$ for some reachable $\Xi(t)$, provided $i \in Y_{31}$. If $i \in Y_{31}$, by continuity arguments it is necessary that at $t=0, \Phi_{i}\left(r_{i}^{*}(0), 0, \sigma_{i}(0,0)\right) \geqslant \gamma_{i}(0)$. Since $\Xi(0)=0$, equality is allowed at $t=0$, and the roots $\bar{g}_{i}$ and $\bar{h}_{i}$ will therefore exist for all $t \in[0, T]$. If there is an $i$ such that $i \in Y_{3}$ and $i \notin Y_{31}$, then there is some $t$ for which the associated probabilistic constraint cannot be' satisfied. The condition $Y_{31}=Y_{3}$ is therefore a necessary condition for self-consistency.

Write $s=r_{i}^{*}(t)+\zeta$ in (31) and differentiate with respect to $\sigma_{i}$ for $i \in Y_{31}$ to obtain

$$
\frac{\partial \zeta}{\partial \sigma_{i}}=-\frac{\partial \Phi_{i /} / \partial \sigma_{i}}{\partial \Phi_{i} / \partial \zeta} .
$$

The numerator has been shown above to be negative; and the denominator is positive for $-\infty<\zeta<0$ and negative for $0<\zeta<+\infty$. Therefore

$$
\frac{\partial \bar{g}_{i}}{\partial \sigma_{i}}>0, \quad \frac{\partial \bar{h}_{i}}{\partial \sigma_{i}}<0
$$

and using (30) shows that $g_{i}(t, \Xi(t))>g_{i}(t, 0)$ and that $h_{i}(t, \Xi(t))<h_{i}(t, 0)$ for $t \in(0, T]$. Since $\Xi(t)$ can be maintained arbitrarily close to the zero matrix, but $\Xi \neq 0$ for $t \in(0, T]$, the least restrictive form of the constraints for $i \in Y_{31}$ is

$$
g_{i}(t, 0)<K_{i}^{\prime}(t) z(t)<h_{i}(t, 0)
$$

for $t \in(0, T]$. If this inequality is satisfied, then by continuity $g_{i}(0,0) \leqslant$ $K_{i}^{\prime}(0) z(0) \leqslant h_{i}(0,0)$. Equality is allowed at $t=0$ since $\Xi(0)=0$.

It has now been shown that if $Y_{31}=Y_{3}$, the constraints associated with $i \in Y_{3}$ can individually be satisfied. If simultaneously $S(t)$ is nonempty for all $t \in(0, T]$, then there exist a covariance control $\Psi(t)$ and associated covariance $\Xi(t)$ whose norm is sufficiently small that all probabilistic constraints (4) (with $Y_{4}$ the null set) are simultaneously satisfied by some $z(t)$. Therefore the constraints are self-consistent. Furthermore, if $Y_{31} \neq Y_{3}$, there exists no $z(t)$ which satisfies the probabilistic constraints; and similarly if $S(t)$ is the empty set for some
$t \in(0, T]$, there exists no $z(t)$ which can satisfy the constraints (4) (with $Y_{4}$ the null set) no matter what the value of $\Xi(t)$. Hence the proof is complete.

The driving term $\Gamma(t)$ is necessarily at least positive semidefinite. The requirement in the theorem that $\Gamma(t)$ must be positive definite might be relaxed, but the determination of the set of reachable states for $\Xi(t)$ becomes difficult; it may be possible to maintain some or all eigenvalues of $\Xi$ at zero. This introduces the possibility of equality in (29), and whether or not equality is allowed depends on the detailed structure of $\Gamma(t), A(t)$, and the $K_{i}(t)$.
The limitations on the values of the $\gamma_{i}$ are necessary in order that the smallest variance $\sigma_{i}$ corresponds to the fiducial boundary which is least restrictive on $z(t)$. If the $\gamma_{i}$ for an $i \in Y_{1}$ is less than $\frac{1}{2}$, then the fiducial boundary is outside the $K_{i}^{\prime} x \geqslant \alpha_{i}$ region, and an increase in the variance $\sigma_{i}$ will cause the fiducial boundary to recede from $\alpha_{i}$ making the constraint less restrictive. This gives rise to the peculiar situation where increasing the uncertainty in $x(t)$ makes it easier to satisfy the constraint. Since one would normally require a high probability for constraints with $i \in Y_{1} \cup Y_{3}$, and a low probability for constraints with $i \in Y_{2}$, the given limits on the $\gamma_{i}$ are natural.

Constraints associated with $Y_{4}$ were not considered in the Self-Consistency Theorem. If $\gamma_{i}$ is sufficiently small for $i \in \Upsilon_{4}$ then decreasing $\sigma_{i}$ will make the constraints less restrictive. However, another possibility exists, that by making $\sigma_{i}$ sufficiently large case (iv, b) of the Conversion Lemma applies and the constraint then disappears. Hence, a sufficient increase in the uncertainty in $x$ can eliminate these constraints while making other constraints more restrictive. Both possibilities must be considered to determine whether a probabilistic constraint set including constraints in $Y_{4}$ is self-consistent.

## 6. Stochastic Control Problems with Probabilistically Constrained Controls and States

In stochastic control problems it is sometimes natural to impose probabilistic constraints on the control $u(t)$ or on combinations of $u(t)$ and $x(t)$. The following general problem of this type can be treated by the techniques developed in previous sections.

Probablistic State and Control Inequality Constraint Problem. In the Probabilistic State Inequality Constraint Problem let constraints (4) be replaced by

$$
\begin{align*}
\operatorname{Pr}\left\{L_{i}^{\prime}(t) u(t)+K_{i}^{\prime}(t) x(t) \geqslant \alpha_{i}(t)\right\} \geqslant \gamma_{i}(t), & i \in Y_{1}, \\
\operatorname{Pr}\left\{L_{i}^{\prime}(t) u(t)+K_{i}^{\prime}(t) x(t) \geqslant \alpha_{i}(t)\right\} \leqslant \gamma_{i}(t), & i \in Y_{2},  \tag{32}\\
\operatorname{Pr}\left\{\alpha_{i}(t) \leqslant L_{i}^{\prime}(t) u(t)+K_{i}^{\prime}(t) x(t) \leqslant \beta_{i}(t)\right\} \geqslant \gamma_{i}(t), & i \in Y_{3}, \\
\operatorname{Pr}\left\{\alpha_{i}(t) \leqslant L_{i}^{\prime}(t) u(t)+K_{i}^{\prime}(t) x(t) \leqslant \beta_{i}(t)\right\} \leqslant \gamma_{i}(t), & i \in Y_{4},
\end{align*}
$$

where $L_{i}$ and $K_{i}$ are not simultaneously zero. Then find a control $u(t)$ which minimizes (3) subject to constraints (32).

A second corollary to the Conversion Theorem expresses the optimal control for this problem in terms of the control functions of a deterministic problem.

Corollary 2. Let the set of admissible controls be as specified in the Conversion Theorem. Let the inequality constraints (7) of the Bilinear Deterministic Constraint Problem be replaced by

$$
\begin{aligned}
& L_{i}^{\prime}(t) \omega(t)+K_{i}^{\prime}(t) z(t) \geqslant \bar{g}_{i}\left(t, \sigma_{i}\right), i \in \Sigma_{1}, \\
& L_{i}^{\prime}(t) \omega(t)+K_{i}^{\prime}(t) z(t) \leqslant \bar{h}_{i}\left(t, \sigma_{i}\right), \quad i \in \Sigma_{2}, \\
& L_{i}^{\prime}(t) \omega(t)+K_{i}^{\prime}(t) z(t) \geqslant \bar{g}_{i}\left(t, \sigma_{i}\right) \quad \text { or } \\
& L_{i}^{\prime}(t) \omega(t)+K_{i}^{\prime}(t) z(t) \leqslant \bar{h}_{i}\left(t, \sigma_{i}\right), \quad i \in \Sigma_{3},
\end{aligned}
$$

where

$$
\begin{aligned}
\sigma_{i}^{2}(t, & \Xi(t), \Psi(t)) \\
& =\left[L_{i}^{\prime}(t) \Psi(t)+K_{i}^{\prime}(t)\right] \Xi(t)\left[L_{i}^{\prime}(t) \Psi(t)+K_{i}^{\prime}(t)\right]^{\prime}+K_{i}^{\prime}(t) P(t) K_{i}(t)
\end{aligned}
$$

Then any optimal control $u(t)$ satisfying the Probabilistic State and Control Inequality Constraint Problem can be expressed as

$$
u(t)=\omega(t)+\Psi(t)[\hat{x}(t)-z(t)]
$$

where $\omega(t)$ and $\Psi(t)$ are optimal controls for a Bilinear Deterministic Constraint Problem, and $z(t)$ is the corresponding optimal solution.

Proof. Parts (i) and (ii) of the Conversion Theorem apply without change. Since both $u(t)$ and $x(t)$ are Gaussian stochastic processes the Conversion Lemma applies to the constraints (32). After proceeding as in (12), the required variance

$$
\sigma_{i}^{2}(t, \Xi(t), \Psi(t))=E\left\{\left[L_{i}^{\prime}(u-\bar{u})+K_{i}^{\prime}(x-\bar{x})\right]\left[L_{i}^{\prime}(u-\bar{u})+K_{i}^{\prime}(x-\bar{x})\right]^{\prime}\right\}
$$

is as stated above. With the substitution of this $\sigma_{i}$, the definitions of $\bar{g}_{i}, \ddot{h}_{i}$, and $\Phi_{i}$ remain as in Eqs. (23) -(25), and the proof is complete.

Note that the $\sigma_{i}$ are not only dependent on the covariance control $\Psi(t)$ through the covariance $\Xi(t)$ but now have explicit dependence on $\Psi(t)$ as well. As a result, the Self-Consistency Theorem does not apply to this problem.

An important special case of (32) is the probabilistic form of the constraint $\left|u_{j}\right| \leqslant 1$ which can be generated from the third type of constraint or as a combination of the first and second constraint types.

## 7. Example

Consider the following scalar probabilistic target set problem,

$$
\begin{aligned}
& d x(t)=u(t) d t+d v(t), \quad x(0)=x_{0} \\
& y(t)=x(t) \\
& E[v(t) v(s)]=V \min (t, s), \\
& p(t)=E[x(t)-z(t)]^{2}, \quad p(0)=V / 2 f, \quad z(t)=E[x(t)] .
\end{aligned}
$$

The set of admissible controls $\mathscr{W}$ is restricted to affine functions of the form $\mu(t, x)=-\psi x+N(t)$ with $\psi$ a constant parameter, and $N(t)$ piecewise continuous. The optimal cost functional is

$$
J^{*}=\operatorname{Min}_{u \in \mathscr{U}} E\left\{\frac{1}{2} \int_{0}^{T}\left[q x^{2}(t)+u^{2}(t)\right] d t+\frac{1}{2} f x^{2}(T)\right\}
$$

Let $f=q^{1 / 2}$, and let the target set be

$$
\operatorname{Pr}\{x(T) \geqslant \alpha\} \geqslant \gamma .
$$

Note that this problem does not lie precisely within the purview of the Probabilistic Target Set Problem since the observations are perfect and $\psi$ is a constant parameter. Nevertheless, with slight modifications, the same methods apply to problems of this form. Use of the Conversion Lemma produces the deterministic target set

$$
z(t) \geqslant \alpha+\rho[p(T)]^{1 / 2}, \quad \rho=2^{1 / 2} \operatorname{erf}^{-1}(2 \gamma-1)
$$

A procedure analogous to that in the proof of the Conversion Theorem results in the converted cost functional

$$
J^{*}=\operatorname{Min}_{\omega(t), \psi}\left\{\frac{1}{2} \int_{0}^{T}\left[q z^{2}(t)+\omega^{2}(t)+q p(t)+\psi^{2} p(t)\right] d t+\frac{1}{2} f z^{2}(T)+\frac{1}{2} f p(T)\right\}
$$

where $\omega(t)=E[u(t)]$. Direct calculations show the system equations analogous to (5) are

$$
\begin{array}{lc}
\dot{z}(t)=\omega(t), & z(0)=z_{0} \\
\dot{p}(t)=-2 \psi p(t)+V, & p(0)=V / 2 f
\end{array}
$$

Figure 1 gives the solution to this deterministic problem when $q=f=\alpha=$ $\rho=T=1$ and $V=2$. In region I the trajectories are free trajectories in the sense that they are unaffected by the target set constraint. Free trajectories can be calculated directly without consideration of the above converted cost func-


Fig. 1. Example of a probabilistic target set problem.
tional. Hence, the control is $u(t)=-f x(t)$, where $f$ is the constant solution of the Riccati equation

$$
\dot{\phi}=\phi^{2}-q, \quad \phi(T)=f
$$

Thus, $\omega(t)=-f z(t), \psi=f$, and the optimal trajectories are given by $z(t)=$ $z_{0} \exp (-f t)$. The boundary of the free trajectory region is

$$
z(t)=\left[\alpha+\rho(V / 2 f)^{1 / 2}\right] e^{f(T-t)}=z_{0}^{*} e^{-f t}
$$

which is that trajectory reaching $z(T)=\alpha+\rho[p(T)]^{1 / 2}$ where $p(T)=p(t)=$ $V / 2 f$ is the constant solution for $p(t)$ when $\psi=f$. It is indicated by a bold line in Fig. 1.

For $z_{0}<z_{0}^{*}$ the covariance control $\psi$ is adjusted to alter the size of the target set as seen in $z$ space. Throughout region II strict equality will apply in the deterministic target set inequality, although within region I strict inequality holds. The dashed curve starting from $z_{0}=0$ in the figure is an example of an optimal trajectory in region II and can be determined as follows. Let $\psi=f+\Delta \psi$,
and write $p(t ; \Delta \psi)$ for $p(t)$ in order to show the dependence on the control parameter $\Delta \psi$. Then

$$
p(t ; \Delta \psi)=\frac{V}{2 f}\left[\frac{f+\Delta \psi e^{-2(f+\Delta \Delta) t}}{f+\Delta \psi}\right]
$$

The solutions for $z(t)$ and $\omega(t)$ from the state and costate equations for this problem are

$$
\begin{aligned}
z(t) & =k(\Delta \psi) \sinh f t \\
\omega(t) & =f k(\Delta \psi) \cosh f t \\
k(\Delta \psi) & =\left\{\alpha+\rho[p(T ; \Delta \psi)]^{1 / 2}\right\} / \sinh f T
\end{aligned}
$$

where the boundary conditions are $z(0)=0, z(T)=\alpha+\rho[p(T ; \Delta \psi)]^{1 / 2}$. Direct substitution of $p, z$, and $\omega$ into the converted cost functional gives

$$
J^{*}=\operatorname{Min}_{\Delta \psi}\left\{\frac{1}{2} c_{1} k^{2}(\Delta \psi)+\frac{c_{2}\left[f^{2}+(f+\Delta \psi)^{2}\right]-\Delta \psi^{2} p(T ; \Delta \psi)}{4(f+\Delta \psi)}\right\},
$$

where

$$
\begin{aligned}
& c_{1}=\frac{q+f^{2}}{4 f} \sinh 2 f T+f \sinh ^{2} f T+\frac{1}{2}\left(f^{2}-q\right) T \\
& c_{2}=V(2 f T+1) / 2 f
\end{aligned}
$$

The minimizing value of $\Delta \psi$ is approximately 1.5 , and the optimal trajectory $z(t)$ is thus determined.

The increase in the covariance control from $\psi=f=1$ in the free region decreases the covarince $p(t ; \Delta \psi)$ at $t=T$ from unity to 0.4 . As a result, the target set boundary decreases from $\alpha+\rho[p(T ; 0)]^{1 / 2}=2$ in the free region, to $\alpha+\rho[p(T ; \Delta \psi)]^{1 / 2}=1.63$ for this trajectory in the control dependent target set region.

## 8. Extensions

Generalization of the data-unconditional probabilistic inequality constraints considered so far can include data conditioning of the constraints and probabilistic polygonal constraints. Extension of our results under these generalizations will now be discussed.

Consider data-conditional probabilistic inequality constraints such as

$$
\operatorname{Pr}\left\{K_{i}^{\prime}(t) x(t) \geqslant \alpha_{i}(t) \mid \mathscr{Y}_{t}\right\} \geqslant \gamma_{i}(t)
$$

This constraint will necessarily destroy the Gaussian property. To show this,
assume that $x(t)$ is Gaussianly distributed. Then $\hat{x}(t)$, which is a linear combination of the data, is also Gaussian. Application of the Conversion Lemma gives the inequality

$$
K_{i}^{\prime}(t) \hat{x}(t) \geqslant \alpha_{i}(t)+2^{1 / 2} \sigma_{i} \operatorname{erf}^{-1}\left[2 \gamma_{i}(t)-1\right] .
$$

But if this inequality is satisfied, $\hat{x}(t)$ cannot be Gaussian, which is a contradiction.
It would appear that to handle such constraints, one would first have to determine the distribution functions for the state variables, and determine how these are related to the applied control. However, it is possible to generate controls for problems with data conditional constraints by repeated application of the results of this paper. Pick a finite number of times $t_{k}$ and let $u\left(t_{k}\right)$ be the initial value of the optimal control obtained using the Conversion Theorem with constraints such as

$$
\operatorname{Pr}\left\{K_{i}^{\prime}(\tau) x(\tau) \geqslant \alpha_{i}(\tau) \mid \mathscr{Y}_{t_{k}}\right\} \geqslant \gamma_{i}(\tau)
$$

for $\tau$ ranging from $t_{k}$ to $T$. The control sequence $u\left(t_{k}\right)$ obtained in this manner might be described as an open loop optimal feedback control as defined in [7].

It is possible to pose probabilistic polygonal constraint problems and probabilistic polygonal target set problems analogous to the problems of Section 2. If $S^{*}(t)$ is a closed polygonal set, then the probabilistic state inequality constraint can be written

$$
\operatorname{Pr}\left\{x(t) \in S^{*}(t)\right\} \geqslant \gamma(t)
$$

For a polygonal constraint in two dimensions this constraint can be written in terms of the tabulated $T(h, a)$ function which gives the volume of an uncorrelated bivariate normal distribution with zero means and unit variances over the area $0 \leqslant x_{2} \leqslant a x_{1}, x_{1} \geqslant h$. Then the probabilistic constraint can be written in the form

$$
1-\sum_{i} \sum_{j} T\left(h_{i}(\bar{x}), a_{j}(\bar{x})\right) \geqslant \gamma(t),
$$

where the $h_{i}$ and $a_{j}$ are expressible as nonlinear functions of the coordinates of adjacent vertices of the polygon transformed to uncorrelated, zero mean, and unit variance coordinates [8,9].
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