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Abstract

We shall address here the optimization problem of an investor who wants to maximize the
expected utility from terminal wealth. The novelty of this paper is that the drift process and the
driving Brownian motion appearing in the stochastic di�erential equation for the security prices
are not assumed to be observable for investors in the market. Investors observe security prices
and interest rates only. The drift process will be modelled by a Gaussian process, which in a
special case becomes a multi-dimensional mean-reverting Ornstein–Uhlenbeck process. The main
result of the paper is an explicit representation for the optimal trading strategy for a wide range
of utility functions. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

In this paper we solve a utility maximization problem of an investor who wants
to maximize the expected utility from the terminal value of his=her portfolio on the
�nite time interval [0; T ]. We assume that there are N risky securities (S1(t); : : : ; SN (t))
available in the market whose dynamics are given by Eq. (2.1), and there is a �xed
interest rate r. This problem has been widely studied, for example by Cox and Huang
(1989), Cox et al. (1985), Du�e and Zame (1989), He and Pearson (1991), Karatzas
et al. (1991, 1987) or Ocone and Karatzas (1991). The special feature of this paper
is that we shall not assume that investors can observe the drift process �t and the
Brownian motion appearing in the stochastic di�erential equation for the security prices.
We shall call this situation the case of partial information to distinguish it from the
case of “full information” studied in the above papers. Clearly, it is more realistic
to assume that investors have only partial information since prices and interest rates
are published and available to the public, but drifts and paths of Brownian motions
are mere mathematical tools for model creation, but certainly not observable. The fact
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that investors have only partial information will be modelled by requiring that trading
strategies are adapted to the �ltration generated by the security prices, which is smaller
than the original �ltration.
The problem of partial information was discussed already in Lakner (1995) where

a formula was presented for the optimal level of terminal wealth, and the existence of
a corresponding trading strategy has been shown. The main objective of the present
paper is to work out explicit formula for the optimal trading strategy as well. The
drift process � will be a Gaussian process modelled by a system of linear stochastic
di�erential equations where the driving Brownian motion is independent from the one
appearing in the equation for the security prices, and in a special case � becomes a
multidimensional Ornstein–Uhlenbeck process with mean-reverting drift. The formula
for the optimal trading strategy will involve the process mt which is the conditional
expectation of the drift �t given the available information. Two speci�c examples will
be worked out, one for the logarithmic and the other for the power utility function.
With the logarithmic utility function the optimal trading strategy can be written in a
feedback form which can be formally “derived” from the corresponding formula in the
full information case by substituting m for �. However, it will be shown that with the
power utility function the formal substitution of m for � in the feedback form of the
optimal trading strategy in the full information case does not yield the correct formula
for the optimal trading strategy in the partial information case. (See also Browne and
Whitt (1996) for similar example in a discrete time model.) One can �nd additional
related information in Gennote (1986), Dothan and Feldman (1986), Detemple (1991),
and in the dissertation of Honda (1998).
The computation of the optimal trading strategy basically amounts to �nding the

integrand in the stochastic integral representation of the optimal terminal wealth. The
technique used here involves the gradient operator D, as in Ocone and Karatzas (1991),
in which the optimal trading strategy under full information is computed using the
same technique. We are using that paper as our basic reference for information on the
gradient operator.
The optimal trading strategy has been worked out for the “Bayesean” case by Browne

and Whitt (1996) for the logarithmic utility, and by Lakner (1994) for general utility
functions. The word Bayesean means here that � is an unobserved random variable
with a known prior distribution.
The organization and basic content of the paper is the following. In Section 2 we

describe the market model and recall the general formula for the optimal terminal
wealth. This will involve a process � which is the conditional expectation of the Radon–
Nicodym derivative of the “martingale measure” with respect to the original probability
measure. In Section 3 we show that � satis�es a stochastic di�erential equation which
yields an explicit representation for �t . This will now involve the above-mentioned
conditional expectation mt of the drift �t given the available information. In Section 4
we specify the dynamics of �t which allows us to compute mt using the well-known
Kalman–Bucy �lter.
Next the main theorem is stated, which presents our formula for the optimal trading

strategy. This formula involves the previously described processes � and m and the
deterministic conditional covariance function of �t . We specialize the formula for the
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optimal trading strategy for the logarithmic and the power utility functions. In Section 5
the proof of the main theorem will be presented. The proof itself will be broken down
to several lemmas. The appendix contains the proof of a lemma and a proposition in
Section 4.

2. The model

Let (
; F; P); F= {Ft ; 06t6T} be a complete �ltered probability space with
a �xed terminaltime T¿0. There are N risky securities on this space with the N -
dimensional price process S = {St =(S1(t); : : : ; SN (t))∗; t ∈ [0; T ]} (the asterisk signi-
�es transposition). The dynamics of these processes are determined by the system of
stochastic di�erential equations

dSi(t)= �i(t)Si(t) dt + Si(t)
N∑
j=1

�ij dw
(1)
j (t): (2.1)

In the above equation the drift �= {�t =(�1(t); : : : ; �N (t))∗; t ∈ [0; T} is an adapted,
measurable N -dimensional process such that

∫ T

0
‖�u‖2 du¡∞; a:s:; (2.2)

where ‖·‖ is the Euclidean norm. The process w(1) = {w(1)t =(w(1)1 (t); : : : ; w
(1)
N (t))

∗; t ∈
[0; T ]} is an N -dimensional Brownian motion, and �=(�ij)i; j=1; N is a nonsingular ma-
trix of constants. Let r be a constant deterministic interest rate. We suppose that the ini-
tial prices Si(0); i=1; : : : ; N are deterministic positive constants. Let FS={FS

t ; t6T}
be the augmented �ltration generated by the price process S. In this paper we shall
assume that only FS-adapted processes are observable, so agents in this market do
not observe the Brownian motion w(1) and the drift process �. The constant interest
rate r, the initial price vector S0 and the volatility matrix � are known to all agents
acting in the market. We de�ne the positive local martingale Z = {Zt ; t6T} by the
equation

dZt =−(�t − r1)∗(�∗)−1Zt dw(1)t ; (2.3)

Z0 = 1; (2.4)

where 1 is the N -dimensional vector with all entries equal to 1. Eqs. (2.3)–(2.4) have
the unique solution

Zt =exp
{
−
∫ t

0
(�u − r1)∗(�∗)−1 dw(1)u − 1

2

∫ t

0
‖�−1(�u − r1)‖2 du: (2.5)
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Assumption 2.1. We shall assume that Z is a martingale.

Next we shall de�ne a trading strategy for an agent acting in this market. Let �i(t)
be the amount of money invested in the ith security at time t.

De�nition 2.2. A trading strategy �= {�t =(�1(t); : : : ; �N (t))∗; 06t6T} is an N -
dimensional, measurable, FS -adapted process such that∫ T

0
‖�t‖2 dt¡∞; a:s: (2.6)

We emphasize that a trading strategy is required to be FS-adapted, thus investors
indeed observe the security prices only, not the drift � or the Brownian motion w(1).
Let Xt be the wealth at time t of an agent who follows the trading strategy �. The
initial wealth X0 = x0 is a deterministic constant. The process X = {Xt ; t ∈ [0; T ]} is
assumed to evolve according to the dynamics

dXt = �∗t �t dt + �
∗
t � dw

(1)
t + (Xt − �∗t 1)r dt: (2.7)

Ito’s rule implies that the discounted wealth e−rtXt has the form

d(e−rtXt)= e−rt�∗t � dw̃t ; (2.8)

where

w̃t =w
(1)
t +

∫ t

0
�−1(�u − r1) du: (2.9)

By Girsanov’s Theorem and Assumption 2.1, the N -dimensional process w̃= {w̃t =
(w̃1(t); : : : ; w̃N (t))∗; 06t6T} is a Brownian motion under the probability measure P̃
where

dP̃
dP

= ZT : (2.10)

We denote by Ẽ the expectation operator corresponding to the measure P̃.

De�nition 2.3. A trading strategy � is called admissible if Xt¿0, a.s., t ∈ [0; T ].

De�nition 2.4. A function U : [0;∞) 7→<∪{−∞} is called a utility function if it is
continuous, strictly increasing, strictly concave on its domain, continuously di�eren-
tiable on (0;∞) with derivative function U ′(·) satisfying the relation

lim
x→∞ U ′(x)= 0: (2.11)

Our optimization problem is to maximize the expected utility from terminal wealth,
i.e.,

max E[U (XT )]

over all admissible trading strategies.
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We de�ne the N -dimensional return process R= {Rt =(R1(t); : : : ; RN (t))∗; t ∈ [0; T ]}
by

dSi(t)= Si(t) dRi(t); i=1; : : : ; N; (2.12)

so we have the following decompositions for the return process:

dRt = �t dt + � dw
(1)
t (2.13)

and

dRt = r1 dt + � dw̃t : (2.14)

Relations (2:12) and (2:14) imply that S, R, and w̃ each generate the same �ltration.
Thus FS is continuous (Karatzas and Shreve, 1988, Corollary 2.7.8).
Let �= {�t ; t ∈ [0; T ]} be the optional projection of the P-martingale Z to FS , so

�t =E[Zt |FS ]; a:s:; t ∈ [0; T ]: (2.15)

We note that � is a martingale with respect to (P;FS), and for every FS
t -measurable

random variable V , Fu-measurable random variable Y , and FS
u -measurable random

variable W with 06t6u6T

ẼV =E�tV; (2.16)

Ẽ[Y |FS
t ] =

1
�t
E[ZuY |FS

t ] (2.17)

and

Ẽ[W |FS
t ] =

1
�t
E[�uW |FS

t ]: (2.18)

The last identity implies that 1=� is a (P̃;FS)-martingale. Since FS is generated by
w̃, so 1=�, and also �, must be continuous.
Let the function I : (0;∞) 7→ [0;∞) be the pseudo inverse function of the strictly

decreasing derivative of the utility function

I(y)= inf{x¿0: U ′(x)6y}: (2.19)

The above de�ned function I actually becomes the inverse function of U ′ if
limx→0U

′(x)=∞. However, we did not make this assumption.
We recall the following theorem from Lakner (1995).

Theorem 2.5. Suppose that for every constant x ∈ (0;∞)
Ẽ[I(x�T )]¡∞: (2.20)

Then the optimal level of terminal wealth is

X̂ T = I(ye−rT �T ); (2.21)

where the constant y is uniquely determined by

Ẽ[e−rT I(ye−rT �T )]= x0: (2.22)
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The optimal wealth process X̂ and the trading strategy �̂ is implicitly determined by

e−rt X̂ t = Ẽ[e−rT I(ye−rT �T ) |FS
t ] = x0 +

∫ T

0
e−rt �̂∗t � dw̃t : (2.23)

3. Explicit representation of the optimal terminal wealth level

Formula (2:21) for the optimal level of terminal wealth involves the random variable
�T and we shall �nd a way to compute it in this section. We introduce the conditional
mean vector and covariance matrix of �t

mt =E[�t |FS
t ] (3.1)

and

(t)=E[(�t − mt)(�t − mt)∗|FS
t ]; (3.2)

with the understanding that the processes m and  are measurable versions of the
appropriate conditional expectations. The result for the representation of �t will be
formulated in the following theorem.

Theorem 3.1. Suppose that

E[‖�t‖¡∞]; t ∈ [0; T ] (3.3)

and the N -dimensional process m is continuous. Then the process 1=� satis�es the
stochastic di�erential equation

d
(
1
�t

)
=
1
�t
(mt − r1)∗(�∗)−1 dw̃t ; (3.4)

and we have the representation

�t = exp
{
−
∫ t

0
(mu − r1)∗(�∗)−1 dw̃u + 12

∫ t

0
‖�−1(mu − r1)‖2 du

}
: (3.5)

Proof. From Eqs. (2.5) and (2.9) it follows that

Zt = exp
{
−
∫ t

0
(�u − r1)∗(�∗)−1 dw̃u + 12

∫ t

0
‖�−1(�u − r1)‖2 du

}
; (3.6)

thus the process 1=Z satis�es the equation

d
(
1
Zt

)
=
1
Zt
(�t − r1)∗(�∗)−1 dw̃t : (3.7)

Liptser and Shiryayev I (1977, p.185, Theorem 5.14) guarantee that

Ẽ
[ ∫ t

0
(�u − r1)∗(�∗)−1 1Zu dw̃u

∣∣∣∣FS
t

]
=
∫ t

0
Ẽ
[
(�u − r1)∗(�∗)−1 1Zu

∣∣∣∣FS
u

]
dw̃u;

(3.8)
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provided that the following two conditions hold:

Ẽ

[∣∣∣∣∣
N∑
i=1

(�i(u)− r)sij 1Zu

∣∣∣∣∣
]
¡∞; j=1; : : : ; N; u∈ [0; T ] (3.9)

and

∫ T

0

(
Ẽ

[
1
Zu

N∑
i=1

(�i(u)− r)sij
∣∣∣∣FS

u

])2
du¡∞; a:s:; j=1; : : : ; N; (3.10)

where sij is the (i; j)-entry of the matrix (�∗)−1. However, Eq. (3.9) follows from
Eq. (3.3) because

Ẽ

∣∣∣∣∣
N∑
i=1

(�i(u)− r)sij 1Zu

∣∣∣∣∣ =E
∣∣∣∣∣
N∑
i=1

(�i(u)− r)sij
∣∣∣∣∣¡∞; j=1; : : : ; N; u∈ [0; T ]:

(3.11)

The left-hand side of Eq. (3.10) can be written as

∫ T

0

1
�2u

(
E

[
N∑
i=1

(�i(u)− r)sij
∣∣∣∣;FS

u

])2
du=

∫ T

0

1
�2u

(
N∑
i=1

(mi(u)− r)sij
)2

du;

(3.12)

and this last expression is almost surely �nite because of the continuity of m and �.
Now Eqs. (3.7) and (3.8) imply that

Ẽ
[
1
Zt

∣∣∣∣FS
t

]
=1 +

∫ t

0
Ẽ
[
(�u − r1)∗(�∗)−1 1Zu

∣∣∣∣FS
u

]
dw̃u: (3.13)

By Eq. (2.17) the left-hand side of this last identity is equal to 1=�t , and by Eqs. (2.17)
and (3.1) the right-hand side is equal to

1 +
∫ t

0

1
�u
(mu − r1)∗(�∗)−1 dw̃u;

so Eq. (3.4) follows. Identity (3:5) is an obvious consequence of Eq. (3.4), thus our
proof is complete.
Now Eq. (3.5) represents a formula for �, but it is still not explicit enough because

it involves the process m for which we still do not have a computable representation.
We can say more about m only if we specify the dynamics of the drift �, and this will
be done in the next section.

4. Explicit formula for the optimal trading strategy

For the rest of this paper we shall assume that the N -dimensional drift process � is
the solution of the stochastic di�erential equation

d�t = �(�− �t) dt + � dw(2)t ; (4.1)
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where w(2) is an N -dimensional Brownian motion with respect to (F; P), independent
of w(1) under P, � and � are known N ×N matrices of real numbers, and � is a
known N -dimensional vector of real numbers. We shall assume that � is invertible,
and that �0 follows an N -dimensional normal distribution with mean vector m0 and
covariance matrix 0. The vector m0 and the matrix 0 are assumed to be known to
all agents in the market. We note that if � is a diagonal matrix with positive entries
in the diagonal, then � will be an N -dimensional Ornstein–Uhlenbeck process with
mean-reverting drift.
We shall also assume that tr(0) and ‖�‖ are “small”. To be more rigorous, we shall

assume that

tr(0) + T‖�‖2¡K1; (4.2)

where

K1 =
1

360T‖�−1‖2K (4.3)

and

K = max
t6T

‖e−�t‖2: (4.4)

Assumption (4:2) roughly means that the variances of the components of the drift �t
are “small” compared to the variances of the components of the return process R,
which is de�ned in Eqs. (2.12)–(2.13) (see (A.5) in the appendix for the covariance
matrix of �t). We note that if � is a positive-semide�nite symmetric matrix then K =N
because in that case we can write � in the form �= T�T ∗, where T is an orthogonal
matrix and � is diagonal with the non-negative entries �1; : : : ; �N in the diagonal. Now
using elementary matrix algebra we can compute

‖e−�t‖2 = tr(e−�te−�t)= tr(Te−t�e−t�T ∗)

= tr(e−t�e−t�)=
N∑
i=1

e−2t�i6N:

Lemma 4.1. With the above speci�ed drift process �, Assumption 2:1: is satis�ed.
Furthermore,

E[Z5T + Z
−4
T ] + Ẽ[�4T + �

−5
T ]¡∞: (4.5)

We defer the proof to the appendix.
We can use the return process R of (2:12) as the “observation” process since it gener-

ates the same �ltration as the price process S. If we do so then we are in the framework
of the “classical” Kalman–Bucy �lter. It is well known (Liptser and Shiryayev I, 1977,
Theorem 10.3) that m is the unique FS -measurable solution of the linear system of
stochastic di�erential equations (4:6), and  is the unique solution of the deterministic
Riccati equation (4:7)

dmt = [−�− (t)(��∗)−1]mt dt + (t)(��∗)−1 dRt + �� dt; (4.6)

̇(t)= − (t)(��∗)−1(t)− �(t)− (t)�∗ + ��∗ (4.7)
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with initial condition (m0; 0). It follows (and also well-known) that the conditional
covariance matrix (t) is deterministic. In the case when N¿1 we do not have an ex-
plicit formula for . However, in terms of  we can solve for the conditional mean m in
the following way. Let � : [0; T ] 7→ <N×N the fundamental solution of the deterministic
system

�̇(t)= [−�− (t)(��∗)−1]�(t); (4.8)

i.e., � is an N × N -matrix valued function satisfying (4:8) with the initial condition
that �(0) is the N ×N identity matrix. Then mt is determined in terms of  and � as

mt =�(t)
[
m0 +

∫ t

0
�−1(s)(s)(��∗)−1 dRs +

∫ t

0
�−1(s) ds ��

]
: (4.9)

Remark 4.2. It is known that if N =1 then the Riccati equation (4:7) has an explicit
solution. Eq. (4.7) becomes

̇(t)=− 1
�2
2(t)− 2�(t) + �2 (4.10)

which has the solution

(t)=
√
C�
C1 exp{2(

√
C=�)t}+ C2

C1 exp{2(
√
C=�)t} − C2

− ��2; (4.11)

where

C = �2�2 + �2; (4.12)

C1 =
√
C� + 0 + ��2 (4.13)

and

C2 =−
√
C� + 0 + ��2: (4.14)

Also, in the one-dimensional case

�(t)= exp
{
−�t − 1

�2

∫ t

0
(u) du

}
(4.15)

and mt is given explicitly by

mt =�(t)
[
m0 +

1
�2

∫ t

0

(s)
�(s)

dRs + ��
∫ t

0

1
�(s)

ds
]
: (4.16)

We return now to the discussion of the N -dimensional case. Notice that mt is com-
putable via Eq. (4.9) once the deterministic functions  and � are computed, which
are solutions systems of ordinary �rst-order di�erential equations. For our drift process
� speci�ed at the beginning of this section, the conditions of Theorem 3.1 are satis�ed
so Eqs. (3.4) and (3.5) must hold.
It is well-known from the theory of �ltering (Liptser and Shiryayev, II 1978, formula

(12.65)) that the process

�wt = w̃t −
∫ t

0
�−1(mu − r1) du (4.17)
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is a Brownian motion with respect to (P;FS). Now we are ready to state the main
theorem of the paper:

Theorem 4.3. Suppose that U is twice continuously di�erentiable on (0;∞) and
I(x)¡K2(1 + x−5); (4.18)

−I ′(x)¡K2(1 + x−2) (4.19)

for some K2¿0. Then the optimal trading strategy is

�̂t =H (t)
1
�t
E
[
I ′(ye−rT �T )�2T

{
−(t)(�∗(t))−1

×
∫ T

t
�∗(u)(�∗)−1 d �wu − mt + r1

}∣∣∣∣FS
t

]
; (4.20)

where

H (t)= er(t−2T )y(��∗)−1; (4.21)

� is given in Eq. (3.5), m is given in Eq. (4.9), and the constant y is uniquely
determined by Eq. (2.22).

We defer the proof of this theorem to the next section and instead examine two
special cases.

Example 4.4 Suppose that

U1(x)= log(x + �); (4.22)

for some constant �¿0, which satis�es conditions (4:18) and (4:19). Condition (2:20)
is satis�ed by Lemma 4.1. Formulas (4:20), (4:21) and (2:22) yield that the optimal
trading strategy is given by

�̂t =ert(x0 + �e−rT )(��∗)−1
1
�t
(mt − r1): (4.23)

We can write this in a “feedback form” on the current level of wealth. Formula (2:21)
becomes

e−rT X̂ T =(x0 + �e−rT )
1
�T

(4.24)

and since both 1=�t and e−rt X̂ t are (P̃;FS)-martingales, this implies

e−rt X̂ t =(x0 + �e−rT )
1
�t
: (4.25)

Substituting this last expression into Eq. (4.23) we get the feedback form

�̂t =(��∗)−1(mt − r1)X̂ t : (4.26)

Notice that one can formally “derive” Eq. (4.26) in the following way. Consider the
case of full information when the drift and the Brownian motion appearing in the
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equation for the security prices are observable and the utility function is given by
Eq. (4.22). In this case the optimal trading strategy has the feedback form (Ocone and
Karatzas, 1991, formula (4:20))

(��∗)−1(�t − r1)Xt; (4.27)

and we can formally “derive” Eq. (4.26) if we substitute �t in Eq. (4.27) by its con-
ditional mean mt . Next another example will be shown which, besides having interest
on its own, shows that formal substitution of m for � in the feedback form of the opti-
mal trading strategy in the full information case does not necessarily yield the correct
formula for the optimal trading strategy in the partial information case. (We refer for
another counterexample to Browne and Whitt (1996), for the Bayesean case in discrete
time, i.e., when the drift is an unobservable random variable selected at time zero with
a known “prior” distribution.)
The optimal trading strategy (4:26) for the logarithmic utility function could be

established without using Theorem 4.3. The strength of this theorem comes from the
fact that it applies to a wide range of utility functions. Here is a di�erent example
which would be di�cult to solve without our general result.

Example 4.5. Suppose now that the utility function is

U2(x)=
1
�
x�; (4.28)

where �¡0. In this case

I2(x)= x1=(�−1) (4.29)

and

− I ′2(x)=
1

1− �x
1=(�−1) − 1 (4.30)

and it is clear that Eqs. (4.18) and (4.19) hold. Condition (2:20) is also satis�ed
because

Ẽ[I2(x�T )] = x1=(�−1)Ẽ[�
(1=�−1)
T ] = x1=(�−1)E[��=(�−1)T ]

6 x1=(�−1)(E[�T ])�=(�−1) = x1=(�−1)¡∞:

Now our formula for the optimal trading strategy becomes

�̂t =
1

1− � (��
∗)−1(mt − r1) X̂ t + Gt; (4.31)

where

Gt = y1=(�−1)
1

1− � exp
{
r
(
t +

T�
1− �

)}
1
�t
(��∗)−1(t)(�(t))−1

×E
[
��=(�−1)T

∫ T

t
�∗(u)(�∗)−1 d �wu

∣∣∣∣FS
t

]
: (4.32)
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The optimal trading strategy for this utility function under full information is

1
1− � (��

∗)−1(�t − r1)Xt
(Ocone and Karatzas, 1991, formula (4:22)), and our formula (4:31) for the case of
partial information cannot be derived from this by substituting m for � because of the
additional non-zero term Gt in Eq. (4.31).
One may �nd the constraint �¡0 in Eq. (4.28) too restrictive. The problem with

power utility functions with positive � is that they do not satisfy Eqs. (4.18) and (4.19).
In the next proposition we overcome this problem by strengthening Eq. (4.2).

Proposition 4.6. Let �∈ (0; 1) be arbitrary, and instead of Eq. (4.2) assume the
stronger

tr(0) + T‖�‖2¡K4; (4.33)

where

K4 =
1

8K‖�−1‖2T min
{
1
45
;

(1− �)2
(�+ 3)(�+ 7)

}
(4.34)

and K is given in Eq. (4.4). Then for the power utility function of the form (4:28)
with 0¡�6�; formulae (4:31) and (4:32) still yield the optimal trading strategy.

We defer the proof of this proposition to the appendix.
Now we know that (4:31) and (4:32) gives the optimal trading strategy for all

�∈ (−∞; �] for any 0¡�¡1 as long as condition (4:33) is satis�ed. Let us note that
if �→ 0 then I2(x)→ I1(x) where I1(x)= 1=x, the inverse function of U ′

1, thus one may
intuitively expect that

lim
�→0

Gt =0; a:s:; (4.35)

so the optimal trading strategy for the utility function U2 converges to the optimal
strategy for the logarithmic utility U1. This is indeed the case. We need to show only
that the conditional expectation in the de�nition of Gt converges to zero almost surely.
However, this follows from the Dominated Convergence Theorem for conditional ex-
pectations, because if �∈ [−1; 0] then

��=(�−1)T 61 + �1=2T

and if �∈ [0; 12 ] then

��=(�−1)T 61 + �−1T :

This implies that for �∈ [−1; 12 ]

��=(�−1)T

∫ T

t
�∗(u)(�∗)−1 d �wu6(1 + �

1=2
T + �−1T )

∫ T

t
�∗(u)(�∗)−1 d �wu;

which has �nite expectation under P by Holder’s inequality and Proposition 4.1, and
(4:35) now follows.
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5. Proof of Theorem 4.3

The main technique in this proof is the use of the gradient operator D acting on the
subset of the class of functionals of {w̃t ; t6T} called D1;1. For the exact de�nitions
of the space D1;1 and the operator D we refer to Ocone and Karatzas (1991) and
Shigekawa (1980). We shall use the generalized version of Clark’s formula (Karatzas
et al., 1991) which guarantees that for every random variable A∈D1;1 we have the
stochastic integral representation

Ẽ[A |FS
t ] = ẼA+

∫ t

0
Ẽ[(DuA)∗ |FS

u ] dw̃u: (5.1)

For an N -dimensional random variable A∈ (D1;1)N , we de�ne DA as an (N × N )-
dimensional matrix with components (DA)i; j =DiAj:
The following lemma spells out conditions under which the gradient operator D and

the ordinary Lebesgue integral are exchangeable.

Lemma 5.1. Let {u(s; !); s6T} be a real-valued, continuous, measurable process
such that u(s)∈D1;1 for every s∈ [0; T ],

sup
s6T

Ẽ[|u(s)|q]¡∞

for some q¿1, and

sup
s6T

Ẽ
[ ∫ T

0
|Djt u(s)|4 dt

]
¡∞; j=1; : : : ; N:

Furthermore, we suppose that s 7→Dtu(s; !) is left (or right) continuous for almost
every (t; !)∈ [0; T ]× 
. Then ∫ T0 u(s) ds∈D1;1 and

Dt

∫ T

0
u(s) ds=

∫ T

0
Dtu(s) ds:

For the sake of brevity we omit the proof.
We cast the conditional mean mu of Eq. (4.9) in the form

mu =�(u)
[
m0 +

(∫ u

0
�−1(s) ds

)
��+

∫ u

0
�−1(s)(s)(�∗)−1 dw̃s

+ r
(∫ u

0
�−1(s)(s) ds

)
(��∗)−11

]
; (5.2)

where �(·) is the fundamental solution of the system (4:8).

Lemma 5.2. For every u∈ [0; T ], mu ∈ (D1;1)N and
Dtmu= �−1(t)(�∗(t))−1�∗(u)1{t6u}: (5.3)

Proof. This follows from Eq. (5.2) and Ocone and Karatzas (1991), Proposition 2.3.
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Lemma 5.3. The following four relations hold:

sup
u6T

Ẽ[‖�−1(mu − r1)‖4]¡∞; (5.4)

‖�−1(mu − r1)‖2 ∈D1;1; (5.5)

Dt‖�−1(mu − r1)‖2 = 2(Dtmu)(��∗)−1(mu − r1) (5.6)

and

sup
u; t6T

Ẽ[|Djt ‖�−1(mu − r1)‖2|4]¡∞; j=1; : : : ; N: (5.7)

Proof. From Eq. (5.2) follows that mi(u) is Gaussian under P̃ and one can easily see
that u 7→ Ẽ[‖�−1(mu− r1)‖4] is �nite and continuous on [0; T ]; thus Eq. (5.4) follows.
Formulae (5:5) and (5:6) follow directly from Lemma A1 of Ocone and Karatzas

(1991) once we show that the condition of that lemma is satis�ed. The condition of
that lemma translates to

Ẽ‖�−1(mu − r1)‖2¡∞ (5.8)

and

Ẽ


∫ T

0

∥∥∥∥∥∥2
N∑

i; j; k=1

sj; isk; i(mj(u)− r)Dtmk(u)
∥∥∥∥∥∥
2

dt



1=2

¡∞; (5.9)

where sj; i is the entry in the jth row and ith column of the matrix (�−1)∗.
Inequality (5:8) follows from Eq. (5.4). By Jensen’s inequality it su�ces to show

Eq. (5.9) without the square root. By Eq. (5.3) and the elementary inequality
‖∑n

i=1 vi‖26n
∑n

i=1 ‖vi‖2 for vi ∈<N ; n=1; : : : ; n we have

Ẽ


∫ T

0

∥∥∥∥∥∥2
N∑

i; j; k=1

sj; isk; i(mj(u)− r)Dtmk(u)
∥∥∥∥∥∥
2

dt




64N 3
N∑

i; j; k=1

{
s2j; is

2
k; iẼ(mj(u)− r)2

∫ u

0
‖(�−1(t)(�∗(t))−1�∗(u))(k)‖2 dt

}
¡∞;

where the matrix followed by superscript (k) in the last expression represents the kth
column vector of the matrix.
Next we are going to show Eq. (5.7). By Eqs. (5.6) and (5.3), for all t6u6T;

Ẽ[|Djt ‖�−1(mu − r1)‖2|4]6 Ẽ[‖Dt‖�−1(mu − r1)‖2‖4]
= 16Ẽ‖�−1(t)(�∗(t))−1�∗(u)(��∗)−1(mu − r1)‖4

616‖�−1(t)(�∗(t))−1�∗(u)(�∗)−1‖4Ẽ‖�−1(mu−r1)‖4

and Eq. (5.7) now follows from Eq. (5.4).
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We note that mu ∈ (D1;1)N implies that

�−1(mu − r1)∈D1;1 (5.10)

and

Dt�−1(mu − r1)= (Dtmu)(�∗)−1: (5.11)

We introduce the notations

V1 =−
∫ T

0
(mu − r1)∗(�∗)−1 dw̃u and V2 =

1
2

∫ T

0
‖�−1(mu − r1)‖2 du: (5.12)

Lemma 5.4. Both V1 and V2 are members of D1;1, and

DtV2 =
∫ T

t
(Dtmu)(��∗)−1(mu − r1) du; (5.13)

DtV1 =−
∫ T

t
(Dtmu)(�∗)−1 dw̃u − �−1(mt − r1): (5.14)

Proof. Identity (5:13) follows from Lemmas 5.1 and 5.3. Identity (5:14) follows from
Proposition 2.3 of Ocone and Karatzas (1991) once we verify that the process {�−1
(mt−r1); t6T} is a member of the class La1;1 which is de�ned in that paper (pp. 190,
191). Condition (i) of that de�nition translates to Eq. (5.10). Condition (ii) follows
from the right continuity of u 7→Dt(mu − r1)∗(�∗)−1 (see Eqs. (5.3) and (5.11)).
Condition (iii) follows from Eqs. (5.4), (5.11), and (5.3).

Lemma 5.5. We have the following relations:

Ẽ
∫ T

0
‖DtV1‖4 dt¡∞ and Ẽ

∫ T

0
‖DtV2‖4 dt¡∞: (5.15)

Proof. The left-hand side of the �rst inequality can be written as

Ẽ
∫ T

0
‖DtV1‖4dt= Ẽ

∫ T

0

∥∥∥∥
∫ T

t
(Dtmu)(�∗)−1 dw̃u + �−1(mt − r1)

∥∥∥∥
4

dt ;

and by Eq. (5.4) it is su�cient to show that

Ẽ
∫ T

0

∥∥∥∥
∫ T

t
(Dtmu)(�∗)−1 dw̃u

∥∥∥∥
4

dt¡∞: (5.16)

However, this follows from Eq. (5.3) and some elementary calculations involving the
fourth moment of the normal distribution. The second inequality in Eq. (5.15) is an
easy consequence of Eqs. (5.13), (5.3), (5.4) and some straightforward calculations.

Lemma 5.6. The random variable �T is a member of D1;1 and

Dt�T = �T [DtV1 + DtV2]: (5.17)
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Proof. We shall apply again Lemma A1 of Ocone and Karatzas (1991). By Eq. (3.5)
we can write �T in the form

�T = exp{V1 + V2}:
We already know from Lemma 5.4 that V1 and V2 are in D1;1, so we have to show
only the condition of Lemma A1 of Ocone and Karatzas (1991), which in our case
becomes

Ẽ�T¡∞ and Ẽ
(∫ T

0
‖�TDtV1 + �TDtV2‖2 dt

)1=2
¡∞: (5.18)

The �rst inequality follows from Lemma 4.1, and the second is a consequence of
Holder’s and Jensen’s inequalities, Lemma 4.1, and Eq. (5.15).

Now we are ready to prove Theorem 4.3. We are going to show that for every
x∈ (0;∞)

I(x�T )∈D1;1 and DtI(x�T )= xI ′(x�T )Dt�T : (5.19)

Both relations follow from Ocone and Karatzas, Lemma A1, provided that the condi-
tions

Ẽ
∫ T

0
‖I ′(x�T )Dt�T‖2 dt¡∞ and ẼI(x�T )¡∞ (5.20)

are satis�ed. The second inequality is a consequence of assumption (4:18) and
Lemma 4.1. The left-hand side of the �rst inequality in Eq. (5.20) becomes by
Eqs. (5.17), (5.14), (5.13), and (4.19)

Ẽ
[
|I ′(x�T )|2�2T

∫ T

0
‖DtV1 + DtV2‖2 dt

]

6K 22 Ẽ
[
(1 + x−2�−2T )

2�2T

∫ T

0
‖DtV1 + DtV2‖2 dt

]

62K 22 Ẽ
[
�2T

∫ T

0
‖DtV1 + DtV2‖2 dt

]
+ 2K 22 x

−4Ẽ
[
�−2T

∫ T

0
‖DtV1 + DtV2‖2 dt

]
:

Both terms in the last expression are �nite by Eq. (5.15), Holder’s and Jensen’s in-
equalities, and Lemma 4.1. We can now derive formula (4:20) for the optimal trading
strategy by straightforward algebra, putting together Eqs. (2.23), (5.1), (5.19), (5.17),
(5.3), and (4.17), which completes the proof of the theorem.
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Appendix

We are going to prove Lemma 4.1 through two other lemmas.

Lemma A.1. Suppose that for some ∈<;
∫ T

0
E[exp{2T‖�−1‖2(2− 1)‖�u‖2}] du¡∞: (A.1)

Then

EZT¡∞: (A.2)

Proof. We note that Z is a positive local martingale, thus by Fatou’s Lemma it is
a supermartingale. Therefore, we can assume without loss of generality that ¡0 or
¿1, because otherwise

EZT6(EZT )
61

follows from the supermartingale property for Z . By Holder’s inequality and
Eq. (2.5)

EZT = E
[
exp

{
−
∫ T

0
(�u − r1)(�∗)−1 dw(1)u − 2

∫ T

0
‖�−1(�u − r1)‖2 du

}

× exp
{(
2 − 

2

)∫ T

0
‖�−1(�u−r1)‖2 du

}]

6
(
E exp

{
−2

∫ T

0
(�u−r1)(�∗)−1 dw(1)u − 22

∫ T

0
‖�−1(�u−r1)‖2 du

})1=2

×
(
E exp

{
(22 − )

∫ T

0
‖�−1(�u − r1)‖2 du

})1=2
:

The �rst factor in the last expression is �nite because the process

(t; !) 7→ exp
{
−2

∫ t

0
(�u − r1)(�∗)−1 dw(1)u − 22

∫ t

0
‖�−1(�u − r1)‖2 du

}

is again a positive local martingale thus a supermartingale. The square of the second
factor is bounded by

E exp
{
(22 − )

(∫ T

0
2‖�−1‖2‖�u‖2 du+ 2‖�−1‖2r2NT

)}
;

and by Jensen’s inequality this is bounded by constant multiplier times the left-hand
side of Eq. (A.1), which completes the proof of the lemma.
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Lemma A.2. Suppose that � is a positive real number such that

�¡
1

4K(tr(0) + T‖�‖2) ; (A.3)

where the constant K is de�ned in Eq. (4.4). Then∫ T

0
E exp{�‖�u‖2} du¡∞: (A.4)

Proof. Let V (t) be the covariance matrix of �t which has the form

V (t)= e−�t
[
0 +

∫ t

0
e�s��∗(e�s)∗ ds

]
(e−�t)∗ (A.5)

(Arnold, 1973, formula (8.2.7)). With this notation the random vector

V−1=2(t)(�t − E�t)
follows N -dimensional standard normal distribution. Now using the identity ‖A‖2 =
tr(AA∗) for any N × N -matrix A, we compute

E exp{�‖�u‖2}6 E exp{2�‖�u − E�u‖2 + 2�E‖�u‖2}

6 exp{2�‖E�u‖2}E exp{2�‖V 1=2(u)‖2‖V−1=2(u)(�u − E�u)‖2}

6K3’(2� tr(V (u))); (A.6)

where

K3 = max
u6T

exp{2�‖E�u‖2} (A.7)

and ’(·) is the moment-generating function of the �2 distribution with parameter N .
We note that K3¡∞ because

E�u=e−�u
[
m0 +

∫ u

0
e�s�� ds

]
(A.8)

is a continuous function of u∈ [0; T ]. One can see by looking at the density function
of the �2 distribution that ’(·) is �nite and increasing on (−∞; 12 ), which implies that
’(2� tr(V (u))) is bounded if

2� tr(V (u))¡ 1
2 − � (A.9)

for some positive constant �. However, by Eq. (A.5),

tr(V (u)) = E[tr(e−�u(�0 − m0)(�0 − m0)∗(e−�u)∗)]

+
∫ u

0
tr(e−�(u−s)��∗(e−�(u−s))∗) ds

= E‖e−�u(�0 − m0)‖2 +
∫ u

0
‖e−�(u−s)�‖2 ds6K(tr(0) + T‖�‖2);

(A.10)
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where the constant K is given in Eq. (4.4). Our condition (A.3) implies that for some
�¿0

�¡
(
1
2
− �
)

1
2K(tr(0) + T‖�‖2) (A.11)

and Eqs. (A.11) and (A.10) now yield Eq. (A.9), which completes the proof.

Proof of Lemma 4.1. The �niteness of EZ5T and EZ
−4
T follows from the previous two

lemmas and condition (4:2). For �=4 or �=−5, by Jensen’s inequality we have

Ẽ��T =E�
�+1
T =E(E[ZT |FS

T ])
�+16EZ�+1T ¡∞

which proves Eq. (4.5) entirely. We still need to show is that Z is a P-martingale for
which it su�ces to prove that

EZT =1: (A.12)

We de�ne partition {An; n=0; 1; : : :} of 
 by

An= {!∈
: sup
t6T

‖�t‖∈ [n; n+ 1)}; n=0; 1 : : : (A.13)

and the index set

J = {n: P(An)¿0}: (A.14)

We also de�ne the probability measure Pn�P for every n∈ J as

Pn(A)=P(A |An): (A.15)

By the independence of � and w(1) under P, the process w(1) is still a Brownian motion
under the probability measure Pn and the same �ltration F. We introduce the random
variables

Z (n)T = exp
{
−
∫ T

0
(�u − r1)∗(�∗)−1 dw(1)u − 1

2

∫ T

0
‖�−1(�u − r1)‖2 du

}
;

(A.16)

where the stochastic integral on the right-hand side of the above formula is computed
under the probability measure Pn. The absolute continuity of Pn with respect to P
implies that

Z (n)T = ZT ; Pn − a:s:; n∈ J (A.17)

(Protter, 1990, Theorem II.5.14). Under Pn the drift process � is almost surely bounded
by n+ 1 thus

EnZ
(n)
T =EnZT =1; n∈ J; (A.18)
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where En is the expectation corresponding to Pn. This implies that

E[ZT |An] = 1; n∈ J (A.19)

and Eq. (A.12) follows.

Proof of Proposition 4.6. We need to modify the proof in Section 5 because for
utility functions of the form in Eq. (4.28) with 0¡�¡1, conditions (4:18) and (4:19)
are not satis�ed. However, those conditions were used only in the step of showing
the two formulas in Eq. (5.20), thus we have to show those formulas for this utility
function separately. We observe that Lemmas A.1, A.2, and conditions (4:33)–(4:34)
now guarantee that

E[Z (�+3)=(�−1)T ]¡∞;
thus by Jensen’s inequality

E[�(�+3)=(�−1)T ] = Ẽ[�4=(�−1)T ]¡∞: (A.20)

The second inequality in Eq. (5.20) is a straightforward consequence of Eq. (A.20).
In order to show the �rst, we observe that its left-hand side is

Ẽ
[
|I ′(x�T )|2�2T

∫ T

0
‖DtV1 + DtV2‖2 dt

]

=const × Ẽ
[
�2=(�−1)T

∫ T

0
‖DtV1 + DtV2‖2 dt

]
;

and by Holder’s inequality, Eqs. (A.20) and (5.15) this last expression is �nite.
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