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Abstract

Finding a genetic marker associated with a trait is a classic problem in human genetics. Recently,
two-stage approaches have gained popularity in marker-trait association studies, in part because
researchers hope to reduce the multiple testing problem by testing fewer markers in the final stage.
We compared one two-stage family-based approach to an analogous single-stage method,
calculating the empirical type | error rates and power for both methods using fully simulated data
sets modeled on nuclear families with rheumatoid arthritis, and data sets of real single-nucleotide
polymorphism genotypes from Centre d'Etude du Polymorphisme Humain pedigrees with
simulated traits. In these analyses performed in the absence of population stratification, the single-
stage method was consistently more powerful than the two-stage method for a given type | error
rate. To explore the sources of this difference, we performed a case study comparing the individual
steps of two-stage designs, the two-stage design itself, and the analogous one-stage design.

Background

Linkage methods test for co-inheritance of a genetic
marker and trait through pedigrees, while association
studies test for correlations between a marker and trait at
the population level. Fulker et al. [1] decomposed pedi-
gree data into two independent sources of information:
association and correlative transmission. Under this
decomposition, expected children's genotypes given

parental genotypes can be used in an association test,
while actual children's genotypes can be used independ-
ently in a transmission test [2-5], leading naturally to a
two-stage design.

It has recently been shown that for every two-stage multi-
ple testing procedure there is a corresponding single-stage
procedure that will identify a greater number of expected
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true positives for a fixed level of expected false positives
[6]. Leek and Storey have also shown in unpublished
work that a popular two-stage method for family-based
association studies [2,4,5] can be improved by using an
analogous single stage procedure. Here we provide an
empirical comparison of 1) Lange's two-stage method
that uses a conditional means model test (CMMT) in
Stage 1 followed by the FBAT in Stage 2 (Lange et al. [4]),
2) a single stage method, the CSST, which combines the
test statistics from the two stages of Lange's method, and
3) a single stage procedure (described in personal com-
munications with Leek and Storey) on the Genetic Analy-
sis Workshop 15 (GAW15) data. All three methods are
described in the statistical tests section below.

Methods

Problem 3 data set

The GAW15 Problem 3 data consisted of 100 simulated
data sets of affected families with genotype and quantita-
tive phenotype information patterned after data from
rheumatoid arthritis studies [7]. Due to data corruption
issues and time constraints, we analyzed simulations 1-
64, 75, 77-87, and 90-95. Each simulated data set con-
sisted of 1500 two-child nuclear families. Every individual
had genotype information for 9187 autosomal single-
nucleotide polymorphisms (SNPs) and several phenotype
measures. Having looked at the simulation "answers," we
used latent severity as the trait of interest. Values of latent
severity were simulated based on independent effects of
two diallelic loci, not in linkage disequilibrium (LD), on
chromosome 9. A quarter of the variability in latent sever-
ity was due to each locus independently and the rest was
due to individual random effects.

Problem | data set

The GAW15 Problem 1 data set consisted of a set of 14
CEPH (Centre d'Etude du Polymorphisme Humain) ped-
igrees in which individuals have been genotyped for 2819
autosomal SNPs [8]. For our analysis, we ignored grand-
parental data and looked only at nuclear families. We
adopted a convention that a family's data was ignored for
a SNP when a parental genotype was missing for that SNP.
This allowed us to test transmission without confronting
the issue of missing parental genotypes. The methods
used here rely on asymptotic theory, so SNPs missing in
more than 10% of the individuals or with a minor allele
frequency less than 0.1 were removed from the data set,
leaving 1509 autosomal SNPs.

In order to examine the behavior of the methods under
various trait models on realistic data with known causal
SNPs, we simulated traits based on the Problem 1 geno-
types. We used two models for our simulations: a simple
additive model and an additive model with polygenic
effects (hereafter referred to the polygenic model). Simple
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additive traits follow the model y; = u + ax;; + &; where y;

is the trait value of individual j from family i, x is the aver-
age trait value, a is the genetic effect, x;; is the number of

copies of allele A at the causal SNP in individual j from
family i, and ¢;isa N(0, 0'@2 ) residual. For polygenic traits,
we used the model y;; = 4 + ax;; + z;; + &;, where in the par-

ents, z; are normal random variables with mean 0 and var-

iance 05 - Given parental polygenic effects z;,, and z;, the

offspring polygenic values follow a N((z;, + z;)/2, 0'5 /2)

distribution.

Statistical tests

For a quantitative trait, the conditional means model test
(CMMT) described by Lange et al. [4] examines each SNP
for association using the linear mixed-effect model:

Vii= M+ BoE(xy | Xy xi) + 2+ & (1)

where £ is the genetic effect, E(x; | x;,,, x;) is the child's
expected genotype given the parental genotypes, z;is a ran-
dom family effect, and &is residual error. The CMMT is the
Wald statistic to test the null hypothesis of no association
that specifies S, = 0 vs. the alternative f,# 0 [5]. General-
ized estimating equations are used to fit the model and
obtain p-values for each SNP.

The family-based association test (FBAT) [4] is a score sta-
tistic for transmission disequilibrium based on the model:

Vii= 1+ Bolo- E(xi | Xi xi)) + € (2)

where the null hypothesis is f#, = 0 and the alternative is

S o# 0. This test statistic follows a 9512 distribution in large

samples.

The CMMT and FBAT provide statistically independent
tests corresponding to between- and within-family associ-
ation analyses of a SNP and quantitative trait [2,4,5].
These test statistics can be examined separately in two
stages [4,5] or combined in a single-stage analysis. The
two-stage method screens every SNP with the CMMT and
passes the ten best-scoring SNPs to the second stage.
Retaining the top ten SNPs is recommended by Van Steen
et al. [5] based on estimates of power to identify multiple
loci of small effects in simulations of a 10 K genome scan.
In the second stage, an FBAT score statistic is computed for
each of the ten retained SNPs and a Bonferroni correction
factor of ten is applied. The corrected FBAT p-values are
considered to be the final genome-wide p-values for those
ten SNPs.
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A single-stage analysis can be performed by adding the
CMMT and FBAT tests statistics to obtain a chi-square sum
test (CSST). Because both CMMT and FBAT are independ-

ent test statistics with an asymptotic )(12 distribution [5],

the resulting CSST statistic has an asymptotic )(% distribu-

tion.

Leek, Rohlfs, and Storey developed the conditional likeli-
hood ratio test (CLRT) (personal communication),
another single-stage method analogous to the two-stage
method. As in Lange's two-stage method, the CLRT one-
stage likelihood can be divided into association and link-
age portions [2]. Note that:

L =L(y; x; | 6,6, Xy Xi) = L(y; | 6 Xipps X)L (x; | Vip 01 Xigns Xig),
(3)

where 6 and @ are vectors of model parameters. The
screening step from the two-stage design is mirrored in
L(y; | 6, %, x;) and the testing stage corresponds to L(x;; |
Yijr €1 Xigns xif)’

The CLRT uses the linear mixed model y;; = u + ByE(x;; | ;0
x;) + 2+ eforthe L(y; | 0= (1, By, 62), x,, x;) part of the

total likelihood. For the L(x;; | y;, & = (&, B o"? ) Xigs Xif)
part of the likelihood, we used the model logit(Pr(c;; | y;;
0)) =i + Boy;+ €;[9]. Here, each child has one ¢; value
for each of its heterozygous parents with ¢; = 1 if allele A
was transmitted from that parent and ¢; = 0 otherwise.

This is not precisely analogous to the original two-step
method testing stage where a simple linear model was
used.

As in the two-stage method, the two parts of our likeli-
hood are calculated under different models, so S, and £,

measure two different quantities. The null hypothesis in

Table I: Case study p-values for SNPs flanking the causal loci
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this method is that both 4, and f, are zero. A likelihood-

ratio test statistic of the joint likelihood follows a x5 dis-

tribution.

Case study

As a case study, we analyzed Replicate 77 from the
GAW15 Problem 3 data using CMMT, FBAT, CSST, CLRT,
and Lange's two-stage method [4,5]. CMMT and FBAT
analyses were performed using the PBAT version 3.2 soft-
ware, and the CSST p-values were corrected for multiple-
testing with a family-wise error rate (FWER) of p < 5.0 x
10-8 and false discovery rate (FDR) of p < 0.05.

Simulation analyses

To compute empirical type I error rates and power, we ran
a similar analyses using CSST, CLRT, and the two-stage
method on 100 partially-simulated and 82 simulated data
sets from Problems 1 and 3.

Results

Case study results

Discrepancies were observed between the evidence of
association from FBAT and CMMT analyses at the loci
flanking the true susceptibility loci (Table 1). The one-
stage CSST and CLRT analyses provided stronger evidence
for association than either the CMMT or FBAT alone and
the two-stage analysis.

The ranking of SNPs neighboring a causal locus varied
considerably depending upon whether CMMT or FBAT
scores are used. Performing a screening stage using only
one of these measures is likely to miss causally linked
SNPs. Specifically, in the two-stage design, SNPs 185, 191,
and 192 are not considered for the second stage, so their
high-ranking FBAT scores were not computed. In the CSST
and CLRT one-stage methods, these SNPs did score rela-
tively well, though they did not satisfy Bonferroni-cor-
rected significance criteria.

p-Value (relative rank)

SNP index 185 186 191 192
CMMT 4.0 x 102 (457) 83 x 105 (1) 1.2 x 101 (1257) 2.6 x 103 (43)
FBAT 9.9 x 105 (2) 2.4 x 103 (30) 4.4 % 104 (5) 5.4 x 103 (57)
2-stage 1.0 2.4 x 103 (1) 1.0 1.0

I-stage CSST 6.2 x 105 (3) 43 x 106 (1) 6.1 x 104 (16) 2.2 % 104 (7)
I-stage CLRT 8.0 x 105 (3) 7.7 x 106 (1) 6.9 x 104 (13) 3.0 x 104 (5)

alf a SNP is not among the top ten SNPs from the CMMT stage, it is not considered in the second stage, so the two-stage method p-value is listed
as 1.0, the only p-value for which the null hypothesis will never be rejected, regardless of .
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Problem 3 simulation results

The one-stage methods are empirically more powerful
than the two-stage method based on comparisons in 82
Problem 3 simulated data sets (Table 2). The 813 SNPs on
chromosome 2 were used to compute the type I error rate
(giving 813 x 82 = 66,666 tests performed under the null
hypothesis) while four SNPs adjacent to the causal loci on
chromosome 9 were used to compute the empirical
power. The type I error rates using each method were not
statistically different from the nominal rate of 0.05/9187
= 5.4 x 109, although in testing whether our observed rate
was different from the nominal rate, we did not take into
account the dependence between tests that comes from
linkage disequilibrium between chromosome 2 loci or
from the fact that only 82 different sets of trait values were
used. Table 2 shows the power at each adjacent SNP using
the two-stage and single-stage methods. Power is greatest
ata SNP in LD with simulated locus G (SNP 186). Though
the other SNPs in Table 2 generally have low p-values,
they are not low enough to pass the Bonferroni criterion.

Problem | simulation results

Empirical power in this data set is consistently higher
using the CLRT one-stage method (Tables 3 and 4) than
when using the two-stage method. Even when exaggerat-
ing the multiple testing correction to n = 100,000, the
CLRT one-stage method remains more powerful than the
two-stage method (data not shown). The type I error rates
for both methods are close to the rate expected given the
a cutoff for significance and Bonferroni correction (data
not shown).

Discussion

Combining transmission and association information, as
the two-stage method does, is more appealing than using
either alone. However, the screening step in the current
two-stage design selects SNPs based on top ranks without
consideration of multiple testing and statistical signifi-
cance. In these analyses we retained the top ten SNPs
based on the recommendation of Van Steen et al. [5].
Retaining a larger number of SNPs in the screening stage
would require a larger Bonferroni correction in the testing
stage and could reduce power to detect a SNP's effect. For
example, in the case study analyses, SNP 186 ranked first

Table 2: Problem 3 empirical power

Power2
SNP index 185 186 191 192
2-stage (n = 10) 0.0l 0.66 0.0l 0.00
|-stage CSST (n = 9187) 0.04 0.85 0.02 0.0l
|-stage CLRT (n = 9187) 0.05 0.83 0.0l 0.0l

aNominal type | error rate of & = 0.05, using a Bonferroni correction

http://www.biomedcentral.com/1753-6561/1/S1/S137

Table 3: Problem | empirical power under the additive trait
model with varying heritability and causal SNPs

Power2

rs893613 rs198301 1

h2=025 h2=05 h2=025 h2=05

2-stage (n = 10) 0.5 0.92 0.38 091
|-stage CLRT (n = 1509) 0.88 | 0.8l |

aNominal type | error rate of & = 0.05, using a Bonferroni correction

and was selected among the top ten in the screening step.
In the testing step, SNP 186 was significant (FBAT p-value
= 0.0024) after a Bonferroni correction of factor 10, how-
ever if 20 SNPs had been retained in the screening step,
then SNP 186 would no longer be significant after a Bon-
ferroni correction of factor 20. It is also important to note
that causal loci may be missed if too few SNPs are selected
in the screening stage. The two-stage method loses more
power by not testing the vast majority of the SNPs than it
gains in a smaller final multiple test correction. Our anal-
ysis demonstrates that these problems are addressed by
using a single-stage test where both linkage and associa-
tion contribute to final p-values with standard conserva-
tive Bonferroni correction.

The difference in power between the two methods is
explained in part by the difference in the information each
method uses. In the two-stage method, final conclusions
are made using only the children's genotypes from fami-
lies that are informative at the ten screenedSNPs. In con-
trast, the single-stage methods use all the children's
genotypes. The single-stage methods use more informa-
tion, allowing them more power. We note that applying
the two-stage approach here to a data set with all chil-
dren's genotypes available, provides no genotype cost sav-
ings. For population-level genome-wide association
studies, two-stage approaches have been proposed as a
means for reducing genotyping cost [10]. However, as the
price of SNP genotyping falls and large publicly available

Table 4: Problem | empirical power computed under the
polygenic trait model power with varying heritability and
proportion of genetic variance due to polygenes (t)

Power2
t=02 t=05
h2=05 h2=0.8 h2=05 h2=08
2-stage (n = 10) 0.58 0.83 0.15 0.26
|-stage CLRT (n = 1509) 0.99 | 0.73 0.97

2Nominal type | error rate of o = 0.05, using a Bonferroni correction
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SNP data sets gain popularity, it is increasingly important
to find the most powerful method, regardless of genotyp-
ing costs.

The Problem 3 simulations allowed us to compare power
while conditioning only on family structure. However,
because the data were entirely simulated, some subtle
aspects of LD may not be represented. Our comparisons
based on Problem 1 data used real genotypes, so the LD
structure is realistic; however the power we compute is
conditional on these specific genotypes. Neither of these
studies is ideal, but the fact that they have different
strengths and weaknesses, yet produce very similar results
supports our conclusions.

Both single-stage methods, CLRT and CSST, were found to
havenominal type I error and comparable power. There
remain several obvious improvements to our implemen-
tation of the CLRT single-stage method. In order to
remain analogous to the original two-stage method, we
used different genetic models in each part of the likeli-
hood. A single genetic model including familial, poly-
genic, and environmental effects should be used for the
entire likelihood.

It is important to note that all of these analyses were per-
formed in the absence of population stratification. Trans-
mission-based tests, like the FBAT, are robust to
population structure. Since the final p-values from the
two-step method are determined by the FBAT alone, the
two-stage method is also robust to false positives caused
by population structure. The CLRT and CSST one-stage
methods, which combine transmission and association
tests, are prone to false positives in the presence of popu-
lation structure. In this case, both the CLRT and CSST
approaches can be adjusted using a genomic control [11]
or population structure [12] approach.

Conclusion

We found that one-stage methods are empirically more
powerful than the analogous two-stage method in two
simulated data sets. Furthermore, when we investigated a
particular simulation in detail, we found that causally
linked SNPs often could be identified by either associa-
tion or transmission, but not both. We conclude that
rather than using only one of these methods to screen
SNPs, the two should be used together, taking advantage
of the strengths of each. In addition, it is sometimes
believed that a large multiple testing problem will be
reduced by using a two-stage screen and test method. Our
results agree with previous results [6,13] that show that
this is not the case. Thus, using a single-stage and standard
multiple-test correction is more powerful than splitting
the analysis into two stages.
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Competing interests
The author(s) declare that they have no competing inter-
ests.

Acknowledgements

This work was supported in part by NIH grants GM45344 and GM75091
and by a project grant from the Network of Centres of Excellence in Math-
ematics (Canada). We thank Jeff Leek and John Storey for many productive
discussions.

This article has been published as part of BMC Proceedings Volume | Sup-
plement |, 2007: Genetic Analysis Workshop |5: Gene Expression Analysis
and Approaches to Detecting Multiple Functional Loci. The full contents of
the supplement are available online at http://www.biomedcentral.com/
1753-6561/1?issue=S|.

References

I. Fulker DW, Cherny SS, Sham PC, Hewitt JK: Combined linkage
and association sib-pair analysis for quantitative traits. Am |
Hum Genet 1999, 64:1259-1267.

2. Herbert A, Gerry NP, McQueen M, Heid IM, Pfeufer A, lllig T, Wich-
mann H-E, Meitiner T, Hunter D, Hu F, Colditz G, Heberbrand J,
Koberwitz K, Zhu X, Cooper R, Ardlie K, Lyon H, Hirschhorn J, Laird
NM, Lenburg L, Lange C, Christman MF: A common genetic vari-
ant is associated with adult and childhood obesity. Science
2006, 312:279-283.

3. Abecasis GR, Cardon LR, Cookson WOC: A general test of asso-
ciation for quantitative traits in nuclear families. Am | Hum
Genet 2000, 66:279-292.

4. Lange C, DeMeo D, Silverman EK, Weiss ST, Laird NM: Using the
noninformative families in family-based association tests: a
powerful new testing strategy. Am | Hum Genet 2003,
73:801-811.

5. Van Steen K, McQueen MB, Herbert A, Raby B, Lyon H, DeMeo DL,
Murphy A, Su J, Datta S, Rosenow C, Christman M, Silverman EK,
Laird NM, Weiss ST, Lange C: Genomic screening and replica-
tion using the same data set in family-based association test-
ing. Nat Genet 2005, 37:683-691.

6. Leek]T, Storey |D: On the structure of multiple testing proce-
dures. UW Biostatistics Working Paper Series. Working Paper 294 2006
[http://www.bepress.com/uwbiostat/paper294].

7. Amos Cl, Chen WV, Lee A, Li W, Kern M, Lundsten R, Batliwalla F,
Wener M, Remmers E, Kastner DA, Criswell LA, Seldin MF,
Gregersen PK: High density SNP analysis of 642 Caucasian
families with rheumatoid arthritis identifies two new linkage
regions on | 1pl2 and 2q33. Genes Immun 2006, 7:277-286.

8. Morley M, Molony CM, Weber TM, Devlin JL, Ewens KG, Spielman
RS, Cheung VG: Genetic analyses of genome-wide variation in
human gene expression. Nature 2004, 430:743-747.

9. Clayton D, Jones H: Transmission/disequilibrium tests for
extended marker haplotypes. Am | Hum Genet 1999,
65:1161-1169.

10. Wang H, Thomas DC, Pe'er |, Stram DO: Optimal two-stage gen-
otyping designs for genome-wide association scans. Genet Epi-
demiol 2006, 30:356-368.

I'1. Devlin B, Roeder K: Genomic control for association studies.
Biometrics 1999, 55:997-1004.

12. Pritchard JK, Stephens M, Rosenberg NA, Donnelly P: Association
mapping in structured populations. Am | Hum Genet 2000,
67:170-181.

13.  Skol AD, Scott L), Abecasis GR, Boehnke M: Joint analysis is more
efficient than replication-based analysis for two-stage
genome-wide association studies. Nat Genet 2006, 38:209-213.

Page 5 of 5

(page number not for citation purposes)


http://www.biomedcentral.com/1753-6561/1?issue=S1
http://www.biomedcentral.com/1753-6561/1?issue=S1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10205254
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10205254
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16614226
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16614226
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10631157
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10631157
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14502464
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14502464
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14502464
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15937480
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15937480
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15937480
http://www.bepress.com/uwbiostat/paper294
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16691188
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16691188
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16691188
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15269782
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15269782
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10486335
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10486335
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16607626
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16607626
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11315092
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10827107
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10827107
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16415888
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16415888
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16415888

	Abstract
	Background
	Methods
	Problem 3 data set
	Problem 1 data set
	Statistical tests
	Case study
	Simulation analyses

	Results
	Case study results
	Problem 3 simulation results
	Problem 1 simulation results

	Discussion
	Conclusion
	Competing interests
	Acknowledgements
	References

