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Abstract
Background: A key step in the development of an adaptive immune response to pathogens or
vaccines is the binding of short peptides to molecules of the Major Histocompatibility Complex
(MHC) for presentation to T lymphocytes, which are thereby activated and differentiate into
effector and memory cells. The rational design of vaccines consists in part in the identification of
appropriate peptides to effect this process. There are several algorithms currently in use for making
such predictions, but these are limited to a small number of MHC molecules and have good but
imperfect prediction power.

Results: We have undertaken an exploration of the power gained by taking advantage of a natural
representation of the amino acids in terms of their biophysical properties. We used several well-
known statistical classifiers using either a naive encoding of amino acids by name or an encoding by
biophysical properties. In all cases, the encoding by biophysical properties leads to substantially
lower misclassification error.

Conclusion: Representation of amino acids using a few important bio-physio-chemical property
provide a natural basis for representing peptides and greatly improves peptide-MHC class I binding
prediction.

Introduction
A key step in the development of an adaptive immune
response to pathogens or vaccines is the binding of short
peptides, to molecules of the Major Histocompatibility
Complex (MHC) for presentation to T lymphocytes,
which are thereby activated and differentiate into effector
and memory cells. The rational design of vaccines consists
in part in the identification of appropriate peptides to
effect this process.

The task is complicated by the fact that genes of the MHC
locus have some of the greatest allelic variability observed
among functional loci [1]. Peptides that bind well to one
allele may or may not bind well to another.

A variety of methods for predicting peptide-binding to
specific MHC-alleles based on sequence information of
the peptides have been developed. A comparative review
of some of the most influential approaches, including
Weight Matrix Models (WMM), Hidden Markov Models

Published: 29 October 2007

Immunome Research 2007, 3:9 doi:10.1186/1745-7580-3-9

Received: 11 May 2007
Accepted: 29 October 2007

This article is available from: http://www.immunome-research.com/content/3/1/9

© 2007 Ray and Kepler; licensee BioMed Central Ltd. 
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Page 1 of 10
(page number not for citation purposes)

https://core.ac.uk/display/81914915?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=17967170
http://www.immunome-research.com/content/3/1/9
http://creativecommons.org/licenses/by/2.0
http://www.biomedcentral.com/
http://www.biomedcentral.com/info/about/charter/


Immunome Research 2007, 3:9 http://www.immunome-research.com/content/3/1/9
(HMM), and Artificial Neural Networks (ANN) can be
found in [2].

Prediction algorithms can be categorized broadly into two
main classes- those based on pattern recognition and
those based on classification. Pattern recognition meth-
ods seek to discover similarities among the peptides that
bind at high affinity to a given MHC allele (henceforth
denoted as "binders"), without considering the properties
of non-binders. On the other hand classification methods
seek those characteristics that most effectively distinguish
binders from non-binders. Pattern recognition-based
methods include WMM and motif-based prediction and
profile HMM [3,4],. Classification methods include Sup-
port vector machines [5] and Classification Trees [6-8].
These methods and the software implementing them are
reviewed in [9] and [10].

Whether based on classification or pattern discovery, the
peptides under investigation must have a representation
in an appropriate space. The most commonly used predic-
tion methods employ a simple categorical representation
of the amino acids by chemical identity. In this represen-
tation, each amino acid is implicitly regarded as equidis-
tant from every other amino acid.

Our aim in this paper is to determine the ability of more
structured representations, based on the biophysical
properties of the amino acids, with a goal toward improv-
ing the effectiveness of standard classification methods.
Given that classification must always seek to balance par-
simony, or simplicity in the model specification, against
accuracy within the training set, a representation based on
properties that may play a significant role in determining
the binding characteristics of the peptide has a fair chance
of supporting models that achieve accuracy with simple
models.

For example, one property of amino acids that is clearly
related to protein binding is hydrophobicity. The Kyte-
Doolittle [11] hydrophobicity index induces an order on
the amino acids. We may distinguish one set of amino
acids, e.g., (R, K, D, E, N, Q, H, P, Y, W, S, T, G) from the
remainder (A, M, C, F, I, L, V) by stating that the first set is
to contain all amino acids with KD index less than that of
A (Alanine). There are 21 ways to form such subsets, or
log2 21 = 4.4 bits of information to specify the split based
on the above ordered set. An arbitrary split into two
groups, on the other hand, requires log2 220 = 20 bits for
its specification. Note also that classification based on
hydrophobicity when hydrophobicity is not strongly rele-
vant can quickly become inefficient (such as "everything
with KD index less than that of alanine, plus phenyla-
lanine and valine; not including arginine, aspartic acid
and tryptophan").

We do not intend to measure the information required for
the specification of each classification model, but instead
rely on the natural role of representational simplicity in
the performance of classification methods. We may put it
another way and ask whether a biophysical encoding
makes it easier to find most of the binders by piling them
up near each other in feature space, rather than having
them scattered more diffusely at the level of individual
residues.

To demonstrate the effectiveness of our feature space rep-
resentation we compare the performance of several well-
known classification methods under both a biophysical
amino acid encoding and a simple categorical encoding.
This paper does not focus on comparing the classification
methods themselves. Instead, for each of the classification
methods we compare the performance of the classifiers
using the biophysical encoding against the usual categor-
ical encoding.

In addition to effective classification, prediction methods
based on amino acid biophysical properties may lend
themselves naturally to the development of more compre-
hensive systems that combine purely empirical methods
with de novo or first-principles prediction of peptide bind-
ing.

Prior Art
In contrast to the substantial literature on sequence-based
peptide binding prediction, there has been relatively little
focus on the use of amino acid biophysical properties in
binding prediction. Information about the amino acid
properties can be used for prediction in several ways. One
may, for example, use the real-valued properties them-
selves in a regression model, or more simply use the order
induced by the properties. Alternatively, one can use these
properties define new categorical variables and thus natu-
ral equivalence classes on the amino acids. [12] used sta-
tistical dissimilarity defined on "property models" which
showed increased sensitivity over other existing methods.
Using the public database on Amino Acid Properties [13],
containing a total of 484 properties, [14] and [15] build
prediction rules using SVM, decision trees and C4.5 and
C5 [16,17]. [15] chose a list of 23 properties from differ-
ent major and minor classes and measured the perform-
ance of classification algorithm based on specificity,
sensitivity and accuracy. Additionally, the paper summa-
rizes the three most important variables together with the
most important positions for each of the MHC-I alleles
they consider. On the other hand [14] started with all 484
properties (leaving out the 10 properties containing miss-
ing values) and used heuristic algorithm (based on the
pairwise correlation coefficients among the properties) to
remove redundancy. Finally, they report the misclassifica-
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tion error for C4.5, both with and without bagging, using
all the variables that passed the redundancy test.

Using structural information, [18] describe a regression
model to explain the binding affinity (pIC50) with the
properties describing the 3-dimensional structure of the
peptide. In particular [18]pIC50 regressed pIC50 values of
peptides on two sets of position specific structural param-
eters, namely Isotropic Surface (ESI), area and Electronic
Charge Index (ECI). Though none of regression coeffi-
cient themselves were statistically significant their
approach provided a more desirable leave-one-out cross
validation error. Another approach using amino acid bio-
physical properties has been proposed by [19]. They
employ an encoding based on the biophysical properties
to classify the 20 AA into four binary factors: Hydrophobic
= {A, V, F, P, M, I, L}, Polar = {S, T, Y, H, C, N, Q, W},
Charged = {D, E, K, R} and Glycine = {G}. This coding
assigns a corresponding biochemical signature to each pep-
tide, where each position now belongs to a 4-letter alpha-
bet rather than a 20-letter alphabet. Though this coding
does not allow one to distinguish between amino acids
with the same code, e.g., Leucine and Isoleucine, it gives a
very important partition in reduced dimension, which is
particularly relevant for peptide prediction. Using this
dimension reduction [19] report better misclassification
error compared to algorithms based on the full unstruc-
tured 20-symbol alphabet. Empirical evidence of superi-
ority of property based methods has also been well
documented in an array of recent literature including [20-
26].

Our approach
While many of the research work mentioned above exam-
ined the advantages of using bio-physio-chemical proper-
ties for MHC-peptide binding, often under particular
classification frameworks, ours is the first article which
provides the mathematical rigor of the generalized theory
of representing the 9-mer amino acids into the space of
amino acid properties. Our method was developed paral-
lel to [14] and [15] and is closely related to their
approaches. i.e. we use the full metric information of the
amino acid properties, but we do not use any metric infor-
mation of structural parameters. But one major difference
to the approaches by [14] and [15] is that the properties
we analyze are first screened on the basis of their impor-
tance based on X-ray crystallography study of peptide
binding phenomenon reported in the literature. This
screening is based on the crystallographic study, rather
than being completely determined by data from AAindex.
This step is extremely important, for several reasons. First,
the values of AA properties listed in the AAindex are based
on experimental data, which are not standardized and
often results in discrepant measurement of the same prop-
erty. Moreover, there exist a lot of redundancy e.g. the

database contains three indices, one each for negative,
positive and net charge. There are also instances of one
index being a more precise version of another index e.g.
Electron-ion interaction potential by [27] and [28].
Finally the properties chosen by exhaustively searching
the AAindex is time consuming and often may not be eas-
ily interpretable. Our screening of AA properties based on
their relevance in binding avoids these difficulties.

The main goal of this paper is to show that by starting with
a small set of properties known a priori to be of impor-
tance in protein-protein binding, and then by using statis-
tical techniques for variable selection to further refine this
set of properties, leads to a significant decrease in the mis-
classification error compared to simple sequence-based
classification. Moreover, as our starting set is known a pri-
ori to be relevant in MHC binding, the final subset of
properties can be directly interpreted and later used to for-
mulate de novo or first-principles prediction of peptide
binding. Finally, to our knowledge this is the first research
comparing sequence-based and property-based classifica-
tion of MHC-binding peptides using a number of compet-
itive classification algorithms.

The layout of this article is as follows: the Methods section
describes the steps used in choosing the biophysical prop-
erties. The Results section presents a direct application of
the proposed algorithm on a training peptide binding
dataset for MHC allele A*0201, which has been previ-
ously used by [2] to compare several sequence-based clas-
sification algorithms. The last section provides a detailed
discussion and comparison with competing methods.

Methods
This section describes the steps used in simultaneously
choosing the important biophysical protein properties
that govern the peptide-MHC binding and providing a
classification scheme based on these properties.

Amino acid properties
The first step toward implementing our proposed method
is to collect data on those properties that are hypothesized
in the literature to play an important role in the MHC-
peptide binding. Using the extensive literature in X-Ray
crystallography of MHC molecules e.g. in [29-35] availa-
ble on several MHC-alleles, together with a substantial lit-
erature on structural correlates of MHC-binding e.g. in
[36-39], there is opportunity to assemble a set of proper-
ties to serve as our starting set. Given a particular MHC-
allele, the MHC-peptide binding is mainly determined by
the peptide's back-bone conformation and the interaction
of the side-chains with the MHC-binding grooves [36]. It
is well known that structural properties for different MHC
alleles differ considerably, and thus the set of screened
properties may be different for different alleles. On the
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other hand, though the structural details may differ, e.g.
the specific anchor positions may differ, the properties
governing binding may remain the same. So in this paper
we propose to use a common set of properties determined
from [29-32] as the starting set. It should be noted that as
our approach includes a model selection step, the final
result is independent of the initial set of properties cho-
sen, as long as the set contains all the important proper-
ties. So while choosing the starting set we should make a
liberal choice and allow the model selection step to
choose the final set.

Classification Algorithms
Our methodology is not restricted to any particular classi-
fication tool, rather it is a general model-selection tech-
nique applicable to any classification tool. Note that most
of the biophysical properties that are important either lie
on the real line � or are indicator variables. So unlike the
original amino acid representation, we are not restricted
to using special classification tools designed or adapted
for categorical data, rather we can use a larger class of clas-
sification tools available for continuous data

Variable selection
For any specific classification algorithm one crucial step is
to select the set of variables which gives us the best parsi-
monious classification rule. This selection can be per-
formed using two different models- one in which we
select the same properties for each positions in the pep-
tide, and the other in which we allow different properties
for different positions. Both have their merits and demer-
its. In this paper we will mostly deal with the first model,
in which all the positions are restricted to select the same
properties, but it can be easily generalized to the unre-
stricted form of position specific variable selection.

The purpose of the variable selection step is twofold. On
one hand the selected properties should help us design
the most parsimonious classification rule based on the
training data. On the other hand this step can serve as an
exploratory tool, which would provide a quantitative
basis for narrowing down on previously unknown pep-
tides, on which laboratory experiments can be performed.
(Note: At present, motifs are the basis of narrowing down
on possible binders). To illustrate this, let us look at the
binding motifs of the set of available binders and non-
binders for allele HLA*0201.

Figures 1(a) and 1(b) describes the sequence logo plots of
available binders and non-binders to allele A*0201 (data-
base details in section 4). It can be hypothesized that the
non-binders included in this dataset were initially investi-
gated because they were considered as be potential bind-
ers based on their motif resemblance with existing
binders. Thus, classification on this dataset provides a par-
ticularly stringent test.

For any particular classifier we start with the initial set of
properties and employ the forward selection method
using misclassification error as the criterion to choose a
subset. Starting with each single property we calculate the
average of misclassification errors of 10 runs of a 10-fold
classification and choose the property which gives the
lowest misclassification error. In the second step, we keep
the property selected in the first step and append one
property at a time from the previously unselected proper-
ties and choose the second property as the pair (with the
first property chosen) with lowest misclassification error.
This process is continued until their is no gain in misclas-
sification error by adding a new variable. Note that we
choose the forward selection algorithm for computing

Sequence Logo plot of position specific conservation of (a) binders and (b) non-binders to HLA-A0201Figure 1
Sequence Logo plot of position specific conservation of (a) binders and (b) non-binders to HLA-A0201.

0

1

b
it

s

1

D

P

F

Y

R

S

I

K

L

G

A

2

Q

H

F

D

K

S

V

G
A
R
M
T
P

I
L

3

D

K

S

R

L

G

A

4

I

D

V

L

T

Q

S

A

R

P

G

E
K

5

I

T

N

F

S

R

L

V

G

P

A

6

F

R

I

T

G

S

L

V

P
A

7

I

R

T

P

S

H

G

L

V

F

A

8

P

R

K

I

E

L

T

S

G

A

9

H

Q

F

D

Y

P

M

K

S

T

G

R

I
A
L
V

0

1

b
it

s

1

L

K

G

A

2

H

F

K

Q

E

S

D

V

R

M

A

T
P
G
I
L

3

L

R

G

A

4

V

D

Q

T

S

R

A

L

P

G

E

K

5

T

S

R

E

L

V

P

G

A

6

R

I

T

F

S

G

L

V

P

A

7

I

T

H

S

P

G

F

L

V

A

8

F

P

I

R

K

S

T

L

E

G

A

9

Y

Q

E

D

R

S

P

K

G

T

I

A
L
V

(a) (b)
Page 4 of 10
(page number not for citation purposes)



Immunome Research 2007, 3:9 http://www.immunome-research.com/content/3/1/9
speed but one can also use backward selection or step-
wise selection algorithm.

Results and Implementation
The algorithm is demonstrated with HLA-A*0201 binding
peptides generously provided by V. Brusic. His group used
this data in a comparative analysis of prediction methods
[2]. This dataset consists of 1146 peptides, of which 359
have been experimentally verified to bind to HLA-
A*0201. The remainder have been shown experimentally
to fail to bind to HLA-A*0201. The original source of
much of this data is the MHCPEP [40], which further sub-
classifies the binders as High, Medium, and Low binders.
But as laboratory methods and conditions are not yet
standardized, binding affinities are not always reliable. So
in this paper we choose to use the binary classification of
these 1146 peptides.

Amino Acid Properties Chosen
Based on the literature survey we start with the following
properties Molecular Weight, Volume, Area, Hydropho-
bicity, Isoelectric point and the indicator variables
aliphatic, aromatic, branch and sulphur.

Classification Software
In this paper, we will demonstrate our method using three
classification algorithm, namely Support Vector Machines
[5], Random forest [8] and Bagging [7]. We choose this
three algorithms for two specific reasons. First, these three
algorithms are quite different and thus have different opti-
mality properties. Second, it serves the purpose of com-
paring with the sequence-based classification results
reported in [2]. Note that the above classifiers are not
especially designed in the context of MHC-peptide bind-
ing prediction. We expect to see the same relative
improvement for classifiers, which are designed especially
for predicting binders to MHC molecules.

All analyses are done using freely distributed R package
[41] and contributed packages in the R development web-
site. Variable selection and comparison codes are availa-
ble from the authors upon request.

• Support Vector Machine (SVM): Using the R package
e1071. SVM was performed with the default "Gaussian"
kernel. To be more specific the kernel was given by

k(u, v) = exp(-γ*|u-v|2) where γ = 1/(data dimension)

• Random Forest (RF):Using the R package randomForest
and using the default values.

• Bagging (BAG):Using the R package ipred and again
using the default values.

Variable Selection results
Starting with the set of properties listed in Section, we
now employ the forward selection algorithm described in
Section Table 1 gives the steps in variable selection and
the corresponding misclassification error.

SVM selects Hydrophobicity as the most important prop-
erty with a corresponding 10-fold CVM of 0.172. Keeping
the variable Hydrophobicity, we next explore the remain-
ing variables to find out the next important variable which
gives the best CVM, subject to the condition that corre-
sponding CVM is less than 0.172. Using this guideline we
next choose Volume and using Volume and Hydropho-
bicity the corresponding CVM decreases to 0.142. Follow-
ing the same criterion we then include Isoelectric point,
branch and aromatic in the given order as the 5 most
important variable for the SVM classifier with correspond-
ing CVMs of 0.126, 0.1185 and 0.1183. The next best var-
iable chosen actually increased the CVM, so we stop the
process after choosing the 5 variables. Following the same

Table 1: Selected Variables for each of the three classifiers using available binding data for MHC Class I allele A*0201

Classifier Step Variable Selected Misclassification error Gain Achieved

SVM 1 hydrophobicity 0.171839
2 Volume 0.142022 0.0298169
3 isoelec 0.125781 0.0162415
4 branch 0.118570 0.0142109
5 aromatic 0.118395 0.0001743

Random Forest 1 isoelec 0.136791
2 Volume 0.130078 0.0067131
3 hydrophobicity 0.129642 0.0004359

Bagging 1 hydrophobicity 0.146033
2 Area 0.140279 0.0057541
3 isoelec 0.137227 0.0030514
4 aromatic 0.134786 0.0024411
Page 5 of 10
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steps, random forest chooses Isoelectric point, Volume
and Hydrophobicity in the given order as the 3 most
important properties. Including a fourth variable from
any of the remaining variables actually increased the
CVM. Again following the same selection steps and stop-
ping rule, we choose Hydrophobicity, Area, Isoelectric
point and Aromatic as the four most important variables
for Bagging.

Variable selection results indicate that different properties
are important for different methods, but there is an over-
all consensus about the importance of the three properties
Hydrophobicity, Volume (though bagging does not select
Volume, Area is highly correlated with Volume) and Isoe-
lectric point. The discrepancy in the order and final set of
selected variables can be well explained by the difference
in steps, optimizer and the way variables enter the classi-
fiers. For example while SVM uses the full metric informa-
tion of the properties, random forest and bagging, which
are essentially tree based methods, use the metric values
for partitioning the space, thereby using only the ordering
induced by the property.

Other interesting observations from this analysis are

• The gain from adding new properties is more significant
in SVM than in bagging and Random Forest. Again the
reason might be that as RF and bagging does not use the
metric values of the properties, the extra information on
partitions provided by including any new property may
not be significant, where as for SVM the increment is more
significant.

• Within the given set of properties SVM achieves the low-
est misclassification error with 5 properties (Hydropho-
bicity, Volume, Isoelec, Branch, Aromatic, where the last
two variables are indicator of whether ....), as well as
among all 3 property based classifiers SVM achieves the
lowest misclassification error of 0.125781, using Hydro-
phobicity, Volume and Isoelectric point.

In summary, we can conclude that the properties selected
as the most important in predicting the MHC-peptide
binders are considerably robust with regards to our choice
of classifiers and moreover these properties are well
understood. For HLA A*0201 we have chosen Hydropho-
bicity, Volume and Isoelectric point and Table 2 lists the
values of these properties for the 20 amino acids. For pre-
dicting a new peptide, we first represent the sequence in
the space of the three chosen property, e.g. a 9-mer pep-
tide sequence will be represented as a 27 dimensional
numerical vector and then we will use the classifier trained
on available training data to classify the new peptide.
Generalization to testing the peptide binding affinity
against more than one allele is a trivial, keeping in mind
that the final set of properties which gives the best CVM
might well be different in size and constitution, i.e. for a
different allele we may choose a different set of properties.

Comparison of Property-based and Sequence-based 
classifiers
In this section we provide a comparison of our newly
designed property-based classifiers with the sequence-
based classifiers. As noted earlier we will perform the com-
parison by evaluating the misclassification error under

Table 2: Values of three most important indexes (properties) of amino acids determining the peptide-MHC binding Reproduced from 
[43]1, [11]2 and [44]3

1L Name Volume1 Hydrophobicity2 Isoelectric3

A alanine 88.6 1.8 6.00
C cysteine 108.5 2.5 5.05
D aspartate 111.1 -3.5 2.77
E glutamate 138.4 -3.5 3.22
F phenylalanine 189.9 2.8 5.48
G glycine 60.1 -0.4 5.97
H histidine 153.2 -3.2 7.47
I isoleucine 166.7 3.8 5.94
K lysine 168.6 -3.9 9.59
L leucine 166.7 3.8 5.98
M methionine 162.9 1.9 5.74
N asparagine 114.1 -3.5 5.41
P proline 112.7 -1.6 6.30
Q glutamine 143.8 -3.5 5.65
R arginine 173.4 -4.5 11.15
S serine 89.0 -0.8 5.68
T threonine 116.1 -0.7 5.64
V valine 140.0 4.2 5.96
W tryptophan 227.8 -0.9 5.89
Y tyrosine 193.6 -1.3 5.66
Page 6 of 10
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different representation (property based or sequence-
based) for the different classification schemes.

To illustrate the performance of using property based clas-
sification, we will focus on the three properties Hydro-
phobicity, Volume and Isoelectric point and their
composite effect. Note that there may be some properties
that are highly correlated to one of the three selected prop-
erties (e.g. Molecular Weight and Area are very highly cor-
related with Volume), and may perform equally well. But,
the purpose of this section is to show that the appropri-
ately chosen properties, we can build efficient prediction
algorithm which are substantially better than the
sequence-based classifiers.

Figure 2 illustrates the misclassification errors for 100
runs of 10 fold cross-validation under the three classifiers
SVM, Random Forest and Bagging. The five boxes under
each method represent the misclassification error under
five representations namely

(i) Original Amino Acid Coding (Categ)

(ii) Hydrophobicity values (Hydro)

(iii) Volume (Vol)

(iv) Isoelectric Charge (Iso)

(v) All three properties above (3 prop)

Again we specify that all these classifiers use the default
tuning parameters available in the respective R-packages.

It can be observed that for all three classifiers the three-
property-based classification outperforms the perform-

ance of the sequence-based classification. It is also inter-
esting to note that for each of the classifiers, the single
most important variable chosen through minimization of
CVM alone performs better than the sequence-based clas-
sification. Moreover, for RF and BAG any single property
achieves lower misclassification than the sequence-based
methods. The last observation can again be supported by
the fact that RF and BAG uses the metric values to order
the amino acids and we can infer that any single property
alone provides a better ordering for predicting the binding
affinity than the full information provided by the actual
amino acid sequence of the peptide.

Comparisons using AROC
One common criticism of using misclassification rate as a
measure of comparison is its dependence on tuning
parameters of the specific classifiers. So, for comparing the
performance of the property based and sequence-based
classifiers we use the criterion of Area under the Receiver
Operating Characteristic curve (AROC). The ROC plots
the sensitivity vs specificity for a range of tuning parame-
ters chosen for each of the classifiers. We calculate the
AROC as a numerical approximation for the area under
the ROC curve. This AROC value is a global measure and
it ranges between 1 and .5, where the value of 1 corre-
sponds to perfect classification and the value of .5 corre-
sponds to random classification of an observation into
one of the two classes. The AROC will, on one hand, ena-
ble us to compare the performance of different represen-
tations (sequence-based and property based) for the same
classifiers and, on the other hand, as it is a global measure,
we can compare our classifiers with other competitive
methods.

The Area under the Receiver Operating Characteristic
(AROC) [42] for the three classifiers using 5 different

Misclassification error using different variables and classification methods applied to the MHC binding data for Class I allele A*0201Figure 2
Misclassification error using different variables and classification methods applied to the MHC binding data for Class I allele 
A*0201.
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amino acid representations as in the previous subsection
are displayed in Figure 3. Panel (a) represents the AROC
values grouped by representations whereas panel(b) rep-
resents the same AROC values grouped according to the
classifiers

The AROC values demonstrate the same trend as the mis-
classification error box plots in Figure 2. SVM performs
best using three properties (0.939), followed closely by RF
using only Isoelectric point (0.932) and SVM using
Hydrophobicity also (0.9132) alone. The AROC values
represent the same trend as the misclassification error,
which indicates that the improvements gained using our
method are not sensitively dependent on the choice of
tuning parameters.

In general, these findings demonstrate how the property-
based methods perform considerably (misclassification

error .90 to .94) better than the sequence-based method
under these three classifiers (misclassification error .81 to
.84). Though these classifiers (SVM, RF and Bagging) are
off-the-shelf methods (not especially designed for biolog-
ical sequence analysis), we observe that the misclassifica-
tion errors are in the same range as the ones analyzed by
[2]. For the six classifiers (Bimas, Syfpeithi, Artificial Neu-
ral network, HMM, and two developed by the authors
namely YK0201, YKW0201) considered by [2] the mis-
classification error ranged from (.81 to .87), the upper
range slightly higher than the misclassification error of
our sequence-based misclassification errors. But our off-
the-shelf property-based classifiers perform even better
than these specially-designed classifiers which are based
on the sequence. Though we do not make a direct compar-
ison with other classifiers, this study provides enough evi-
dence that any classifier may perform better with carefully
chosen properties.

AROC values using different variables and classification methods applied to the MHC binding data for Class I allele A*0201 cat-egorized by (a) variables used (b) classifierFigure 3
AROC values using different variables and classification methods applied to the MHC binding data for Class I allele A*0201 cat-
egorized by (a) variables used (b) classifier.
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Discussion
In spite of great successes in the amelioration of infectious
disease, new threats, such as SARS and avian influenza
continue to arise, and old foes, such as malaria and polio,
resurge. In the future, we have to learn to make vaccines
that induce better protective immunity than natural infec-
tion is capable of doing. One possible direction is to move
toward epitope-based vaccines.

In spite of large quantities of new data, there is still a
major role to be played by prediction, since there are 209

peptides and more than 1000 MHC alleles. The vast
majority of the literature in this field have focused on
developing empirically derived techniques, but our
approach in this paper provides a single technique to a
general methodology and paves the way for further devel-
opment based on the statistical infrastructure. The prop-
erty space we propose is designed to effectively capture
higher level motif interaction of the binding phenome-
non and thus provide the framework for testing scientific
hypothesis of peptide-binding phenomenon. The field of
peptide binding prediction has matured and now we are
faced with huge amounts of binding data on previously
unexamined peptides and we believe that the techniques
described in this paper will provide the rich mathematical
and statistical basis for in-silico binding predictions.

Acknowledgements
The authors thank the Statistical and Mathematical Sciences Institute for 
hospitality and financial support during the research reported here. TBK 
also thanks the NIH for support through the Duke University Center for 
Translational Research (5 P30 AI051445-03) and the Duke Epitope Discov-
ery program (N01-A1-40082). We thank Cliburn Chan, Lindsay Cowell, 
Andrew Nobel and Scott Schmidler for stimulating discussions that helped 
launch this effort.

References
1. Klein J: Natural history of the major histocompatibility complex Wiley

New York; 1986. 
2. Yu K, Petrovsky N, Schonbach C, Koh JYL, Brusic V: Methods for

prediction of peptide binding to MHC molecules: a compar-
ative study.  Mol Med 2002, 8(3):137-148.

3. Eddy SR: Profile hidden Markov models (review).  Bioinformatics
1998, 14(9):755-763. [citeseer.csail.mit. edu/eddy98profile.html]

4. Durbin R, Eddy S, Krogh A, Mitchison G: Biological sequence analysis
Cambridge University Press; 1998. 

5. Vapnik VN: The nature of statistical learning theory New York: Springer-
Verlag; 1995. 

6. Breiman L, Friedman J, Olshen R, Stone C: Classification and Regression
Trees Monterey, CA: Wadsworth and Brooks; 1984. 

7. Breiman L: Bagging predictors.  Mach Learn 1996, 24(2):123-140.
8. Breiman L: Random Forests.  Mach Learn 2001, 45:5-32.
9. Doytchinova IA, Guan P, Flower DR: Identifiying human MHC

supertypes using bioinformatic methods.  J Immunol 2004,
172(7):4314-4323.

10. Flower DR: Towards in silico prediction of immunogenic
epitopes.  Trends Immunol 2003, 24(12):667-674.

11. Kyte J, Doolittle RF: A simple method for displaying the hydro-
pathic character of a protein.  J Mol Biol 1982, 157:105-132.

12. Sung MH, Simon R: Genomewide conserved epitope profiles of
HIV-1 predicted by biophysical properties of MHC binding
peptides.  J Comput Biol 2004, 11:125-145.

13. Kawashima S, Ogata H, Kanehisa M: AAindex: Amino Acid Index
Database.  Nucleic Acids Res 1999, 27:368-369 [http://
www.genome.ad.jp/dbget/aaindex.html].

14. Majeux N, Udaka K, Mamitsuka H: Prediction of MHC Class I
Binding Peptides Using an Ensemble Learning Approach.
Genome Informatics 2003:687-688.

15. Supper J, Donnes P, Kohlbacher O: Analysis of MHC-Peptide
Binding Using Amino Acid Property-Based Decision Rules.
Springer Lecture Notes in Computer Science (LNCS) 3686 2005:446-453.

16. Quinlan JR: C4.5: Programs for Machine Learning Morgan Kaufmann;
1993. 

17. Quinlan JR: Data Mining Tools See5 and C5.0.  2004. http://
www.rulequest.com/see5-info.html,Http://www.rulequest.com/see5-
info.html

18. Zhihua L, Yuzhang W, Bo Z, Bing N, Li W: Toward the quantita-
tive prediction of T-cell epitopes: QSAR studies on peptides
having affinity with the class I MHC molecular HLA-A*0201.
J Comput Biol 2004, 11(4):683-694.

19. Florea L, Halldorsson B, Kohlbacher O, Schwartz R, Hoffman S, Istrail
S: Epitope Prediction Algorithms for Peptide based Vaccine
Design.  Proceedings of the IEEE Computer Society Conference on Bioin-
formatics, IEEE Computer Society 2003:17-26.

20. Xiao Y, Segal MR: Prediction of genomewide conserved
epitope profiles of HIV-1: classifier choice and peptide repre-
sentation.  Stat Appl Genet Mol Biol 2005, 4:Article25.

21. Li S, Yao X, Liu H, Li J, Fan B: Prediction of T-cell epitopes based
on least squares support vector machines and amino acid
properties.  Anal Chim Acta 2007, 584:37-42.

22. Li ZR, Lin HH, Han LY, Jiang L, Chen X, Chen YZ: PROFEAT: a
web server for computing structural and physicochemical
features of proteins and peptides from amino acid sequence.
Nucleic Acids Res 2006:32-37.

23. Cui J, Han LY, Lin HH, Tang ZQ, Jiang L, Cao ZW, Chen YZ: MHC-
BPS: MHC-binder prediction server for identifying peptides
of flexible lengths from sequence-derived physicochemical
properties.  Immunogenetics 2006, 58(8):607-613.

24. Guan P, Doytchinova IA, Walshe VA, Borrow P, Flower DR: Analy-
sis of peptide-protein binding using amino acid descriptors:
prediction and experimental verification for human histo-
compatibility complex HLA-A0201.  J Med Chem 2005,
48(23):7418-7425.

25. Cui J, Han LY, Lin HH, Zhang HL, Tang ZQ, Zheng CJ, Cao ZW, Chen
YZ: Prediction of MHC-binding peptides of flexible lengths
from sequence-derived structural and physicochemical
properties.  Mol Immunol 2007, 44(5):866-877.

26. Du QS, Huang RB, Wei YT, Wang CH, Chou KC: Peptide reagent
design based on physical and chemical properties of amino
acid residues.  Journal of Computational Chemistry 2007,
28:2043-2050.

27. Veljkovic V, Cosic I, Dimitrijevic B, Lalovic D: Is it possible to ana-
lyze DNA and protein sequences by the methods of digital
signal processing?  IEEE Trans Biomed Eng 1985, 32(5):337-341.

28. Cosic I: Macromolecular bioactivity: is it resonant interaction
between macromolecules?-Theory and applications.  IEEE
Trans Biomed Eng 1994, 41(12):1101-1114.

29. Madden DR, Garboczi DN, Wiley DC: The antigenic identity of
peptide-MHC complexes: a comparison of the conforma-
tions of five viral peptides presented by HLA-A2.  Cell 1993,
75(4):693-708.

30. Matsumura M, Fremont DH, Peterson PA, Wilson IA: Emerging
principles for the recognition of peptide antigens by MHC
class I molecules.  Science 1992, 257(5072):927-934.

31. Zhang W, Young AC, Imarai M, Nathenson SG, Sacchettini JC: Crys-
tal structure of the major histocompatibility complex class I
H-2Kb molecule containing a single viral peptide: implica-
tions for peptide binding and T-cell receptor recognition.
Proc Natl Acad Sci USA 1992, 89(17):8403-8407.

32. Fremont DH, Stura EA, Matsumura M, Peterson PA, Wilson IA: Crys-
tal structure of an H-2Kb-ovalbumin peptide complex
reveals the interplay of primary and secondary anchor posi-
tions in the major histocompatibility complex binding
groove.  Proc Natl Acad Sci USA 1995, 92(7):2479-2483.

33. Madden DR: The three-dimensional structure of peptide-
MHC complexes.  Annu Rev Immunol 1995, 13:587-622.
Page 9 of 10
(page number not for citation purposes)

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12142545
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12142545
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12142545
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9918945
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15034046
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15034046
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14644141
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14644141
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7108955
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7108955
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15072692
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15072692
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15072692
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9847231
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9847231
http://www.genome.ad.jp/dbget/aaindex.html
http://www.genome.ad.jp/dbget/aaindex.html
http://www.rulequest.com/see5-info.html
http://www.rulequest.com/see5-info.html
Http://www.rulequest.com/see5-info.html
Http://www.rulequest.com/see5-info.html
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15579238
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15579238
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16646843
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16646843
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16646843
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=17386582
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=17386582
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=17386582
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16397295
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16397295
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16832638
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16832638
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16832638
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16279801
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16279801
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16279801
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16806474
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16806474
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=16806474
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=17450553
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=17450553
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=17450553
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=2581884
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=2581884
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=2581884
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7851912
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7851912
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7694806
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7694806
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7694806
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1323878
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1323878
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1323878
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1325657
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1325657
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7708669
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7708669
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7708669
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7612235
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7612235


Immunome Research 2007, 3:9 http://www.immunome-research.com/content/3/1/9
Publish with BioMed Central   and  every 
scientist can read your work free of charge

"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."

Sir Paul Nurse, Cancer Research UK

Your research papers will be:

available free of charge to the entire biomedical community

peer reviewed and published immediately upon acceptance

cited in PubMed and archived on PubMed Central 

yours — you keep the copyright

Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp

BioMedcentral

34. Silver ML, Guo HC, Strominger JL, Wiley DC: Atomic structure of
a human MHC molecule presenting an influenza virus pep-
tide.  Nature 1992, 360(6402):367-369.

35. Fremont DH, Matsumura M, Stura EA, Peterson PA, Wilson IA: Crys-
tal structures of two viral peptides in complex with murine
MHC class I H-2Kb.  Science 1992, 257(5072):919-927.

36. Zhang C, Anderson A, DeLisi C: Structural principles that gov-
ern the peptide-binding motifs of class I MHC molecules.  J
Mol Biol 1998, 281(5):929-947.

37. Vasmatzis G, Zhang C, Cornette JL, DeLisi C: Computational
determination of side chain specificity for pockets in class I
MHC molecules.  Mol Immunol 1996, 33(16):1231-1239.

38. Sezerman U, Vajda S, DeLisi C: Free energy mapping of class I
MHC molecules and structural determination of bound pep-
tides.  Protein Sci 1996, 5(7):1272-1281.

39. Tong JC, Tan TW, Ranganathan S: Modeling the structure of
bound peptide ligands to major histo-compatibility complex.
Protein Sci 2004, 13(9):2523-2532.

40. Brusic V, Rudy G, Harrison L: MHCPEP a database of MHC-
binding peptides: update 1997.  Nucleic Acids Res 1998,
26:368-371.

41. R Development Core Team: R: A language and environment for statisti-
cal computing. R Foundation for Statistical Computing, Vienna, Austria 2003
[http://www.R-project.org]. [ISBN 3-900051-00-3]

42. Provost F, Fawcett T: Robust Classification for Imprecise Envi-
ronments.  Machine Learning 2001, 42:203-231.

43. Zamyatnin A: Protein volume in solution.  Prog Bio-phys Mol Biol
1972, 24:107-23.

44. Zimmerman JM, Eliezer N, Simha R: The characterization of
amino acid sequences in proteins by statistical methods.  J
Theor Biol 1968, 21(2):170-201.
Page 10 of 10
(page number not for citation purposes)

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1448154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1448154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1448154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1323877
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1323877
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=1323877
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9719645
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9719645
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9129159
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9129159
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9129159
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=8819160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=8819160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=8819160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15322290
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15322290
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9399876
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=9399876
http://www.R-project.org
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=5700434
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=5700434
http://www.biomedcentral.com/
http://www.biomedcentral.com/info/publishing_adv.asp
http://www.biomedcentral.com/

	Abstract
	Background
	Results
	Conclusion

	Introduction
	Prior Art
	Our approach

	Methods
	Amino acid properties
	Classification Algorithms
	Variable selection

	Results and Implementation
	Amino Acid Properties Chosen
	Classification Software
	Variable Selection results
	Comparison of Property-based and Sequence-based classifiers
	Comparisons using AROC

	Discussion
	Acknowledgements
	References

