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Hebei 066004, PR. China parameters such that the filtering error system is exponentially stable and satisfies a

prescribed Hy, performance. In terms of linear matrix inequalities (LMIS), some
sufficient conditions for the solvability of this problem are presented. Thanks to the
new filter, the obtained stability criterion is less conservative than the existing ones.
Finally, three examples are provided to demonstrate the effectiveness and the
superiority of the proposed design methods.
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1 Introduction

In the past several decades, robust filtering problem has received extensive attention of
people. The current study of robust filtering mainly concentrated on two aspects: Kalman
filter and H filter. Among them, the research of H, filter is wider, and many important
and interesting results have been proposed in terms of all kinds of approaches (see, for
example, [1-3]). Actual industrial system such as the power grid, chemical processes, nu-
clear reactor and others often contain time-delay, and time-delay is the main factor that
leads to system performance degradation and instability. Therefore, the research of the
filtering problem for time-delay systems has important theoretical significance and appli-
cation value.

In recent years, the research of the filtering for time-delay systems has made abundant
achievements. Delay-dependent robust Hu, and Ly — Lo filtering for a class of uncertain
nonlinear time-delay systems was studied in [4]. Hy filtering of time-delay T-S fuzzy sys-
tems based on piecewise Lyapunov-Krasovskii functional was investigated in [5]. A new
fuzzy Hy filter design for nonlinear continuous-time dynamic systems with time-varying
delays was reported in [6]. Robust H,, filtering for a class of uncertain Lurie time-delay
singular systems was studied in [7]. Delay-dependent H,, filtering for singular Markovian
jump time-delay systems was studied in [8].

T-S fuzzy system has wide application in the network, economy, environment and other
fields, it has attracted more and more concern of the scholars (see, for example, [9-11]).
H,, filter has come to play an important role in fuzzy model during the past years, so the
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filtering of fuzzy system is especially important. Delay-dependent nonfragile robust H,
filtering of T-S fuzzy time-delay systems was investigated in [12]. An improved Ho, filter
design for nonlinear system with time-delay via T-S fuzzy models was studied in [13]. Ex-
ponential Hy filter design for uncertain Takagi-Sugeno fuzzy systems with time-delay was
reported in [14]. New results on Hy filtering for fuzzy systems with interval time-varying
delays was studied in [15]. Delay-dependent non-fragile H, filtering for uncertain fuzzy
systems based on switching fuzzy model and piecewise Lyapunov function was studied in
[16]. But at present, the problem of delay-dependent robust Hy filter for T-S fuzzy time-
delay systems with exponential stability has rarely been reported.

For T-S fuzzy time-delay systems with exponential stability, this paper discusses the
design methods of delay-dependent robust Hy filter. First of all, it gave a criterion of
exponential stability, and then discussed the conditions and design methods of delay-
dependent robust Hy filter. The result of designed filter is exponential stability for the
augmented system via LMI. Thanks to the new filter, the obtained criterion is less con-
servative than the existing ones. Finally, some numerical examples are given to show the
effectiveness and the superiority of the proposed design methods.

2 System description and preliminary lemma
Consider the following T-S fuzzy time-delay system, which is described by plant Rule i: IF
&1(2) is My and g5(2) is My - - - €, (t) is My, THEN

x(t) = (An + AALRX(E) + (Agi + AAg)x(t — d) + (B; + AB))w(t),
y(£) = (Ci + AC)x(E) + (Coi + ACy)x(t — d) + (D; + AD))w(2),
z(t) = (L; + AL)x(2),

x(t) = ¢(1), te(-d,0],

where i € R:={1,2,...,r}, r is the number of IF-THEN rules. x(¢) € R" is the input vector,
w(t) € R™ is the disturbance vector of the system which belongs to L, [0, +00), y(£) € RY
is the measurable output vector, z(f) € R’ is the signal vector to be estimated, ¢(¢) is a
compatible vector-valued initial function. Ay;, Ay;, B;, Cy;, Co;, D;, L; are constant matrices
with appropriate dimensions. &;(t) and M;; (j = 1,2,...,p) are the premise variables and
the fuzzy sets. d > 0 is the constant time delay. AA;;, AAy;, AB;, ACy;, ACyi, AD;, AL; are
unknown matrices representing parametric uncertainties and are assumed to be of the

form

AC; ACy AD;

AAy; AAy AB;
Hy;

Hi:
:|: 11] FEy Ey Esl, AL; = H3iFiEy;, @

where Hy;, Hy;, Hs;, Evi, Eyj, E3;, Es; are known real constant matrices with appropriate
dimensions, and F; is an unknown real time-varying matrix satisfying

F'F <L 3)

I is a unit matrix with appropriate dimensions. The parametric uncertainties AA;;, AAy;,
AB;, ACy;, ACy;, AD;, AL; are said to be admissible if both (2) and (3) hold.
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Remark1 When AD; = AE; = AL; = 0, system (1) was studied in [14]. The system in this
paper is a class of fuzzy time-delay systems broader than others.

Let e(f) = [e1(F) £2(F) - -+ &,(2)] T, through the use of ‘fuzzy blending) the fuzzy system (1)
can be inferred as follows:

x(t) = Zh )[(Asi + AA() + (Agi + AAg)x(t — d) + (B: + AB)oo(?)],
y(£) = Zhi(8(f))[(cli + ACL)x(E) + (Coi + ACy)x(t — d) + (D; + AD))o(2)],
i=1

2(t) = Zh [(Li + AL)x(®)],

r
ﬂ,(e(t))
M;
[1[ i(5®), k() = S @)

where M;(g;(t)) is the grade of membership of g;(¢) in M;. It is easy to see that 8;(e(¢)) > 0
and )", Bi(s(2)) > 0. Hence, we have 4;(¢(¢)) > 0 and Y ._, h;(e(8)) = 1.
In this paper, we consider the following fuzzy filter:

Zh (e(®)) [A5&(2) + Bay(2) + Cpi(e - d)],

z(t)—Zh (@) [Lix®)], i=12,...r,

where %(¢) € R is the filter state vector, 2(¢) is the estimated vector, Ag, Bg, Cp, L with
compatible dimensions are matrices to be determined.

Remark 2 When Cj = 0, the fuzzy filter (5) was studied in [14] and [5]. This paper im-
proves the function of the filter in [14] and [5], this makes the obtained result less conser-

vative than the existing ones.

From (4) and (5), we obtain the filtering error system as follows:

X(t) = Z Z hi(e () () [Ay(E) + Ag, (¢ - d) + Byoo(t)],

i=1 j=1

e(t) = ZZh (e()hy(e(e) [LyE(1)],

=1 j=1
where

T

e()=z()-2(1), %) =[«"@) 2'@)],

A= Ah' + AAU 0 A = AZi + AAzl' 0
v Bﬁ(Cll' + ACU) Aﬁ ’ 4 = Bﬁ(Czi + ACzl‘) Cﬁ ’

Bi + AB;
By=| T A Lo+ AL -Ly)
Bﬁ(Dl+ADl)
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Definition1 The filtering error system (6) is said to be exponentially stable, if there exist
scalars § > 0 and & > 0 such that ||x(¢)[| < §sup_,_y—, [l¢(6)[le™*".

System (6) can be abbreviated as the following form:

%(t) = Ax(t) + Agi(t — d) + Bw(t),

i (7)
e(t) = Lx(z),
where
A=Y Y (@) (e@)Ay  Aa=) Y hi(e@)hy(e6)Agy,
=1 j=1 =1 j=1
B=) > h(e@)n(e@)By L= hi(e)h(c®)Ly.
=1 j=1 =1 j=1

The robust Hy filtering problem to be addressed in this paper is formulated as follows:
given the T-S fuzzy time-delay system (4) and a prescribed level of noise attenuation y >
0, determine a filter with exponentially stable in the form of (5) such that the following
requirements are satisfied:

(a) The filtering error system (6) is exponentially stable,

(b) Under zero initial conditions, (6) satisfies

le@, <¥[e®], 8)
for any nonzero w(t) € L,[0, 00) and all admissible uncertainties.

Lemma 1 [17] Given a set of suited dimension real matrices E, F, H, Q is a symmetric
matrix such that

Q+HFE+ETFTHT <0
for all F satisfies F*F < I if and only if there exists a scalar e > 0 such that
Q+sHHT +e'ETE<0.
Lemma 2 [18] Suppose that x(t) € R" is the vector function with a continuous derivative,

u My Mp
lf|: x Z1 Zz:| > 0, where U, My, My, 21,25, 25 € R"™", such that the following integration is

* k% Z3

well defined, then

_/'t () UL(s) ds < x(t) ! M+ My +dzy, —MT + My +dZ, x(t)
i—d | x(t-d) * —MzT—Mg +dZs || xt-d) |

3 Main results
Theorem 1 For prescribed scalar d > 0, the system (6) is exponentially stable, and (8) is

satisfied if there exists symmetric positive definite matrix W, U and invertible matrix P

Page 4 of 17
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such that
Ly ¥ P'B ATHT [T
x ¥p 0  ATHT 0
Z - | x -y BTHT 0 |<0, %)
* * * —(du)™ o
* * * * -1

=P A+ AP+ H'WH + H" (M] + M; + dZ,)H,
T =PTAg+ H (-M{ + My + dZ,)H,
Yo = —H"WH + H" (-Mj — M; + dZ3)H.

Proof First, we shall show the exponential stability of the system (6).
For any ¢ > d, choose a Lyapunov functional candidate to be:

t % ()HTUH#(s)dsdo,  (10)

t+0

t 0
V() = 5 (0P + / 5T () HT WHs) ds + /
-d

t—d

where W, U are symmetric positive definite matrices, and P is an invertible matrix to be
determined, H =[II], x; =x(t + B), -d < 8 < 0.
When () = 0, through Lemma 2, we get

T
e\ o x(t) x(t)
Vi) < |:5c(t— d):| (I +Ty) |:5c(t— d):| ,

where
Tn o Zi Arur] [aruar)’
= , Iy=d s Ul sr |
* 222 AdH AdH
Now, applying the Schur complements, it is easy to see from (9) that there exists a scalar
80 > 0 such that for any £ > d,
. N
V(&) < -8 |2 (11)

Now, by (10) and (11), we have

%[esfvozt)] =e[eV(t) + V()]

< e”|:(881 sl v e [ Hic(s)szs}

where 8; >0, §, > 0.
Integrating both sides from 0 to T > 0 gives

T T t
TV (Er) - V(&) < (81 - 80) / et |20 | dt + €5, f et dt / |%(s)||* ds.
0 0 t—d

Page 5 of 17
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Since

T t 9 0 N s+d T-d 9 s+d
/ & dt / I(s) > ds = / 15s)[> ds / ¢t + / &) ds / o dt
0 t—d —d 0 0 s
T 9 T
+/ %) || ds/ et dt
T-d s

0 9 T-d 2
< / e | (s) | ds + / des ) |(s) | ds
—d 0
r 2
+/ det+D ||5c(s)H ds
T-d

T
= de*? f e |%(s)|* dis.

Let the scalar ¢ > 0 small enough such that 8; — § + des,et® < 0. Then, we get that there

exists a scalar k > 0 such that
TV (Er) < V(o) + [£61 — o + dedre] fo " |5@)| de <« sup 0||¢(9) .
Taking into account that
V(Er) = hnin(P)| 2(T)| .

It is not difficult to see that, for any T > 0,

~ / K T
”x(T)” = )\min(P) —dSSUQP;O”(p(Q)“e ’

Therefore, by Definition 1, the T-S fuzzy time-delay system (6) is exponentially stable.

Next, we show that for any nonzero w(t) € L,[0, 00), system (6) satisfies (8) under the

zero initial condition. To this end, we introduce

T
Jr = / [e®) e(t) - y*w(®) 0(0)] dt,
0

where the scalar T > 0. Consider the Lyapunov function of the augmented system (10) for
0 # w(t) € L,[0,00), we have

T
k0 x(2)
V) < |&(t-d) | (T1+T5) | x¢-d) |,
w(t) w(t)
where
~ ~ ~ T
>an =i P'B ATHT ATHT
i=| % % 0|, Ty=d|AIH" |U|AYHT

* * 0 BTHT BTHT

Page 6 of 17
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It can be shown that for any nonzero w(t) € L,[0,00) and T > 0,

T
Jr= / [V(&:) +e@®) et) - y?ot) w@®)]dt - V(&)
0
T .
5/ [V(E:) +e®) et) - y?ot) ()] dt
0

T
< / xL (Ty + ) dt,
0

where

211+Z4TZ 212 PTB
x=[x"0) #Ft-d) o'(®], T|= * Tn 0

o

* x -y

When ) <0, we have Jr < 0 for all T > 0, which implies that ||e(t)|| < ¥ ||w(¢)]l2 for any

nonzero w(t) € L,[0,00). This completes the proof. a

Based on the sufficient conditions above, the design problem of robust Hy filter can be

transformed into a problem of linear matrix inequality.

Theorem 2 Given matrices Q, S, R, which Q, R are symmetric, and Q is negative definite
for all uncertainties, the robust filtering issue is resolved for system (6) if there exist positive
scalars &1 > 0, &5 > 0, symmetric positive definite matrices W, U, and invertible matrix
P = diag(Py, Py), such that the following LMIs holds:

Gy m n
* =gl 0 <0, 12)
| * *  —ep' |
_G’ij 73 ni ]
—eol 0 <0, (13)
| * % —g'l
where
O b b3 Ou b5 O LT
* Oy O3 O 0O A; —L}
* * 933 934 0 936 0
Gy=|* * % 64 O CﬁT 0
* % * %  O55 Os6 0
* * * * *  Ogg 0
| * * * * * * -1
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[ PHy, 0 0000 O]
MyiHy; 0O 0 0 0 0 O
0 0O 0 0 0 0 O
m= 0 0O 0 0 0 0 0,
0 0O 0 0 0 0 O
Hy+BsgHy; 0 0 0 0 0 O
0 Hy;; 0 0 0 0 O
[Eyy 0 Ey 0 Ey 0 0]
E;, 0 0 0 O O O
0O 0 0 0O O 0O
m=l0 0 0 0 0 0 0,
0O 0 0 0 0o 0O
0O 0 0 0 o 0O
0O 0 0 0O o 0O
On O O3 Ou b1 b5 O
* 9_22 9_23 9_24 9_25 9_26 9_27
* * 9_33 9_34 0 9_36 0
Gi=|* % % O 0 6 O |,
x* % % % =292 05 O
* * * * * 9_66 0
* * * * * * =21
[P Hy; PHy; 0 0 0]
bhg G 0O O 0
0 0 0 0 0
n3 = 0 0 0 0 0 ,
0 0 0 0 0
Os B0 O O 0
| 0 0 H3;  Hy; 0] .
[Eyy O Ey 0 Ezx 0 0O
E; 0 Ey 0 E; 0 0
E;, 0O 0 0 O O O
E; 0O 0 0 0 0 O
m=(0 0 0 0 0 0 O0f,
0O 0 0 0 0 0 O
0O 0 0 0 0 0 O
0O 0 0 0 0 0 O
LO 0 0 O O 0 0]

911 = PlAli +AEP1 + W +M1T +M1 + le,

913 = P1A2i —MlT +M2 + de,

916 = AIT; + CII;B};,

914 = —MlT +M2 + de,

912 = CEM;; + W+M1T +M1 +le,

015 = P\B;,

922 =M1i+M£+W+M{+M1+dZI,

923 = MZiCZi —MlT +M2 + de,

924 = Mgl‘ —MlT +M2 + de,
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05 = My:D;, 033 =034 = —W —Mj — M, +dZs,

036 = Ay, + CoBf,  baa=-W —M; — M, +dZs,

Os5 = -y, 056 = B} +D,'TBJ£, Os6 = —(dU) ™",

9_11 = PlAli +A£P1 + PlAlj +A17;-P1 +2W + 2(M1T + Ml + le),

612 = CiMy; + CLMy, +2W + 2(M{ + M, +dZ,),

b13 = PLAy; + PiAy + 2(-M{ + M +dZ;),

9_14 = 2(—M1T +M2 + dZQ),

615 = P\B; + P, B;, b6 = Af; +A1T; + CEBﬁT + CEB;’

O =L] +L], Oy =My+My+Mf+Mj+2W +2(M{ + M, +dZ,),

9_23 = M2jC2i + MZiC2j + 2(—]\/11r + Mz + de),

b4 = Ms; + Msj + 2(-M] + M, +dZ,),

9_25 = szDl’ + le‘Dj, 9_26 = A'g + A},

Oy =L —Lf,  bag = MoHy;,

9_29 = Mz,'sz, 9_33 = 9_34 =-2W + 2(—M§ —M2 + ng),

O3 = Aj; + Ay, + CoBf + CyBf,

9_44:—2W+2(—M§—M2+d23), 8_4,6 =Cj€T+C},

056 = B! + B + DB} + D] B],

b6 = —2(all)™, Os = Hi; + BgHo;,

9_69 = Hlj + Bﬁsz.

Proof From Theorem 1, the sufficient condition of solving robust Hy filtering problem is

matrix inequality (9) holds. Then we have

i=1 j=1
where

Eu En P'B; AJHT L]

* By O A%HT 0

Gj=| = —y2  BI'HT 0

*
* * * —dw™ o
* *

* * -1

Z Zhi(E(t))hj(E(t))Glj = Zhiz (S(t))Gii + Zhi(S(t))hj(S(t))(Gji + Gl']‘) <0,
i=1

i<j

En=P"Aj+A[P+H WH+H" (M{ + My +dZ,)H,

E1p = PTAgy + H' (-M{ + My + dZ,)H,

Sy =H"(-W -M; - M, +dZ3)H.

However, /;(¢(¢)) > 0and ), Z;zl hi(e(t))hi(e(t)) = 1. So matrix inequality (9) holds as

long as

Gii<0’ i=1,2,...,7’,

Gji+Gij<0; l<]§7"

(14)

Page9of 17
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When i =j, from (14), adapt G;;, we have G;; = G; + G, where

i’

[on 6o 63 6u 05 6 LT |

* O O3 O O Aﬁ —LﬁT

* ¥ O3 633 0 O3 0
Gy=|* * % 64 O CﬁT 0 |,

* % % % O 65 O

* * * * ¥ bOgg O

* * * * * * -1

[0, 0, 6, 0 6 0 ALT]

£ 0 6 0 6 0 0

* % 0 0 0 6 O
Gi=|* % % 0 0 0 o 1,

* % % x 0 6 0

* ok * ok ok 0 0

* * * ok ok * 0

O =PiAy+ AP+ W+ M + My +dZy,  61,=CLBiP+ W + M + My +dZy,
O3 = PLAg — M + My +dZ,,  Ou=-M + My +dZ,,  65=PB,

b =Al;+ CLBf,  0n=PjAs+AfPy+ W+ M| + M +dZ,

023 = P BiCoj — M| + My +dZy,  6ha=P)Ci—M] + My +dZs,

Os =Py BiD;,  O33=634=-W =M, —My +dZs, 63 =Ay + CyBf,
Opa=-W =M} —My+dZs,  655=—y°I,

0s =Bl +D[BY, 055 =~(dU)7,

O = PLAAy + AALP, 6], = ACLBIP), 65 =PiAAy,

65 =PIAB;, )= AA[+ AC[B],

05 =Py BGACy;, 055 =P, BFAD;,

O3 = AAJ, + ACyBE, 0= AB] + AD]Bj.

Based on (2), we obtain that
GZ =mEm + ﬂzTFiTan'

Through Lemma 1, we can get that G;; <0 (i =1,2,...,r) is equivalent to
G+ sl’lnmlT + slnzTnz <0.

Via the Schur complements, we obtain that

Gy m n
* -l 0 <0.
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Let My; = P} As, My; = P Bji, Ms; = P} Cj;, (12) is completed.

Let Gji + G = G}; + G, where

bu O O3 Ou b5 O O
* 9_22 9_23 9_24 9_25 0_26 9_27
* k 9_33 9_34 0 0_36 0
G;j = % % x O 0 O 0 |,
* * * * 6O55 056 O
* * * * * 9_66 0
* * * * * x =21
(0, 0, G5 0 6 b O]
* 0 6053 0 6 O 0
x % 0 0 0 65 O
GZ = % * * 0 O 0 0|,
* %k * % 0 6 O
* * *x ok ok 0 0
* * *x k% * 0

On = P1Ay + A[Py + PLAy + ALPy + 2W + 2(M[ + My +dZy),

612 = CLBI Py + CLBLPy +2W +2(M[ + My +dZy),

0_13 = P1A2i + P1A2]‘ + 2(—M1T +M2 + dZZ)) 9_14 = 2(_M1T +M2 + de)’

615 = P\B; + P\B;, O = Aj; +A1T/ + ClTiB; + CSB;’

Op=L]+L],  Opn=PjAs+PjA;+AlPy+ AlPy +2W +2(M] + My +dZy),
9_23 = PzTBﬁCQL + PzTBﬁCy + 2(—M1T + M, + dZZ):

Opy = PZTCﬁ +P2TCﬁ + 2(—M1T + M + de), fa5 = PzTBﬁDi +P2TBﬁD"

Or :AﬁT +AﬁT, b7 = —Lﬁr —LﬁT, 033 = O30 = =2W + 2(-M; — M +dZ3),
b36 = AL +A2Tj + CZB; + CZT,»BﬁT, Ona = 2W +2(-M; — M, +dZ3),
bus=Ci +Cj,  Os5=-2y"1,  Oss=B +B/ +D/B} + D/ Bf,

Os6 = =2(dU)™, 0l = PIAAy + AALP + PIAAj + AATP,

0, = AC[B{Py+ AC[B{P),  0j3=PiAAy+PiAAy,  0l5=PiAB;+PiAB;,
6/ = AAL + AAE + ACE;BJ;F + AcgsﬁT, 0, =ALT + AL].T,
055 = PI BFACy; + PI B ACy;, 055 = PYBiAD; + PY B;AD;),

O3 = A3, + AAS + ACyBE + ACyBE, 63 = AB + AB[ + AD/Bj + AD/ Bj.
Based on (2), we obtain that

Gj = n3Fng +ni FTni,
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where

7).

Through Lemma 1, we can get that Gj; + G;; < 0 (i <j <r) is equivalent to
G:-j + eglngng + 82714T774 <0.
Via the Schur complement, we obtain that
Gy m g
* =gyl 0 <0.

-1
* * =51

Let My; = PTAs, My; = P} Bj, Ms; = P1 Cg, (13) is completed.
The parameters of the robust H, filter are

Ag=P;"My,  Bp=P;TMy,  Cp=P; Ms, L. O

4 Numerical example
Example 1 Consider system (6) described by

-1.2 -0.8 -0.5 0.2 03 02
Ap = ) Ay = ) B, = )
1 -2 1 0 0.4 -0.1
0.1 0.3 -0.2 0.4
Cu= ) Cy = ,
01 0.2 01 0.2
1.5 0.1 -1.6 0.2 0.2 0.1
L= , A = ) Agp = )
01 -02 0.7 -1 0.1 -0.3
0.7 0.1 01 04 -0.3 0.4
By = ) Ci = ) Cy = )
0.2 -0.1 0.3 02 01 02
0.2 0.3 -0.1 0.2 0.1 -0.2
D, = ’ L= ) Hy = ’ Hyp = ,
0.1 0.4 0.3 0.1 -0.2 0.1
0 [-02 |02 0 [-02 0 _[02
2= 05 |’ 2= | 1=l o1 | 2=| 03|’
E;=[-0.2 01], Ex»=[0.2 -0.2], E;=[-0.2 0.1],

Euy=[-02 0.2], Eip=[-0.2 0.1], Eyp=[-01 -0.2],

Es=[-03 0.2], Ep=[-0.2 0.3].

The normalized membership functions of the first subsystem are

) - LD ) - Lm0
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Given d = 8, y = 0.25. We can obtain the filter parameters as follows:

4 [o0.9585 0.3257 5. _| 906474  170.4250

17103600 03510 |’ 1711993139 —298.7841 |’

c [-0.6731 -0.5042 [07716 -0.0043

=1 08152 -05380 | 17104243 -0.0258 |’

e [_23.4914 -18.7283 [-7a137a -86.4398

72712303710 —-25.2203 |’ 7271 616.2515  655.3905 |’
[4.4241 4.4659 ~0.7979 —-0.0079

Cry = , Lp = .
48130 61622 ~0.4663 0.0086

Example 2 In order to show the advantage of the proposed method, we consider the T-S
fuzzy time-delay system as the system show in simulation example in [14] with two rules.
Plant Rule 1: IF x;(¢) is u (e.g., small) THEN

x(t) = [Al + AAl(t)]x(t) + [Adl + AAdl(t)]x(t —1.5) + Diw(£),
y(t) = [Cl + ACl(t)]x(t) + [Cdl + ACdl(t)]x(t - 15) + Ela)(t),
z(t) = Lix(t),

and
Plant Rule 2: IF x;(¢) is u; (e.g., big) THEN

x(t) = [A2 + AAz(t)]x(t) + [Adz + AAdz(t)]x(t —1.5) + Dyw(t),
y(&) = [Co + AC(0)]x(8) + [Caz + ACa2(8)|x(¢ — 1.5) + Ere(2),

2(t) = Lyx(t),

where
-1.2 -0.8 -1.6 0.2 -05 0.2
A = , Ay = ) An = ,
1 -2 0.7 -1 1 0
0.6 0.2 1 0.3
A = ) D, = ) D, = )
@ {0.5 —0.8} ! [—0.2} 2 [0.1}

G =[1 0] C,=[05 -0.6], Ca=[-08 0.6],

Cis=[-02 1], E1=0.3, E, =-0.6,

Li=[1 -05], L,=[-02 03],

0
My = [ 0 5:| ) My =0.8, Ni=[0 03], Ny =[0.2 0],

0
My = [0 3} ,  Myp=06, Np=[05 0], Np=[0 -02].
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The normalized membership functions of the first subsystem are

1, x < -1, 0, x1 < -1,
hl(xl(t)) = % — %xl, x| <1, and hz(xl(t)) = % + %xl, [x1] <1,
0, x>1, 1, x> 1.

Filter Rule 1: IF x;(¢) is u; THEN

&(t) = Ap&(D) + By(2),

z(t) = Lpx(t),

and
Filter Rule 2: IF x;(¢) is uy THEN

&(t) = Aps3(2) + Bray(2),

2(t) = Lpyx(t).
Through Theorem 2 of this article, we can obtain y,;, = 0.0271, it is less than the min-
imal level 0.4721 in simulation example in [14], this clearly shows the superiority of the
results derived in this paper to those obtained from [14], and the filter parameters as fol-

lows:
~1.1822  0.3462 }

-2.9870 -0.7508
L = ) Afy =
1.8256  -1.5045 1.1459 -1.8463

[-0.4195 5 _[-02797
= 13158 | 271 11891 |7

Lgy =[-0.2737  —0.3206].

L =[-0.6002 0.3459],
Using the filter in (5), we can get Ymin = 0.0190, it is less than the minimal level 0.0271

with C; = 0 in this paper, and the filter parameters as follows:

[-1.0003 —0.3517} |:—1.1829 0.3544}
) f2= ]

A =
7118344 —2.5099

5. |-04196 5. _ | 02799
Mo a7 |0 P g0 |

] [ 5.0149 2.5331}
) f2 = )

1.6542 -3.8510

16825 —2.6491

Cp =
~0.0680 —0.0098 ~0.0682 —0.0121

L =[-0.6030 0.3481], Lg =[-0.2755 —0.3215].

Therefore, we can see the advantage of the proposed method in this paper.

Example 3 In order to show the advantage of the proposed method, we consider the time-

delay T-S fuzzy system as the system show in example 2 in [5] with two rules.
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Ry: if x;(¢) is about 0, then

x(t) = (A1 + AADx(t) + (Ag + AA)x(t —d) + (Br + AB)w(t),
y(t) = (Ci + AC)x(E) + (Ca1 + ACq)x(t — d) + (D1 + AD)w(2),

z(t) = (L1 + ALy)x(t),
Ry: if x1(¢) is about +7, then

x(t) = (Ay + AA)x(t) + (Ago + AAp)x(t — d) + (By + ABy)w(t),
() = (Co + AC)x(t) + (Caz + AC)x(t — d) + (Dy + AD>)w(t),

z(t) = (La + ALy)x(t),

where
1 0.1 1 0.5 0 0.2
A= ) Ay = ) Ag = )
-05 1 -01 1 0 0.1
0 03 0 1
Ap = ) B; = R By = R Ci=[1 0],
. [O 0.6] 1 m 2 M i 0

C,=[05 -0.6], Cia=[-02 0.6], Cin=[-0.2 0.6],

Li=[1 -05], IL,=[-02 03], D;=03,  Dy=-06,

0 0
Hy = , Hip = ) Hy =0.8, Hy; =0.6,
1 |:_05:| 12 |:O.3:| 21 22

H; =02,  Hp=01,  E;=[0 0.3],
E12 = [05 0]; E21 =0.1, E22 =0.2, E31 = [01 0],

E3» =[02 0], En=[02 0], Ep=[0 -0.2].

The normalized membership functions of the first subsystem are

(2 ()) = (1 ! !
1) = ( T 1+ exp(=7(x(0) —71/4))) x (1 + exp(—7(x1(2) -n/4)))’
ho (%1(8)) = g (%1(2)).

Filter R;: if x;(¢) is u; then

(t) = Ank(t) + Bay(2),

Z(t) = Lax(t).
Filter Ry: if x; () is o then

() = A& () + By (2),

Z(t) = Lop#(2).
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Given d = 0.5, through Theorem 2 of this article, we can obtain minimum y = 0.0178,
and it is less than the minimal level 0.2453 in example 2 in [5], this clearly shows the
superiority of the results derived in this paper to those obtained from [5], and the filter

parameters as follows:

-0.9836 0.3306 -0.8186 0.4682 0.2093
Ael = ’ Ae2 = ’ Bel = ’
-1.7660 -3.0998 -1.7634 —4.4274 0.1007

—-0.0132
B = , L. =[3.4626 4.3515], L, =[-0.1314 -1.0629].
0.4979

Using the filter in (5), we can get ymi, = 0.0144, it is less than the minimal level 0.0178
with C; = 0 in this paper, therefore, using of the new filter, the obtained criterion is less
conservative than those without the new filter, and the filter parameters are as follows:

-—0.9852 0.3396 -0.8193 0.4764
Afl = ) \f2 = )
-1.7748 -3.1052 -1.7667 -4.4321

5. [0:2099 5. _ | 00138
M7 01027 |7 27| 0.4980 |

oo | 18825 26501 [49954  2.6001
171 20.0599 —-0.0089 |’ 727100710 -0.0098 |’

Ly = [3.4654 4.3537], Lp =[-01332 -1.0648].
Therefore, we can see the advantage of the proposed method in this paper.

5 Conclusion

In the paper, the problem of robust H, filter with the exponential stability is investigated.
Some criterion is proposed to ensure the considered system to be exponentially stable, and
it satisfies a prescribed Hy, performance in terms of LMIs. Thanks to the new filter, the
obtained criterion is less conservative than the existing ones. Numerical examples show

the effectiveness of the proposed methods.
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