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Abstract Given a (known) function f : [0, 1] — (0, 1), we consider the problem of
simulating a coin with probability of heads f(p) by tossing a coin with unknown
heads probability p, as well as a fair coin, N times each, where N may be random.
The work of Keane and O’Brien (ACM Trans. Model. Comput. Simul. 4(2):213—
219, 1994) implies that such a simulation scheme with the probability P,(N < o0o)
equal to 1 exists if and only if f is continuous. Nacu and Peres (Ann. Appl. Probab.
15(1A):93-115, 2005) proved that f is real analytic in an open set S C (0, 1) if and
only if such a simulation scheme exists with the probability P,,(N > n) decaying
exponentially in n for every p € S. We prove that for « > 0 noninteger, f is in
the space C*[0, 1] if and only if a simulation scheme as above exists with P, (N >
n) < C(A,(p))%, where A, (x) :=max{/x(1 — x)/n, 1/n}. The key to the proof is
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a new result in approximation theory: Let B be the cone of univariate polynomi-
als with nonnegative Bernstein coefficients of degree n. We show that a function f :
[0, 1] — (0, 1) isin C¥[0, 1] if and only if f has a series representation Z;’O:I F, with
F, e B,j and Zk>n Fr(x) <C(A,(x))* forall x € [0, 1] and n > 1. We also provide
a counterexample to a theorem stated without proof by Lorentz (Math. Ann. 151:239—
251, 1963), who claimed that if some ¢, € B;I satisfy | f(x) — gn(x)| < C(A,(x))*
forall x € [0, 1] and n > 1, then f € C*[O0, 1].

Keywords Simulation - Approximation order - Positive approximation - Bernstein
operator - Lorentz operators - Polynomial reproduction - Smoothness - Holder class
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1 Introduction

Given a coin with unknown probability of heads p € [0, 1], as well as a fair coin, we
would like to simulate a coin with probability of heads f(p) where f : [0, 1] — (0, 1)
is a known function. This means that we are allowed to toss the original p-coin and
the fair coin N times each, where N is an almost surely finite stopping time (a notion
to be clarified momentarily) and declare heads or tails, depending on the outcome
of these 2N independent coin tosses. The probability of declaring a head must be
exactly f(p).

The measure corresponding to tosses of the p-coin is the infinite product measure
P, on 2 = {0, 1N, where in each coordinate the weights (1 — p, p) are used. A mea-
surable function N : 2 — NU {oo} is a stopping time if for every k € N, the indicator
of N =k is a function of the first k coordinates in 2. We say that N is almost surely
finite if the probability I’,(N < 00) is 1. More details on these notions can be found
in any graduate textbook in Probability Theory, e.g., [10].

This type of problem goes back to von Neumann’s article [9], where he showed
how to simulate a fair coin (i.e., f(p) = 1/2) using only a biased p-coin where
p € (0, 1). Moreover, the number of tosses N needed satisfies P, (N > n) < (1 —
2¢(1—¢€))"/2)if p € [€, 1 —€]. In this paper we include a fair coin in the simulations
since we want to consider p near the endpoints {0, 1} where simulating a fair coin
using a p coin would be slow.

Since von Neumann’s article, the simulation problem was subsequently solved for
various other classes of functions—see [2, 5-7]. In particular, it was shown in [2] that
an f(p)-coin can be simulated using finitely many tosses of a p-coin for all p in a
closed interval D C (0, 1) if and only if f is continuous in D. In [5], it was shown that
for f:[0,1] — (0, 1), and f(p)-coin can be simulated using finitely many tosses of
a p-coin via a finite automaton for all p € (0, 1), if and only if f is a rational function
over Q. (Simulation via a finite automaton is explained in detail in [5]. An automaton
is determined by a finite state space, a finite input alphabet, a transition rule from
current state and input symbol to the next state, and a subset of final states. In our
context, there are two final states, denoted 0 and 1, and we require that when the
automation is given independent tosses of a p-coin as input, it will reach a final state
with probability one, and output 1 with probability f(p).)
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In [6], it was shown that if D C (0, 1) is closed and f is real-analytic in an open
neighborhood of D, then there is a simulation of an f(p)-coin using N tosses of a p-
coin where N has uniform exponential tails for p € D, and conversely, if a simulation
with exponential tails exists for p in an open set S C (0, 1), then f is real analytic
in S. Moreover, the problem of simulation was recast in [6] as an approximation
problem, and the question of characterizing simulation rates for nonanalytic functions
was posed.

Definition 1 Given a simulation algorithm, its simulation rate is the probability
P, (N > n) that the number of required inputs exceeds n. (Each input is a toss of a p-
coin and a toss of a fair coin.) If a simulation algorithm with P, (N > n) = O (¥, (p))
exists, we say that the function f can be simulated at the rate v, (p).

The goal of this paper is to show that the simulation rate is determined by the
smoothness of the simulated function f. Our main result is that for positive o ¢ N,
a function f : [0, 1] — (0, 1) is in the space C* (defined by a Holder condition of
order @ — r on the derivative of order r := |«]) if and only if f can be simulated at
the rate A, (p)%, where A, (x) := max{s/x(1 — x)/n, 1/n}, see Theorem 8 below.

2 Preliminaries and Statement of Results

We first recall relevant definitions and results from the literature on this problem
and from approximation theory. Recall that the univariate Bernstein polynomials of
degree n (see, e.g., [4]) are defined as

N RLA Y n—k _
prM&L—<A%(1—m , k=0,...,n. (1)

The Bernstein polynomials of degree n form a basis for the space [T, of all polyno-
mials of degree at most . Thus, any polynomial g of degree at most n can be written
as

q@) =Y axpai(x).

k=0
with the sequence (ao, ..., a,) the degree n Bernstein coefficients of q. Whenever
we write

q € B}’h

this indicates that ¢ is already represented as a linear combination of the Bernstein
polynomials of degree 7; this is admittedly an abuse of notation since the meaning of
“q € B,,” differs from that of “q € IT,”. In addition, we write

qeBf

whenever the degree n Bernstein coefficients (ao, ..., a,) of g are nonnegative. We
will also need the following partial order on the space I1,,:
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Definition 2 Given ¢, r € I1,,, we write ¢ <, r,orr =, ¢, todenote that r —g € B,f.

Result 3 below was established in [6] using a simple probabilistic construction.
This result reduces the original simulation question to a problem in approximation
theory, which we address in this paper. In [6] the goal was to obtain a simulation
for p in a closed subset of (0, 1); in this case a fair coin is not needed, as it can be
produced from the p-coin using the von Neumann algorithm. In the present paper we
allow p to range in the whole interval [0, 1], so we use a fair coin in addition to the
unknown p-coin.

Result 3 [6] If there exists an algorithm that simulates a function f on a set D C
[0, 1] using a random finite number N of tosses of a p-coin, then for all n > 1 there
exist univariate polynomials

n

gn(x) = (Z)a(n,k)xk(l —x)"k,

k=0

@

n

()= <Z)b(n, Joxk (1 — xyr*

k=0
with the following properties:

() 0<a(n, k) <b(n,k) <1,
(ii) (Z)a(n, k) and (Z)b(n, k) are integers;
(iii) gn(p) < f(p) < ha(p);
@iv) forallm <n we have gy <, gn and hy, >y hy;
(V) hn(p) — gn(p) =Pp (N >n).

Conversely, if there exist polynomials g,, h, as in (2) satisfying (1)—(iv) with
lim, h,,(p) — gn(p) =0 for all p € D, then there exists an algorithm that simulates
an f(p)-coin for all p € D using N tosses of the p-coin, where the random time N
satisfies

Py (N >n)=h,(p) — gn(p).

As noted in [6], given polynomials g, 4, that satisfy all the requirements except
(i1), one can always round the values (Z)a (n, k) down and the values (Z)b(n, k) up to
an integer, and the resulting increase in the gap s, (p) — g,(p) is exponentially small
in n provided that p € [€, 1 — €] for some € > 0. In the setting of the present paper,
when the p-coin is tossed n times we also toss a fair coin n times; this means that
condition (ii) above is replaced by

(ii') (})a(n, k) and (})b(n, k) are integer multiples of 27",

since the probabilities of events that can be generated by tossing a fair coin »n times
are precisely the integer multiples of 27". Thus, given polynomials g, &, that satisfy
requirements (i), (iii), and (iv), we can round the values (Z)a(n, k) down and the
values (Z)b(n, k) up to the nearest multiple of 27"; this will only add at most 2!~ to
the gap h,, — gu.
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Therefore (up to an additional error term of 2!="), the problem of determining
the rate of simulation in our setting is equivalent to the problem of determining the
order of two-sided approximation to f, by polynomials g,, &, € B, that satisfy re-
quirements (i), (iii), and (iv). We will refer to requirements (iv) as the consistency
requirements, to the approximation scheme (g,) as a Bernstein-positive consistent
approximation from below, and to the approximation scheme (h,) as a Bernstein-
positive consistent approximation from above.

Observe that a Bernstein-positive consistent approximation to a function f from
below is equivalent to a certain nonnegative series representation of f. Here is a
precise statement:

Lemmad4 Let D C [0, 1], and let (¥,,) be a nonincreasing sequence of positive func-
tions on D that converges uniformly to 0. A function f is approximable on D by a
sequence of Bernstein-nonnegative polynomials (g,) of degree n satisfying the con-
sistency requirement (iv)

gm Zn gn foralln=m (€)

and the estimate

0<f(x)—gn(x) <Yn(x) forallx €D 4)

if and only if f can be represented as a series

)= Fu(x), where Y Fy(x) <yn(x) forallxeD, 5)

n=0 n>N

and where each F, is a polynomial in Bernstein form of degree n with nonnegative
coefficients.

Proof Given an approximation scheme (g,) as above, set F,(x) := g,(x) — gn—1(x)
where the second term g, (x) is rewritten in Bernstein form of degree n and where
go(x) := 0. The consistency requirement (3) then guarantees that the Bernstein coeffi-
cients of F, are nonnegative, and the sum ), _  F,(x) telescopes into f(x) — gy (x),
which is bounded pointwise by ¥y (x) according to (4).

Conversely, given a series representation (5), let g,(x) := >, _, Fr(x). Since
the difference F,(x) := g, (x) — g,—1(x) is a Bernstein polynomial_with nonnega-
tive coefficients, the polynomials (g;) satisfy the consistency requirement (3). Also,
) — gn(x) =D, Fx(x) < ¥ (x) due to the rate condition (4). O

This approximation problem can be contrasted with the classical approximation
of a given function by (unrestricted) polynomials of degree at most n on the interval
[0, 1]. In that case, the approximation order coincides with the smoothness of f. To
state this classical result precisely, we first recall how smoothness is measured.

Definition 5 Let o > 0 with o ¢ N. A function f is said to be in the smoothness class
C%[0, 1]if f is r := |« times differentiable and the following condition holds:
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The modulus of continuity of the rth derivative f)

w(f5h) = sup lFOm) = 20|

x,y€l0,1], |x—yl<h

is of order O (h*~"). In that case, we will use the notation

w(fT;h)
Il fllce := sup ———=.
h>0 h*=r

(Note that this is a seminorm rather than a norm, as it vanishes on polynomials of
degree at most r.)

The order of approximation of a given function by polynomials is then determined
as follows.

Result 6 (see, e.g., [1, Chap. 8, Theorem 6.3]) Let o > 0 be a noninteger. There exists
a sequence of polynomials {p,}, where the degree of p, is at most n, satisfying

|pa () = )] = 0((4n(0))*)  forall x €10, 11,

if and only if f € C*[0, 1]. Here the quantity A, (x) is defined by

Ay = A (x) = max{,/ M, l}
n n

In other words, the rate of approximation of f € C*[0, 1] is O(n™%) away from
the boundary of the interval [0, 1] and is O (n~2%) close to the endpoints 0 and 1. The
characterization of the rate of polynomial approximation for integer values « involves
the generalized Zygmund class, which we will recall in Sect. 7. In the main part of
this paper, we work under the assumption « ¢ N.

Result 6 shows that a function f € C*[0, 1]\ C**€[0, 1] cannot be simulated at
the rate O(Az(““)). However, since our approximants must satisfy special restric-
tions imposed by Result 3, we should not expect to achieve the approximation order
provided by unrestricted polynomials of degree n.

In view of requirement (i), it is natural to consider first the approximation order
achieved by polynomials with nonnegative Bernstein coefficients. G.G. Lorentz pro-
posed a solution to this problem in [3], where he argued that the approximation order
under this constraint is half the approximation order provided by unconstrained poly-
nomials, i.e., half the smoothness of the function f. Theorem 1 of [3] establishes that
a C%-function f can be approximated at the rate O ((A,)%) by Bernstein-nonnegative
polynomials of degree n.

Result 7 [3, Theorem 1] Let « > 0. A positive function f € C¥[0, 1] can be approxi-
mated by polynomials q, of degree at most n with nonnegative Bernstein coefficients
at the rate

lgn(x) — F(O)| = 0((An(x))¥) forall x €[0, 1]. (6)
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Lorentz [3] also stated (without proof) a converse to this result; unfortunately, that
converse is incorrect. We return to this point at the end of the section.

We will use a variant of Lorentz’ approach to establish our main result, that with
the extra requirements (i), (iii), and (iv) in place, we can still achieve the same ap-
proximation order as in (6).

Theorem 8 Ler f:[0,1] — (0,1), and let « > 0 with « ¢ N. If f € C*[0, 1],
then f can be simulated at the rate (A, (x))* on [0, 1]. Precisely, there exist poly-
nomials g, and h, satisfying conditions (i), (ii'), (iii), and (iv) of Result 3 and
hp(x) — gn(x) = O((A, (x)%) uniformly in [0, 1]. Conversely, if f can be simulated
at the rate (A, (x))% on the interval [0, 1], then f € C*[0, 1].

We begin by proving a reduction lemma that shows that it is enough to find consis-
tent approximants g,, 4, for each b-adic degree n € b = {b*} ¢>1 Where b is a fixed
integer greater than 1. Using these approximants, one can then interpolate between
b-adic levels to build up a consistent approximation scheme providing the same ap-
proximation order as the b-adic polynomials g, &,, n = b®. This b-adic idea per se
is quite well known and, in particular, is used in [6] with b = 2.

Lemma 9 Let b be a fixed integer greater than 1. Given a function f on [0, 1],
suppose there exist two sequences of polynomials (g,),cpN, (hp),cpn satisfying con-
ditions (1), (iii), and (iv) of Result 3 with \r, of order O ((A,)%), so that

hp(x) —gn(x) = 0((A,,(x))a) uniformly in [0, 1] @)

for n € bN. Then these sequences can be augmented to full sequences (g,)nez o
(hn)nez, satisfying conditions (1), (iii), and (iv) from Result 3 and condition (7) for
alln € Z.. In particular, under these assumptions there exists an algorithm that sim-
ulates an f(p)-coin at the rate O ((A,(p)%) on [0, 1].

Proof Given the polynomials g, and A, for b-adic values of n, we will fill in the gaps
in the two sequences in the obvious way: given n, let n’ := plogsn] and set

gn ()= (x+ (1= )" " @), ()= (x+ 1 —0))" " hy )

by expanding the right-hand sides into Bernstein polynomials of degree n. The Bern-
stein coefficients of the resulting polynomials g,, &, are therefore some convex com-
binations of the coefficients of g,, &, . It follows that condition (i) holds for the full
sequences (gn), (hy). It is clear from the construction that (iii) and (iv) hold as well,
the latter condition being an equality except when jumping from one b-adic level to
the next, when it is satisfied by our assumption. Recall that condition (ii’) can always
be satisfied by introducing an exponentially small correction, so there is no need to
verify it explicitly. To check that (7) holds for the full sequences (g,), (h,), note that,
by construction,

M (x) = gn(x) = Ry (x) — g (x) = O (A (0))7).
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But since n’ <n < bn’, we see that O ((A,(x))*) = O((A,(x))%). This completes
the proof. g

As noted already, Lorentz [3] stated a converse to Result 7 above, which (in a
special case) can be written as follows:

Claim 10 [3, Theorems 5 and 6] Let o > 0. If a function f can be approximated by
polynomials q, of degree at most n with nonnegative Bernstein coefficients at the rate
(6), then f € C¥[0, 1].

The argument proposed in [3] for these theorems skips technical details and refers
to the work of Timan [8]. Specifically, we quote Theorem 6 from [3] and the subse-
quent discussion:

“ Theorem 6. For each r = 1,2, ... there is a constant C, with the following
property. Let w(h) be a modulus of continuity, and put

1 h
cb(h)=h/h ")u(;‘) du+/0 20 .

u

If f(x) is a continuous function on [0, 1] and if there exists a sequence P,(x)
of polynomials with positive coefficients of degree n such that

|f(x) = Pa(x)| < (A 0(Ap), 0<x<1,n=0,1,...,
then f has on [0, 1] the continuous derivatives f', f", ..., f* and
o(f5h) < Crah).

We omit the proofs. The method of deriving theorems of this kind from in-
equalities of the Markov—Bernstein type is due essentially to S. Bernstein, and
is well known. For the variation of it which fits the present situation especially
well, compare [6, p. 357 and p. 360]. It should be noted that [6, p. 357] contains
an essential mistake: the derivative Pz’m +1 on p. 359 should have been estimated
at a point different from x. However, the proof can be corrected.”

In this quote, [6] refers to the original Russian edition of Timan’s work [8]. Trying to
reconstruct Lorentz’ complete argument for his Theorem 6, we came to the realiza-
tion that his argument requires an extra assumption, in fact precisely the assumption
of Bernstein-nonnegative consistent approximation, or equivalently, the nonnegative
series representation (5) that is central to this paper. In the next section we show that,
indeed, such a series representation of f with tails decaying at the rate (A,)“ implies
the C“ smoothness of the represented function f. Thus our results here also provide
a correction to the statement of Lorentz. In Sect. 6, we construct a counterexample to
Theorem 6 from [3].

Our final point in this section concerns notation. In the rest of the paper, we will
establish a number of estimates on various functions. The constants in such estimates
will usually simply be denoted by const or, say, const;, the latter indicating that the
constant may depend on j. A few constants that are crucial to our main argument will
be labeled by the number of the theorem or lemma where they occur.
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3 Consistent Approximation Implies Smoothness in Theorem 8

Lorentz proved the following analogs of Bernstein’s and Markov’s inequalities (both
original inequalities can be found, e.g., in [1]). This result of Lorentz is formulated
for a certain class of functions £2; we will use it only for the power functions ¢ > ¢/.

Result 11 [3, Theorem 3] Foreachr =1,2,... and each H > 0, there is a constant
K, = K, (H) with the following property. If §2(h) is an increasing positive function
defined for all h > 0 such that

22h) <HS2(h), h=>0,
then for each Bernstein-positive polynomial P, of degree n, the inequality
Py(x) = 2(Ap(x)), 0=<x=<1
implies
P 0)] < K (A0 (0) " 2(40). O=x<1. ®
We need the following observation:

Lemma 12 For any x and & in [0, 1],

{A n(§) An (X)} 2<1+IX—EI>
Ap(x) An(8) Ap(x) )

Proof We start by proving one of the two inequalities, viz.,

An(x) |x — &l
2 9
An(E)S <+A(X)> ©

By the symmetry A, (x) = A, (1 — x), we may assume that x, £ € [0, 1/2]. We also
assume that £ < x and A, (x) > 1/n, since otherwise the inequality is obvious. If
& > x /2, then the left-hand side of (9) is at most 2, so we may assume that £ < x /2.
In this case we have

(An(0))* <x/n <20x —E|/n <2/x —E| Ay(E),

which implies (9).

The proof of the other inequality (which bounds A, (§)/A, (x) by the right-hand
side of (9)) is very similar. We may again assume, by symmetry, that x, & € [0, 1/2].
We also assume that £ > x and A, (§) > 1/n since otherwise the inequality is obvi-
ous. Thus A, (&) < /E/n < &. If &£ < 2x, then the left-hand side is at most 2, while
the right-hand side is greater than 2. Thus, the only remaining case is £ > 2x. Then

An(§) <& <2|§ —x|.

Dividing by A, (x), we obtain the desired bound. O
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To prove the necessity of C*-smoothness, we will follow the approach suggested
by G. Lorentz in [3], which goes back to Timan [8] and ultimately to S. Bernstein.

Proof of necessity in Theorem 8 Suppose that f can be simulated at the rate (A,)*
on the interval [0, 1]. Using the sequence (g,) that approximates f from below and
satisfies the consistency requirement g, <2, g2,, we set G, := gon+1 — go» and obtain
the following nonnegative series representation for f:

f) =) Gux), G,eBj. (10)
n=0

By the assumption on the rate of approximation, the polynomials G, satisfy the
bound

|G,,(x)| < const(Ay (x))a for all x € [0, 1].
Now the inequality (8) implies
G (x)| < const(Ax (x))* ™/ forallx €[0,1], j eN. (11)

This already ensures that we can differentiate (10) term by term r times, and that

fO@=> 6" (12)
n=0

is continuous in [0, 1]. Our goal is to prove that f € C¥[0, 1], i.e., that the inequality

| FP ) — ()] < const|x — y|*" (13)

holds for x,y € [0, 1]. Without loss of generality x(1 — x) > y(1 — y), whence
Ay (x) = Ay, (y) for all n. For any n, there is some &, between x and y such that

—r—1

|GT(x) — G (»)] = Ix — yI|GITV(E,)] < const|x — y[(Ax &), (14)
using the bound (11) with j =r + 1. Choose N so that

Apn+1(x) < |x — y| < Apw (x). (15)

For n < N we have |x — y| < A (x), so Lemma 12 implies that Ay (x) <4420 (&,).
Thus for n < N, (14) gives

G (x) = G ()] < const [x — y| (A2 (0))* . (16)

We now write £ (x) — £ (y) by splitting the sum (12) into two parts:

N 00
OO -2m=>(GYx)-6YM)+ Y (G -GVm). (17
n=0 n=N+1
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Estimate the first sum using (16) and the second using (11) with j = r. This yields

N 00
FO@ - rPm] < const(|x 3D (A @) T 42 > (A <x))"‘")

n=0 n=N+1
(18)

< const [x — y|(Ayw (0))* " + const(Aywa (1)), (19)

where we used the inequality Ag(x) > V2 Ay (x) to compare the two series in (18)
to geometric series. In view of (15), the bound (19) yields (13). O

In the preceding proof, the strict inequality « < r + 1 is used only at one point:
to show that the sum of terms with n < N in (17) is comparable to the last term. (If
o =r + 1, then all these terms are of the same magnitude and we lose a factor of

N ~log |xiy| in the estimate.) Nevertheless, for the case o = r + 1, the same method

will allow us to show that £ is in the Zygmund class.

Theorem 13 Let r be a nonnegative integer. Suppose that f :[0,1] — (0, 1) can
be simulated at the rate (A, (x)) ! on [0, 1]. Precisely, suppose that there exist
polynomials g, and h, satisfying conditions (i), (ii'), (iii), and (iv) of Result 3 and
hp(X) — gn(x) = O (AT (x)) uniformly in [0, 1]. Then ) is in the Zygmund class,
that is

|FOC+8) —2fP0) + fOx - 8)|=00), (20)

uniformly for all x, 8 suchthat0 <x —§ <x+§ <1.

In fact, as in the preceding proof, only the approximation from below by g, is
used.

Proof The hypothesis implies that f has a series representation as in (10) where
the polynomials G, € B; satisfy |G, (x)| < const(Apn (x))"+! for all x € [0, 1]. The
inequality (8) implies

|G (0)] < const(Aw (x)) ™77 forallx €0, 1], j €N, @1)
so (12) holds and £ is continuous in [0, 1]. Fix § € (0, 1/2), and choose N minimal

so that § < A,n(x). Write f = S1 + S2, where

N 00
S1=) Gu(x) and S= Y  Gux).

n=0 n=N+1

The preceding proof works to show that S>(x + §) — S>(x) = O (), and this implies
that the estimate (20) holds with Sér) in place of f). It remains to handle Sfr).
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For any n, there is some 7, € [x — §, x + §] such that
G0 +8) =26 () + G (x = 8)] =8| GI 2 (ny)|
< const8*(Axy (nn))_l, (22)

using the bound (21) with j =7 + 2.
For n < N we have § < A (x), so Lemma 12 implies that Ay (x) < 4A(n,).
Thus for n < N, (22) gives

GO (x +8) —2G) (x) + GO (x — 8)| < consts?(Ax (x)) .

This yields

N
|57+ 8) = 251700 + 517 (xr 4+ )] = const(52 2 (A (x))_l>
n=0

< const(Sz(A2N (x))_1 <consts. (23)

The previous estimate for S, together with the bound (23), yields (20). O

4 Lorentz Operators and Simultaneous Approximation

In the following three sections, we restrict attention to o ¢ N. We now recall the main
ingredients of the valid proof of Result 7 (Theorem 1 from [3]). That proof is based
on the Taylor expansion

KN 1k \ 1k
f) = f(;) -2 f(; —x) @+ ;(— —x) EAUORN AL

o J! n
(24)
where & := & (x) is a point between x and k/n and f is assumed to be r times
differentiable. This formula is used in [3] to derive an asymptotic expansion of the
Bernstein operator

n
k
(Baf)(x) = f(—)pnkm,
n
k=0
where the polynomials p,; are defined in (1). Multiplying the Taylor expansion (24)
by pnx(x) and summing over k, we obtain

r

1 .
f(x)=(an)(x)—ZWTnj(x)f(“(x)+(er)(x), where  (25)

j=1

Toj(x) i= Y (k — nx)! pur (x), (26)

k=0
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n

1 k g
(R ) =~ Z(; - x) [FO0) = £ ED)] pur ).

" k=0
This leads Lorentz to the natural definition of the operators Q; ,, using the recurrence

r

1 .
(Qur F)(x) 1= By f)(x) = Y 7 T @) (Qnr—j fP) (), @7)

j=1

where each (/) in (25) is replaced by its approximation Q, ,_; f /).

Note that the sum in (27) in fact starts at j = 2 rather than at j = 1, since the
polynomial 7}, is identically zero. Also note that the expressions (27) must be written
in the Bernstein basis of degree n + r, so that, e.g., the leading term B, f must be
multiplied by the binomial expansion of (x + (1 — x))” to appear in its Bernstein
form of degree n 4+ r. We will refer to the operators 0, , mapping a function to a
polynomial in Bernstein form of degree n + r as the Lorentz operators.

An important property of the Lorentz operators that can be inferred directly from
their recursive definition is their polynomial reproduction. Precisely, the Lorentz op-
erator O, , reproduces polynomials of degree at most r.

Lemma 14 Let f be a polynomial of degree at most r. Then Q, , f = f.

Proof The proof is by induction on r. The result holds for r = 0 and 1 since Q, ¢ =
Q.1 is simply the Bernstein operator, which reproduces linear functions. For higher
values of r, the proof is as follows. The Taylor polynomial of f of degree r coincides
with f, so

Kos (koY o
fO=f-)=-25l=—x) 1V,
n — jl\n
j=1
so by multiplying by p,x(x) and summing over k, we obtain

r

1 )
f&)=Baf)x) =Y 7 i @) f P ).

j=1

By our inductive assumption, ) = Onr—jif (), Substituting this into (27), we get
Qn,rf =f. U

As noted in [3], the Lorentz operators can be rewritten as follows
. k "ok 1
(Qnr f)(x) =: Z(f(—) +Y 9 (—) — 75 (x, n))pnk(x>,
n - n/)nl
k=0 j=2
or, more simply, as

(Qn.r f)(x) = Z(

k=0

r (kN 1
2 :f(j)(_>—/trj(x,n))pnk(X), (28)
n ) n

j=0
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with the understanding that 7,9(x, n) = 1 and 7,1 (x, n) = 0. Plugging (28) into (27),
we obtain

n r J
k NIAW! 1
(Qnr (X)) = Z(f(;) - sV (;) — D i T, W% i (x, n>>pnk<x>.
k=0 j=2 =2
By term-by-term comparison, this yields

g
T (x,n) ==Y =T ()t ji(x,n) for j>2. (29)

P A

The recurrence (29) can be used to show that the polynomials ,; (x, n) are indepen-
dent of f, and are of degree j in x and of degree | j/2] in n, as noted by Lorentz [3].
The recurrence (29) also shows that, as functions, the 7,; do not depend on the pa-
rameter . However, in the expression for Q, ,, each of the 7,;s is written in its
Bernstein form of degree r to bring the entire expression Q, , f into its Bernstein
form of degree n + r. Since we are mainly concerned with pointwise estimates on
the 7,;s, we will use the simpler notation 7; := 7,;. We will begin with the following
estimates on the polynomials 7;:

Lemma 15 The polynomials t; are bounded by
|7j(x, m)| < constj n/ (An(x))’  forall x €[0, 1], (30)
where const; depends only on j.
Proof We use induction on j. For j =0, 1, (30) is clear. By [3, (17) on p. 242],
| T (x)| < conste n! (A, (x))".
Applying (29) and the induction hypothesis
VE>0, |tj_e(x,n)| <constj_g n/ " (Au(x)) "

gives (30), as required. g

Corollary 16 Fix an integer r > 0. For any j <r, write
j . . .
Ti(x,n) =: Zai(n, HxtA—x)/ 7.
i=0

Then for all i € [0, j], we have |a;(n, j)| = laj_;(n, j)| and |a;(n, j)| < C;ni for

some constants C?.
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Proof The polynomials 7,,; satisfy T,,; (1 —x) = (-D/T, j (x), as is easily seen using
the substitution k =n — k in thei_r definition (26). It then follows from the recur-
sion (29) that 7;(1 — x,n) = (—1)/ 7;(x, n) as well, and this implies that |a; (1, j)| =
laj—i(n, j)| for all i. Next, consider the polynomial A(x) := Zij:o a;(n, j)x'. Since
Tj(x,n)=(1 —x)-’A(IXTx), Lemma 15 implies that |A(x)| < const; forx € [0, 1/n].
Thus A, (x) := A(%) satisfies |A«(x)| < const; for x € [—1, 1]. Markov’s inequal-
ity 1A% lso < /%[l A4 lloo (see [1, Chap. 4, Theorem 1.4]) yields

‘a,-(n,j)]=(i!)_1‘A(i)(0)]=(i!)_1(2n)i‘Afki)(—1)‘§C§.ni foralli <j. O

For our next argument, we will need an additional technical lemma that provides
bounds on the derivatives of the functions pj.

Lemma 17 For any integer £ > 0 and any B > 0,

"k
2|,

5
= — x| |pQ )| < comstp o (An(0)) ¢ forallx (0,11 (31)
k=0

Proof The proof is by induction on €. The proof for £ = 0 is due to Lorentz [3,
Lemma 1]. Our proof of the bound (31) for £ > 1 splits into two cases.
Case 1. A, (x) = +/x(1 — x)/n. In this case we start from the equality

/ k —
pnk(x): pnk(x)’
X

nx
(1—-x)
and deduce by induction on £ that the ¢th derivative of p,; has the form

nt(k — nx)¥ . . .
pfﬁﬁ(x)=l_§o{mwﬁjv<x)pnk(x>:z+Jse;l+v51}, (32)

where ¥y;j, (x) are polynomials in x with coefficients that do not depend on 7. For
fixed i, j, v, we have (using that x (1 — x) > A, (x) in this case)

k

mik—nxl vl .
x(1—x) (A”(x)) (1 —x)J i = (A,,(x))

whence (using the already established case £ = 0 of (31)), we obtain

n B+v

P nilk —nax|” i+ ©
= Puk(x) < (4, (x)) > Puk(x)

(1= )] ar

B—i—j

k
- —x
n

< constg ¢ (An(x))

The restriction i 4+ j < ¢ implies that the right-hand side of the last display is at most
constg ¢(Ap (x))P~¢. The representation (32) completes the proof in this case.
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Case 2. A, (x) = 1/n. In this case we substitute a different expression for p;l (),
precisely

P (X) =npu_1 k—1(x) — npp_1 x(x),

which yields
14 -1 £—1
P ) =P, 00 =),
This gives the bound
n n
k P k P e -1
> P |pe ()] < constg eny P (|P;(1—1,1)<—1(x)’ + |pr(l—l,;c(x)|)'
k=0 k=0

The general inequality (a + b)? < 28 (a? + bP) implies that

k ﬁ<2ﬂ k—1 f’+ n—k \’ (|1 ﬁ+1

- —x — X _ —X —
n - n—1 nn—1) - n—1 nb

koo |P k p ko\f k o

- — <2.B — - <2/3 — J—
PR (n—l * +(n(n—l)>>_ (n—l * +n/3>

Therefore ) ;_, |§ — xlﬁlpfﬁg (x)| is at most

n
k—1 p
b - _
D=
k=1
n—1

k .
+2°n Z(L,Tl " +n_’3> Pkl
k=0

T [y e

Since "n;lAn,l < A, < A,_1, we can finish the proof using the inductive assump-
tionon £ — 1. O

We now generalize Lemma 15 to derive bounds on the derivatives of the polyno-
mials ;.

Lemma 18 The derivatives of the polynomials T,; and t; are bounded as follows:
\Tn(f)(x)| < const; ¢ n’ (A,, (x))j_g, (33)
]t](.e)(x, n)| < const; n! (An(x))j#Z (34)

forall x €0, 1].
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Proof Differentiate the formula (26) £ times to obtain

%) e\ v m_J! i—m _(t—m)
T, (x)= Z <m>];(—n) m(k—’”)] Pue - (X).

m<min{j,¢}
By Lemma 17, each term is bounded by

U=m)==m) _ onstn’ (An (x))j_z,

n™ . pdm -const(A,, (x))
which proves the estimate (33). To get the analogous estimate for derivatives of 7; =
7rj, we run an inductive argument. Differentiating the formula (29) £ times, we get

. AN .
== (m 3 ST @7} (x, ). (35)
m=<{ s=2

. . . . . . (L—m)
Applying the inductive assumption on the derivatives © s (x,n) and the already

proven bound (33) on Tn(g") (x), we obtain the estimate

const; ¢ n* (A, (x))" " 0/ (An(x))j_s_Hm = const;j ¢ n! (A, (x))j_e

on each term in the sum (35), and therefore on the function |t}£) (x,n)| as well, prov-
ing (34). O

Next, we will show that the derivatives of the polynomials Q, , f approximate
the corresponding derivatives of f sufficiently well. This is known as simultaneous
approximation. Here is the precise result.

Lemma 19 Let f € C¥[0, 1], and let r := [a] — 1. Then, for any j =0, ...,r,

(1= Q) )V 0] < Croll fllce (An(x))* ™ forali x €10, 1],

where the constant C19 is independent of f and n.

Proof The case j = 0 of this lemma is contained in formula (22) of [3]. To prove the
result for all j, we use the fact that the Lorentz operator Q,, , reproduces polynomials
of degree at most r.

Our goal is to show that the jth derivative of the difference between Q, , f and f
at any point x is bounded by a constant multiple of || f | ca (A, (x))*~/ regardless of x.
Since O, , reproduces polynomials of degree r (by Lemma 14), we can subtract from
f its Taylor polynomial of degree » centered at x without changing the difference
Onrf—f YD (x). Thus, without loss of generality we can assume that the value of
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f and its derivatives up to order r are zero at x. Now, recall that

) " k
(Qurf = V() = (Z (f(;) - f(x))pnkm
k=0
@)
+ ZZf(”( )—n (x, n)pnk(x)) :

i=2 k=0

Differentiating these sums j times, we will obtain terms of two kinds. Terms of the
first kind are obtained from differentiating the first sum; they have the form

. k
Z(f(—) - f(x)) )
k=0 n

for some ¢ between O and j. Each of these sums can be bounded as follows, using
Lemma 17:

“ k
Z(f(;) - f(x)) Py ()
k=0

Ipnk )]

k
- —x
n

n
<> I flice
k=0

—0)—(j—¢
< const || f | c« (An(x))(a Um0
= const || f||ce (An(x))a_J‘

Terms of the second kind are obtained by differentiating any of the other sums for
i =2,...,r and have the form

Zf“)( ) e mpy )

for some £ between 0 and j. Taking into account that the derivatives of f up to order
r vanish at x, each of these sums can be bounded by

Zf(i)(%)nl 2O mypU 0 (x)

k=0

- k
<> lflce
k=0

- —X
n

o—i

1 i
—[5 @l

Invoking the bound (34) from Lemma 18 on the terms Iti(l) (x,n)|, we conclude that
the total is bounded by

n

1, - k" e
const | f llce— n (4,()) ™ Y|~ g )]
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The last sum, in turn, is estimated according to Lemma 17 to produce the final bound

const || fllce (An(x)) ™ - A% (x) = const || £ | ce (A ()

This completes the proof. g
Lemma 20 Ler f € C*[0, 1], and let r := [a] — 1. Then, for all x € [0, 1],

[(Qur NV )] < C20(80 ) M fllce (36)

with the constant Cyq independent of f and n.

Proof First, we may assume without loss of generality that f vanishes to order r
at x, since polynomials of degree at most r are reproduced by Q. , (Lemma 14)
and then annihilated by taking the derivative of order r 4 1, as well as by taking the
rth derivative followed by a difference at two points x and y. The assumption made
above implies that, for all i <r,

o—i

Mk k
‘ﬂ”(—) <const| fllce|— — x
n n
By direct differentiation of (28),
r r+l 1
(Qnr NV () = ZZ( )Zﬂ”( ) 7 mpy 0. (37)
i=0¢=0

Fix i € [0,r] and € € [0, r 4+ 1]. The summand corresponding to i and £ in (37) can
be bounded by

Zf(i)(%)nl 2O, mypr 10 (1)

k=0

n
<> Il fllce
k=0

13 1 -
—t O m]|ps W) (38)

k
- —x
n

Invoking Lemma 15, we note that the terms ni, |ri(£)(x, n)| are bounded by a constant
multiple of (A, (x))'~¢; therefore (38) is bounded by

arl

const || fllce (A (1)) ™ (An(0))* ™1 = const || £l ce (An (x))

This proves (36). g
Lemma 21 Ler f € C*[0, 1], and let r := [a] — 1. Then, for any x € [0, 1],

1Qn.rfllce = Carll flice , (39)

with the constant Ca1 independent of f and n.
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Proof To establish the bound (39), we need to estimate the expression

1(Qnr )V ) = (0 HV )] (40)

for two points x and y in [0, 1]. Without loss of generality, we may assume that
Ap(x) > A, (y). Consider two cases.

Case 1.If |x — y| = A, (x), then we estimate (40) using the triangle inequality and
the bound

[(Qnr f = PP 0| < const(An(x))* 1 fllce

from Lemma 19 on each of the two terms, (Q, f — f)(’)(x) and (Q, f — f)(’) (y).
Altogether, this bounds (40) from above by

const || fllce (An(x)) ™ < const]| flcelx — y|" .

Case 2. If [x — y| < A, (x), then |x — y| < (A, (x))"T1=%|x — y|*~", so for some
& between x and y,

[(Qnr )V ) = (Qny )]
= (Qn, HTVE) - |x — yl
< const(4, () fllce - (An(x))

e P (41)

Lemma 12 implies that A, (x) < 4A,(£), and inserting this bound in (41) estab-
lishes (39). O

Lemma 22 Suppose that f : [0, 1] — R satisfies | f"+D (x)| < (A, (x))P for some
B €10, 1] and all x € [0, 1]. Then, for all x € [0, 1], we have

|(Qnr V)] < Caa(A0 )77, (42)
with Cyy = Co(r, B) a constant independent of f and n.
Proof To prove (42), we may assume as in the preceding theorem that f vanishes to

order r at x. This implies that for all i <r and z # x in [0, 1], there exists & between
x and z such that

@) —
[/ (2)] < |f(r+1)(€_-)| < (An(g))iﬁ < 2(An(x))'3<1 + |x Z|)’ 43)

|z — x|+ An(x)

where the last step used (9) taken to the power 8, and the inequality [x —&| < |x —z|.
Recall the expression (37) for (Q,,,,f)(’“)(x). Fixi e[0,r] and £ € [0, r + 1].
The summand

N oofk) 1
Zf")(;);rf“(x,n)pf;“‘“(x)

k=0
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corresponding to i and £ in (37) can be bounded using (43) and Lemma 15 by

r+1—i |

(An(x))_ﬁ( . ( )|)(An(x))l £| (r+1— Z)(X)’ (44)

- —X

Invoking Lemma 17 twice, we conclude that (44) is bounded by

(A (X))Z i+1

const(An(x))_ﬂ(An(x)) ((A (x )) A, (x)

) < const(A,(x)) P

This proves the lemma. g

5 The Iterative Construction

The goal of this section is to prove the sufficiency part of Theorem 8. This will be
achieved via an iterative construction of the approximants f, that are subsequently
adjusted downward and upward to produce the approximants g, and h, satisfying
the required consistency conditions listed in Result 3 in the introduction. We begin
by analyzing the behaviour of the degree n + r Bernstein coefficients of O, , f.

Lemma 23 For every € > 0, there exists no such that for n > ny, the degree n +r
Bernstein coefficients of Qn,r f are between minyg, 1] f — € and max[o,1] f + €.

Proof Recall that

f(/)(k
Ourf= Z(Z 7 (x, n))pnk(x)

k=0 \ j=0

The ith Bernstein coefficient of ; (x, n)/n-/ € B; is bounded by Cg. min(n~%, n'=7)
by Corollary 16. This implies that the Bernstein coefficients of fU )(k)r j(x,n) /nl

COﬂﬂt

for j > 1 do not exceed maxi<j<r | f ()| . Since the Bernstein coefficients of
ZZ:O f (S) Dn.k(x) are between min[, 1] f and max[o, 1] f, we conclude that the Bern-
stein coefficients of 0, , f € B, 4, are between minyo 1] f — °°n5‘ maxi<j<r I £ 00
and max(o,1] f + 2 max; <<, | /) ||loo, from which Lemma 23 follows immedi-

ately. g

Lemma 24 Let r :=[a] — 1. If fD(x) < (A,(x)* 7 (j=0,...,r) forall x €
[0, 1], then the degree n 4 r Bernstein coefficients of Q.. f are dominated by those

of
Culx+(1— x)]r|:Z<An <§>) Pn,k(X)],
k=0

where Caq does not depend onn and f.
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Proof This lemma is a bit trickier. Separating the contributions given by different
Jj=0,...,r, we see that it would suffice to bound the coefficients of

n aj ,
(S (0(8)) ] 252
=0 n n

by those of [ZZZO(An(S))“pn,k(x)][x +(1=x))/ (possibly with some constant fac-
tor). Since both polynomials have symmetric coefficients as Bernstein polynomials
in B, 4+, and since we may assume without loss of generality that n > 3r, we see that
it is enough to prove that

 ()a2) mbrnze 2 ()(a())

0<s<u 0<s<u
0<t<j 0<r<j
n+r 2n
forO<u < < 3

Note that An(%) is comparable to A, (;) for |s —u| < j < r. This allows us to reduce
the inequality to

)3 () min{n~", '~/ St[z ()}A()

S+t=u
0<s=<u 0<s<u
0<t<j 0<t<j

We shall keep just one term (Z) (A,,(%))j on the right and use the estimate (';) =
(,,) < 3’(%)’('}:) valid for u < %”, t > 0. Since t < j <r, we only need to show that

u—t
t t t J
u ; —t r—jy _ e W H <cl A u
(n) mm{n ) } _mln{n2t, i } < nl .

But (A,,(%))j > n%, which takes care of u = 0 (with the only possible ¢t = 0), and if

1/2 . . t t
1 <u<2 wehave An(5) = C*%—, so it suffices to prove that mln{ﬁ, %} <%

or equivalently, min{(% =% , u’_% < 1. But the first term is less than 1 for ¢ > 1,
q y ) 2

and the second term is not greater than 1 for ¢ < % O

Iterative Construction of f, Leta >0, o ¢ Z, hence r = |«|. Assume that f €
CY[0, 1] satisfies

O<minf <max f < 1.
[0,1] f= [0,1] !

Fix ng € N and b = 2° to be chosen later. Denote A := {6 ng : m > 0}, and define f,
forn € A by

fno = Qno,rf,
Jn = fasp + Onr(f — fuyp) forn > no.
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Our task is to show that f,, — f, that the Bernstein coefficients of f;, are between &
and 1 — § for some § > 0, and that the Bernstein coefficients of Q, ,(f — fu/») are
dominated (up to some constant factor) by those of

[+ 1-n] [042 (An (S))apn,k(x)}.

We will do it in four steps.
Step 1. Estimate for f,1(r+1). We will show by induction that

AP <2Co0ll fllea (A0* 1 on [0, 1], 45)

provided that b is chosen large enough. By Lemma 20, the inequality (45) holds for
n = ng. Assume that it is true for n/b in place of n. Write

LD < [ £ 4 1@ Suyo) 0|+ (@ YTV

According to Lemma 20, the last term is bounded by Cagl| f||ce (AL By the
induction hypothesis,

1 —r— —r— —p—
£ < 2Ca0l1 fllce (Anp)™"~F < 26 D20 £l ce (A)* ",

n

whence by Lemma 22 (with proper renormalization)
Qs fuyp) "D | < 2C22b "=V Copl fllca (A)*

If b is chosen so large that 2(1 + C2)b@~"=D/2 < 1 we can add these three estimates
to get

| A0 <280l fllce (A1

Moreover, we see that

1 e e
[ = Qo) ] "0 | < 200+ C)b @7~ D2Cog | fllca(An)* 1. (46)
Step 2. An estimate for || fu|lce. We will show that
| fullce <2Ca1|lfllce, provided that b is large enough.

Again, we will argue by induction. Lemma 21 yields the base case n = np. Assume
that the statement is true for n/b. Write

fn = - Qn,r)fn/b + Qnrf

Since || Qn.r flice < Ca1ll fllce by Lemma 21, it suffices to show that the C*-norm
of the function

v.=(- Qn,r)fn/b
is bounded by Co1 || f |l ce.
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We need to estimate |¥ ) (x) — ¥ ") (y)|. Without loss of generality, we may as-
sume that A, (x) > A, (y). Choose a big positive constant A and consider two cases:
Case 1. |x — y| > AA,(x). Then

) —w O] < gD+ e )|
<2C19Ca1 || fllee ((An )" + (A0 (1))
<4C19Coll fllce (An ()"

<4C10A~ @ ol fllcalx — y*,

and we get the desired bound if C19A_(°‘_’) <1.
Case 2. |x — y| < AA,(x). For this case, we will use the estimate

| @D <2(1+ )b @ D2Ch0 ]| fll ce (An)* !
obtained in (46). Write
e x) =) = e E)|Ix -yl

for some £ between x and y. Now, by Lemma 12, A, (§) > [2(1 + A1 1A, ().
Combining this with the above estimate for |& " +1|, we obtain

(WD @) |Ix =yl <21+ Co)b @D 2Cy |l fllca [21 + )] T
x A1 (A, W)] T x -y
<2(1+ Co)[2A(1 + A)] T @D 2 0o £l — y|*
and we get the desired conclusion if
2(1+ Co)[24(1 + )] H Tople D2 <.

Step 3. An estimate for (f — f,)Y). Since f — f = — Qu.,)(f — Snyp) for
n > bng and we know that || fu/pllce < 2Ca1]| fllce, we can invoke Lemma 19 to
conclude that

|(f = )| < Cro(l +2Ca) I fllce (A)* ™ for n > bny.

The same, or an even better, estimate can be derived for n = ng from the representa-
tion f — fu, = (I — Qy,) f. In particular, we see that f;, — f uniformly in [0, 1].

Step 4. Estimates for Bernstein coefficients. It follows now from Lemma 24 and
the result of the previous step that the degree n +r Bernstein coefficients of Q, ,(f —
fn/b) are dominated by those of

rlw k
C24C19(1 +2C21)b*?|| fllca[x + (1 = x)] [Z(Anf’(;)pn,k(x)}
k=0
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(here we used the inequality (A,p)/ < b//2(A,)7 < b%/?(A,)7 for 0 < j <r). Since
the latter coefficients are bounded by

C24Cro(1 +2C2)b*"?|| fllcan ™/,

we see that the degree n 4 r Bernstein coefficients of f, differ from those of f,, at
most by the factor

const Z n_"‘/sz*waa/z.

neA,n>ng

Now, fix § > 0 such that

286 < min f < max 1-26
= [0,1]f o1 J=

and choose ng large enough so that C, - n, */2 _ 5 and the degree n + r coefficients
of Qn, f are between 26 and (1 — 25), which is possible by Lemma 23. Then the
degree n + r Bernstein coefficients of f, are between § and 1 — § for all n € A such
that n > no.

Step 5. Construction of g, and hy,. Set

) x(1—x)7%?
on(x) = — [—] , 47)
n n
where 6, will be specified later, and define

gn:=fo—[x+ A=) DBupn,  hy:=fo+[x+ (1 —x)] DByp,. (48)

The constant D here is to be chosen later. Clearly, the degree n + r Bernstein coeffi-
cients of /,, are greater than those of g,. Also, since |@,| < §D~! for large n, we see
that the Bernstein coefficients of g, are positive and those of A, are less than 1 for
sufficiently large n. It remains to show that the Bernstein coefficients of g, “increase,”
those of /i, “decrease,” and that g, — h, = O((A,)%).

Lemma 25 The functions ¢, defined in (47) satisfy
B, < constg, < const(A,)”.
Consequently, h, — g, = O((Ap)%).

Proof Since ¢, is comparable to (A,)%, it suffices to show that

n k o o
Z(An<;>> pn,k(x) =< C(An(x)) .
k=0

Recall that, by Lemma 12,

((5)) =2 (1+ 52 o =2+
"\n)) ~ A (x) ! - ’

X — —

k o
N .
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Now, the first term yields the sum

22(A,(0))* Y pak(x) =27 (A(0))%,

k=0
while the second one yields the sum

n

22(1 Z

k=0

kOl
X — —

P, (x) < const(A,(x))”

due to Lemma 17. The desired bound &, — g, = O((A,)%) now follows from (48).

Next, we want to show that

(Buwn) =20 (1 +y)B2ngon, (49)

with some y > 0. To perform this comparison, we multiply the left-hand side by
[x + (1 — x)]" and expand. We thus see that this claim is equivalent to the system of
inequalities

k n n k
Z ( )>(1+7/)<p2n< ) for 0 < k < 2n.
n 2n
j=0
Denote the coefficients G )((k) ) by oy, j. Note that ¢, > 2e/ 2(,02”, which immediately

takes care of k =0 and k = 2n with any y < 2¢/2 _ 1. So, we will assume below that
1<k<2n-1.
Note that the function

T(x) = [x(1 =]

satisfies the inequality

Yx+)+7T(x—1) Cu 2
2 = T(x)|:1 " min{x, 1 —x}zt i| 50)

for 0 <t < min{x, 1 — x}, provided that ¢, is large enough.
Indeed, when 0 <t < % min{x, 1 — x}, (50) follows from the estimate |7 (§)|

ﬁ, valid for all & € [x — ¢, x + ¢], and when

A

const

1
Emin{x, 1—x} <t <min{x, 1 —x},

the inequality (50) is trivial, provided that ¢, > 4. Taking into account that oy ; =
Ok k—j» 2.0k =1 and that oy j = 0if |£ — 3| > min{5;, 1 — 57}, we obtain

;Gk”r(%)w(z];)[l min{k, 2n—k}2Z k’( 7)2]
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k cak(2n — k)
=7T(—)|1——
2n min{k, 2n — k}24(2n — 1)

k Ca
>7r{—)|11-— |,
2n 4min{k, 2n — k}

because one of the factors k and 2n — k equals min{k, 2n — k} and the other one does
not exceed 2n — 1. Thus

JY_ b 1 J
Sonson(2) =+ an Do (2)
J J

Ou 1 k Ca
>—+—7" = ||l -
n®  n%?2 \2n 4min(k, 2n — k)

We have to compare that with

| K\ [ 6. L (k]
( +”"’”’(ﬁ)‘[(w+<2n>w/2 (%ﬂ( -

H'V) > 0if y <2%—1. Subtracting the second terms,

Clearly, =% Yo e

we get
r k 1 | 1+y Ca
n ) nel2 20/2 4min(k,2n —k) |’

which is nonnegative if y < 2%/2 — 1 and if k or 2n — k is larger than some con-
stant K, = K, («a, y). But, for min(k, 2n — k) < K, we have T(2 ) < [2*]‘)‘/2 and,

N a2 .
thereby, the difference is (in absolute value) at most =% ‘ K o which is dominated by
1+y

) -, provided that 6, was chosen large enough This proves (49).
An 1mmed1ate corollary is that

(Bn/b(/)n/b) >n (1 +y)Bnon

for every n € A\{ng}. Thus, the Bernstein coefficients of

[x+ (1= )] Bupponyp)[x + 1 =0]" """ =[x + (1 = 0)] Buga

are at least as large as those of y[x + (1 — x)]" B,¢,. Since ¢, > (A,)% (provided
that 6, > 1, of course), we see that the latter dominate the Bernstein coefficients of
On,r(f — fasp) with some small constant. Choosing D large enough, we turn this
into true domination, which finishes the proof of “monotonicity” of the Bernstein
coefficients of g, and h,,.

6 Revisiting the Claim of Lorentz
The goal of this section is to demonstrate that Lorentz’ Claim 10 made in [3] is

invalid. Our counterexample will be constructed in several steps. We begin with some
elementary observations about Bernstein polynomials.
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Lemma 26 Let B [a, b] := {3 }_ycx(x —a)* (b —x)""* : ¢, > 0}. Then

(@) Bfla,bl C B} la.b],

(b) Byfla,bl-Bjila,bl C Bf,,la,bl,

(c) Bfla,b]l C B)flc,d] for every subinterval [c, d] of the interval [a, b],
(d) B;:' [a, b] is a convex cone of functions.

Proof (a) Multiply by 1 = ﬁ[(x —a) + (b — x)] and distribute.
(b) Multiply out.
©x—a=(c—a)+(x—c)eBilc,dl+Blc,dl=B[c,d] and

b—x=(b—d) +(d—x)eBflc.dl+B[c.dl=Blc.dl.

Hence, (x — a)k(b —x)" % € B]“L[c, d]" C B)f[c,d].
(d) Obvious. O

Lemma 27 Suppose that p is a polynomial of degree n with real coefficients such
that p(0) > 0 and p has no roots in the unit disc {|z| < 1}. Then p € B [—1, 1].

Proof We have p(x) = a]—[ﬂ(x ) ]_[y(y — ) [, (x — A)(x — A), where B are
negative roots, y are positive roots, A are complex roots with positive imaginary
parts, and o > 0. Now

x—B=@+D+(=p—-1) and —B—-1>0.
Thus, x — B € BT[—I, 1] for all B. Similarly, y —x € B;L[—l, 1] for all y. Now

(x—Mx—1) = X2 - 2Re(Ax) + |)\|2 is a convex combination of
(1A —x)% and (x + |A]).

Moreover, since |[A| — x € B;L[—l, 1land |A] + x € B;L[—l, 1], we infer that
(1Al —x)? € Bf[—1,1] and (JA| +x)* € BS [-1, 1]. O

X

Lemma 28 The Taylor polynomial Py, of degree 2n of the function e™ * at 0 has no

roots in the disc {|z| < **}.

Proof Let |z]| < @ Then

2k 2\ k 2\ k
e — Pou(@)| < %52(%) §Z<e|z|> <Y et
. n

k>n k>n k>n k>n

—z2

<e "< |e

9

and the result follows. O
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In the sequel, we will make use of the inequality

—Zz n

°[%

le™ — Py (2)| <e™ forlz| <

obtained in the course of the last proof.

The following lemma is proved analytically, but the motivation of the construction
is probabilistic. The Bernstein approximation B, f of a function f can be viewed as
the expectation of f(X/n) where X is a Binomial random variable with parameters
n and x. The Central limit theorem yields convergence of scaled Binomial variables
to Gaussian variables, so the Bernstein approximation is close to the convolution of
f with a suitable Gaussian variable.

; .. nx?
Lemma 29 Suppose that v is a positive measure on R such that g :== v % e

is bounded on the entire real line. Then there exists py € B;()On[—l, 1] such that
lg — pallLer—1,11 < 37" (gl co-

Proof Note that x — P, (+/n(x — 1)) has no roots in the disc {|z — | < %}. If
|t] < 2, this disc contains the disc {|z| < 1}, so Py (v/n(x — 1)) € B;E)On[—l, 1].
Now set

Pn = Vl[—2,21 % Paoon(+/n ) € By, [—1.11.
For all x € [—1, 1], we have

-2

|g(x) = pa()| = /2 e 00 du(r) + / e "0 dy(r)

o]

2
+ / e _ Py (i (x — 1)) dv(@)
-2

=h+DL+1.

But e — Pyou(ya(x — 0)] < 1% as long as [x — 7] < 1. So I3 <
e~ 100n f_22 dv(t). On the other hand, since

1 Jn
2 1 2 1
e dy = f e dx > ’
/,1 NI NG

the definition of g implies that

3 1 2 2 1 2
gl -62[ g(x)dxz/ e dx/ dv(t)=—f v o).
= -3 —1 -2 2Jn )
So I3 <e 1912 /niglloe < e gl
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n

. _ 2 v .
Now, since for every y > 0,z > 1, we have e n(y+2)" < e=""e~" we obtain

o0 o
L= / e du(r) = f e MU=+ gy (g
2 2

o0
< / e e dy(r) <e"g(2) < e "(Iglloo
2

and, similarly, I» < e "||g|lco. Bringing these three estimates together, we arrive at
the conclusion of the lemma. O

Corollary 30 Let E, := {v % e_’“‘z}, where the measure v satisfies the assumption of
Lemma 29. If f : R — [0, 1] can be approximated by functions g, € E, on the entire
line with an error O(n~%'?), then f can be approximated by p, € B;f[—l, 1] with
an error O(n=%%) on [—1, 1].

Proof Obvious from Lemma 29. g

Now fix @ € (0, 1). Our next task will be to construct a function f : R — [0, 1] that
is approximable by functions g, € E, with an error O (n —a/ 2) but is not in the class
C%[—1/2,1/2]. Note that E; C E; whenever A < 1/, so it does not matter whether
we consider only integer values or all real values of # in our statement.

Fix h € (0, 1) and m € N and define

_ _ kh 2 2 xXJm\2
Jhm(x) ::hZe e ) :hZe_”h k==57)7,
keZ keZ

. . . 2.2 2732
Recalling that the Fourier transform of the function x + he™™"™* Y h

and using the Poisson summation formula

Y Fle+x) =) F@em,

keZ Lel

isyre

we get
22 o
fh,mzze 7l*/h e 2nz@x¢n_1/h'
LeZ

This representation immediately implies that f}, ,, attains its maximum at x = 0, and
that

fim =11 Y e/ < 2e‘”/h2<1 + Ze—”g/hz)

LeZ\{0} >3
< e/
h 252 27,2
.fh,m(o)_.fh,m(—>ZZZCﬂZ /h :2267”Z /h +
Zﬁ £ odd 1e|=1
> 4o~/
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Also note that fj, , € Exp,.
Now let A denote the set {2/ : j =2,3,4,...}. Choose h,, so that

e_ﬂ/hlzn 1

(logym)? ~ ma/2”

This choice makes sense for m > mo(c) > 4. Define A’ :={m € A :m > mg(«)} and

f = Z 2fhm m-
meA’ ( 082 m)
For every n € N, let
= T Gttt ¥ et
8n ‘= (log m)2 hp,m TN

log, m)?
meA’ ,m<n me/\’m>n( €2 )

since g, is a finite sum of elements of E,, with m <n plus a constant. Now

1 1 2
If—gl= ) oz oz Mimm = U = P — R

2
meA ,m>n (10g2 (10g2 m)

=4 Z m~%/? < constn~%/?.

meA ,m>n

meA ,m>n

On the other hand, for every m € A’, we have

—n/hZ

o S € by 2 ,C P
f(0) f<2ﬁ>z<2zoz;de )(1og2m) >4(10g2m)2_4m .

Thus,

4m—/? o
I fllce=1/2,1/2) = ————=— = 16h,* = 00 asm — oo,

(hm [ (24/m))*

so f is not in the class C*[—1/2,1/2]. So, we have obtained a function f ¢
C%[—1/2,1/2] such that it can be approximated by polynomials p, € B;,“ [—1,1]
at the rate O (n=%/2).

Consider the function f x) = f(x) - x(l — x) and the polynomials pn (x) :=
Pn(x) - x(1 — x). The polynomials are in B ,o[—1, 1] and the function f satisfies
the condition

|f(x) — ﬁn(x)’ < x(1 —x)constn~%/? < const(,/ x(ln——x)> < const(A,, (x))a.

Claim 10 is thus disproved.
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7 Further Questions and Remarks

In this section we will make a few additional remarks on this and some related prob-
lems. We begin by discussing a conjectural characterization of simulation rates in
case « is an integer. In that case, the classical problem of approximating a given func-
tion by polynomials of degree at most n already has a somewhat different solution,
as we now explain.

Definition 31 Let o € N. A function f is said to be in the smoothness class C**[0, 1]
if f is r := a—1 times differentiable and the following condition holds:
The symmetric modulus of continuity of f)

o*(fO )= sup  [fPC+0)-2fC0) + O —1)

t<h, x€[t,1—t]
is of order O (h). In that case, we use the notation

w*(f", )

I fllcas == sgp W

Remark 32 The class C**[0, 1] is also known as the generalized Lipschitz class, and,
for @ = 1, as the Zygmund class we already defined in Sect. 3 (also see [1, Chap. 2,
Sect. 9]).

The characterization of the best polynomial approximation in case « € N is then
given by the following result:

Result 33 (see, e.g., [1, Chap. 8, Theorem 6.3]) Let a € N. There exists a sequence
of polynomials (p,), where the degree of p, is at most n, satisfying

|pn(x) = £ = O((An(0))**)  forall x € [0, 1]
ifand only if f € C**[0, 1].

Motivated by this result on unrestricted polynomial approximation, we therefore
conjecture a corresponding characterization of simulation rates.

Conjecture 34 Let o € N. Let f € C**[0, 1] be a function bounded strictly between
0and 1. Then f can be simulated at the rate (A, (x))* on [0, 1]. Precisely, there exist
polynomials g,, and f, satisfying conditions (1)—(iv) of Result 3 and bound (7).

In Theorem 13 of Sect. 3, we have already verified the converse: if f is simulable
at the rate (A, (x))% on the interval [0, 1] where « € N, then f € C**[0, 1].

Finally, we note that for any o > 0, it is natural to ask which functions f can be
simulated with a finite « moment, i.e., when is there a simulation algorithm for an
f (p)-coin such that the number N of tosses of p-coins and fair coins it uses satisfies

EP(N“)(z > nBy(N > n)) < 00.

n=1
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We suspect that the precise criterion should involve the Besov smoothness of f, with
proper attention to boundary effects; see, e.g., [1, pp. 54-57] for the definition and
basic properties of Besov spaces.

Open Access  This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
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