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Abstract

We fully characterize quasiconvex hulls for three arbitrary solenoidal
(divergence free) wells in dimension three. With this aim we establish weak lower
semicontinuity of certain functionals with integrands restricted to generic two-
dimensional planes and convex in (up to three) rank-2 directions within the planes.
Within the framework of the theory of compensated compactness, the latter repre-
sents an example when the differential constraints fail the constant rank condition
but nevertheless the so-called A-convexity still implies lower semicontinuity and
o/ -quasiconvexity (which essentially means that rank-2 convexity implies
S-quasiconvexity—that is quasiconvexity in the sense of the divergence-free dif-
ferential constraints—on the planes). The proof employs a version of Miiller’s
estimates of Haar wavelet projections in terms of the Riesz transform. The above
semicontinuity result is then applied to the three solenoidal wells problem via ana-
logs of Sverdk’s “nontrivial” quasiconvex functions and connectedness properties
of the rank-2 envelopes. As another application of the semicontinuity result, we
obtain a “geometric” result of a more general nature: characterization of certain
extremal three-point H-measures for three-phase mixtures (of three characteris-
tic functions) in dimension three. We also discuss the applicability of the results
to problems with other differential constrains, in particular to three linear elastic
wells, and further generalizations.

1. Introduction

The problem of characterizing microstructures which may result from mixing
a given set of component “phases” emerges for example in variational modeling
of martensitic phase transformation, see, for example [1,26] and further references
therein, as well as in bounding effective properties of composites, see for example
[4,23] also containing numerous further references. The mathematical approaches
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use the notion of relaxation for the underlying (non-convex) energy minimization
problem subjected to appropriate differential constraints and lead to the deploy-
ment of fundamental mathematical concepts of quasiconvexity, Young measures
and associated mathematical theory of compensated compactness [28,45].

Within the above general framework, this paper addresses two distinct specific
problems, which appear related at the fundamental level. The first problem is the
characterization of the S-quasiconvex hull K ¢ of a set K of three 3 x 3 matrices
subjected to divergence-free differential constraints. The second one is the charac-
terization of extremal three-point H-measures for mixtures of three characteristic
functions in dimension three. Both problems are resolved via, in particular, an
application of a non-classical version of a semicontinuity result of the theory of
compensated compactness, developed in this paper following the ideas in [24] and
most recently in [19].

The first problem, although of an intrinsic mathematical interest, is also directly
relevant to bounding effective properties of composites, cf., for example [11,23].
To be specific, it is stated as follows: given a set K = {A}, Ay, A3} C MB3>3 of
three real 3 x 3 matrices, characterize the set K gc of all matrices By such that there
exists a sequence {By,} C L2 (R3, M3*3), L2 _equi-integrable, Q-periodic, with

loc loc

0 = (0, 27)3, and such that

DivB, =0 in 7/(R3, R?),
dist(Bj, K) — 0  locally in measure as h — 0o, (nH
]CQ B, = By v h.

When the fields Bj, are curl-free rather then divergence-free, and, thus, are gradi-
ents of suitable vector-fields, the analogous problem was solved by SVERAK [40].
More generally, problem (1) falls into the framework of .<7-quasiconvexity where
the differential constraint on the fields By, is replaced by more general ones (see
for example [9]). Notice that the problem is stated in (1) within the L2—theory,
although the results could be extended to the L”-theory context, | < p < 0o, see
[19] containing all the relevant additional technical ingredients.

As recently shown by Palombaro and Ponsiglione [33], non-constant solutions
to the “exact” version of problem (1), that is non-constant divergence-free fields
taking values in K almost everywhere, may only exist if K contains rank-2 connec-
tions, more precisely if rank(A; — A;) < 2 forsome i 7 j (the rank-2 connections
correspond to pairwise compatibility under the divergence-free differential con-
straints). In contrast, as shown by GARRONI and NEsI [11], there exist sets K with
no rank-2 connections for which the problem of “approximate rigidity” (1) admits
solutions for some By ¢ K. Such examples in [11] correspond to the cases when
the two-dimensional plane through K contains three distinct “rank-2 directions”
and the mutual position of Ay, A, and A3 is such that the rank-2 lines through them
form an “inner triangle” inside the convex hull of K, like in Fig. 1(1) below. This
is analogous to similar constructions, also involving an inner triangle, employed
for example in [30] in the context of optimal microstructures for conducting poly-
crystrals, in [2] in the context of mutual compatibility of three pairwise incom-
patible linearly elastic wells, and in [39] in the context of extremal three-phase
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H-measures (see also below). The inner triangle construction is, in turn, remi-
niscent of the so-called 74 configuration for four mutually compatible although
pairwise incompatible gradient fields. The latter was used in different contexts by
various authors, for example in [36] in the context of counterexamples to regularity
of elliptic systems (see also [27] for recent advances) and by TARTAR [48] as an
example of a mutual compatibility of pairwise incompatible matrices with result-
ing failure of compactness for associated sequences of gradient fields, followed
by numerous publications. The construction involving the inner triangle will play
an important role in this paper too, and we refer to all three point sets that enjoy
this property as sets of Type I. One of the main results of this paper (Theorem 5)
asserts that if K contains no rank-2 connections then the set K gc is non-trivial,
that is K 2 K, if and only if K is of Type 1. This is somewhat analogous to a
recent result in [6] on the triviality, in the context of gradient fields, of the quasi-
convex hulls for sets of 2 x 2 matrices containing neither rank-1 connections nor
T4 configurations.

The characterization of K (S]C when K is of Type 1, is performed in two steps.
First one seeks an inner bound for K zc, and then one proves the optimality of such
bound. An explicit construction for the inner bound is provided by an “infinite-rank™
sequential lamination, the idea successfully exploited earlier in a number of differ-
ent settings, see for instance [2,30,36,39,48]. All the essential details specifically
for the divergence free (Div-free) context are found in [11].

Establishing the optimality of the inner bound requires an additional analysis.
For the T4 configuration of the approximate non-rigidity for four pairwise incom-
patible gradient wells, one way to prove the sharpness of the inner bound is by
employing the SVERAK’s [41] “nontrivial” quasiconvex (but not polyconvex) func-
tion det™. Our motivation is somewhat similar in spirit. For this we construct a
suitable modification of a function (originally introduced in the study of compos-
ites in homogenization, for example [46]), which is rank-2 convex and quadratic
and, therefore, quasiconvex in the space of Div-free fields. This modification is
a function defined only on a “model” two-dimensional plane determined by the
three-wells and partially resembles the Sverak’s function since it behaves like det™
function and is rank-2 convex on the plane (see Lemma 4).

A crucial accompanying ingredient is in establishing weak lower semicontinuity
of functionals with rank-2 convex integrands on the above generic two-dimensional
plane (the central Theorem 1), which may be of an independent interest. Within
the framework of the theory of compensated compactness, the latter represents an
example when the differential constraints fail the constant rank condition, thereby
invalidating the classical proofs, for example [9,29]. Nevertheless, akin to examples
in [19,24] for diagonal gradient fields, the weak lower semicontinuity is still equiv-
alent to .2 -quasiconvexity—in this particular context, to S-quasiconvexity, that is
quasiconvexity in the sense of the divergence-free differential constraints—on the
planes. Moreover, the so-called A-convexity (specifically, the rank-2 convexity on
a generic plane) implies the S-quasiconvexity.

For proving the latter semicontinuity result, we closely follow MULLER [24] and
utilize in an appropriate way three-dimensional modifications of Haar wavelet pro-
jection estimates in terms of the Riesz transform. In [24] MULLER, in the context of
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the L?-theory and in dimension two, employs techniques of harmonic analysis such
as Paley-Littlewood dyadic decomposition and almost orthogonality, see for exam-
ple [38], while the most recent work [19] extends the results not only to arbitrary
dimensions but also for an L”-theory, 1 < p < 0o, by additionally employing the
advanced tools of the Calderon-Zygmund theory. Both [24] and [19] subsequently
apply the Haar projectors—Riesz transforms estimates for deriving the semicon-
tinuity for separately convex integrands on diagonal gradient fields. Nevertheless,
we believe that our generic semicontinuity result, Theorem 1, is essentially new, as
well as allows interesting applications and further generalizations as presented in
this paper and beyond, see for example [32].

As a first application, Theorem 1 allows us to fully characterize the
S-quasiconvex hull for all sets of Type I. In other cases, when K does not con-
tain any rank-2 connection but is not a set of Type I, we first employ the above
mentioned analog of Sverdk’s function to “disconnect” the set Kgc (which coin-
cides with the rank-2 convex hull K’%) and then employ connectedness properties
of rank-2 envelopes, following from results of KIRCHHEIM [16] and MATOUSEK [20]
(see Lemma 6). This allows us to prove that in such a case necessarily K gc =K
(Theorem 3). All the remaining cases (see Definitions 3 and 4 and the subsequent
Remarks) can be treated without any special difficulty (see Theorem 4 and Propo-
sition 4, and Theorem 5 for a full catalog).

The second, related, problem addressed in this paper is the characterization of
the H-measures associated with three-phase mixtures in dimension three. Problem
(1) is equivalently reformulated in terms of a relaxation of a three-well energy
(N = 3) as follows. Given the function F(n) = %min{ln —A;l%,i=1,...,N},
neM> NeNN =2 and6 e (0,1)N with >, 6; = 1, characterize the
S-quasiconvexification of F, Q%F , at fixed volume fractions 0:

2

N
N+ B(x)— > xiAi| dx.  (2)

i=1

Here V is the space of leoC (R3, M?*3) functions B(x) which are Q-periodic,
DivB =0 in @/(R3, R3) and fQ Bnp,=0,and x;’s,i = 1, ..., N, are characteris-
tic functions of disjoint measurable subsets of Q. Zero sets over all 6, that is such n
that Q% F (1) = 0 for some 6, equivalently re-define the S-quasiconvex hull K¢°.
Problems similar to (2) emerge in the framework of linearized elasticity, with the
function F being the minimum of N quadratic functions of the linearized strain with
same elastic moduli but different stress-free strains (see, for example [2,17,39]).
More generally, one could consider a problem analogous to (2) for rather arbitrary
differential constraints (in the above-mentioned framework of .27 -quasiconvexity).

One approach to these problems is based on the idea of using Fourier analysis,
following earlier precedents in the metallurgical literature, for example [15]. As a
result (2) is equivalently reformulated into a problem of minimization with respect
to special objects characterizing the “intensity” of the oscillations (of the charac-
teristic functions) in various directions, the H-measures, introduced by TARTAR
[47], and independently by GERARD [12], the idea proposed and advanced in this
context by KonN [17]. This approach was developed further by SMYSHLYAEV and

vn e M**3 Q%F(n) := inf inf l][
Z QF ) = inf inf 31
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WiLLis [39], who first argued that for a rather generic nonconvex function with a
quadratic growth (namely the difference of a quadratic function and of another con-
vex function) the quasiconvexification problem can be reduced to (“kinematically
unconstrained”) non-local minimum energy principle. This followed the general
methodology employed before for nonlinear composites by TALBOT and WILLIS,
for example [43], consistently with the thesis on the “non-locality” of quasiconvex-
ity, [18]. Further use of the Fourier transform naturally leads to the reformulation
in the language of H-measures, in particular for multi-well energies with quadratic
wells as in (2). This reduces the problem of relaxation to that of characterizing the
extremal points of the (weak* compact, convex) set of H-measures.

‘When the number of phases is two, N = 2, the set of the H-measures is known
and the relaxation of a two-well energy may be explicitly computed [17] (see also
[35]). In contrast, for N > 2, the H-measures are not fully characterized. It is known
that they satisfy some necessary restrictions [17], but these are in general not suffi-
cient. For N = 3, SMYSHLYAEV and WILLIS [39] explicitly characterized the bigger
convex set (the “superset”) described by the known restrictions for the H-measures
(whose extremal points are matrix Borel measures supported in no more than three
Dirac masses). They also provided a sufficient condition by showing that among
these critical points there is a large class of actual H-measures, realized generally
by an infinite-order sequential lamination, and considered applications to three-well
problems with gradient and linear elastic constraints (see also [10,13]).

In the present paper we prove that the above condition of realizability is essen-
tially necessary, at least for all the measures supported on three linearly independent
directions. As a result we are able to fully characterize certain extremal three-point
H -measures (Theorems 7, 8 and 9). One strategy for achieving this is the following.
We study problem (2) for N = 3, and, following the recipe of [17], rewrite it as a
minimization over the H-measures. We use next an algorithm of [39] which allows
one to compute a lower bound on Q%F by minimizing over all extremal points
of the superset. We find that every three-point extremal measure of the superset
supported on linearly independent directions is the unique minimizing measure
delivering a zero lower bound on Q%F at n = > ; 6;A;, for a suitable choice of
A1, Az, Az and 6. Then we use the results of the first part of the paper to establish
the attainability or otherwise of this lower bound. Namely, the measure in question
is an H-measure if and only if the zero lower bound is attained, that is if and only
if QGSF(r;) = 0, equivalently, n € K% with K = {A1, Az, A3}. We briefly sketch
also an argument for establishing these results directly for the H-measures (Remark
8), with both approaches equivalent at a fundamental level via crucially relying on
the key Theorem 1.

An attractive feature of the H-measures is that those are purely “geometri-
cal” objects, that is they do not depend on the differential constraint but only on
the microgeometry of mixing the characteristic functions. They thereby separate
the microgeometry of mixing from the differential constraints, which makes the
new H-measures’ results potentially applicable to other problems of relaxation, for
example, just to mention one, to that of linearized elastic wells, as we also briefly
explore in this paper.
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The structure of the paper is as follows. In Section 2 we define the S-quasiconvex
hull and discuss its relation to the S-relaxation with fixed volume fractions. Sec-
tion 3 reviews the results from [11] and [33], provides the main tool for proving the
(sharp) outer bound for the S-quasiconvex hull K gc of an arbitrary three-point set
(Lemma 4, Theorem 1 and Corollary 1) and finally gives the full characterization
of K zc (Theorem 5). Section 4 is devoted to the proof of Theorem 1 (with the key
wavelet analysis and estimates in terms of the Riesz transform) and some other
technical results. The reformulation of the relaxation problem in terms of minimi-
zation with respect to the H-measures is discussed in Section 5 and follows [17]
and [39]. The main results on the H-measures are stated and proved in Section 6:
Theorem 7 essentially establishes that the sufficient conditions [39, Proposition
6.1] for realizability of a class of extremal three-point measures of the superset by
the H-measures are also necessary, while Theorems 8§ and 9 rule out some extremal
measures outside the above class (except for degenerate cases listed in accompa-
nying Remarks). Section 7 completes the description of the remaining cases and
summarizes the results. Section 8 discusses further applications of the results, in
particular to the problem of three linear elastic wells, and Section 9 discusses some
further generalizations and prospects. The Appendices prove a technical lemma,
review the definition and some properties of the H-measures and specialize those
to the three divergence-free wells problem.

2. Preliminaries S-quasiconvexification problem

In this section we set some notation, state the S-quasiconvexification prob-
lem and give its equivalent formulation in terms of minimization for a quadratic
three-well problem.

Let Q = (0, 27)? be the periodicity cell in R?, d > 2 is the spatial dimension.
Let K be a subset of real-valued m x d matrices, K € M"™>4 m > 1.

Definition 1. The S-quasiconvex hull Kgc of K is the set of all By € M"*¢
such that there exists a sequence {B;} C L2 (R?, M"*?), L2 -equi-integrable’,
Q-periodic and such that

3

DivB;, =0 in 2/ (R4, R™) ,
dist(Bp, K) — 0 locally in measure as 1 — o0,
and JCQ B, = By, VY h.

Here JCQ By, stands for the volume average ﬁ f 0 By, |0| = (2n)d is the volume
of Q. In (3) DivBj, = 0 means that each row in matrix Bj, (x) is divergence-free in

LA sequence {By} C leo . (R4, M™*d) is called leoc-equi-integrable if for any bounded

2 C ]Rd, for any ¢ > O there exists § > 0 such that for all measurable E C £2 with
meas(E) < 8, supy, || Byl 2 (E) <€ The equi-integrability prevents “concentration”.
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the sense of distributions. The convergence locally in measure means here that for
all ¢ > 0, measure {x € Q : dist(By, K) > ¢} — 0ash — oo.

It is easily checked that K € K gc C K¢, where K¢ denotes the convex hull of
K. In particular, let K be a finite set of N distinct matrices, Ay, ..., Ay in M"*4,
where N = 2 is the number of “phases”. In this case the above problem is related
to that of relaxation of a “multi-well energy” of the form

Fn) = ymin{lp— A2, i =1,..., N}, neMm<d @

(in (4) for A € M"*4 we denote |A| := (Tr(ATA))l/z). Here the “relaxation” is
also to be understood in the context of solenoidal (divergence free) fields. We will,
in fact, equivalently deal with the so-called “S-quasiconvexification at fixed volume
fractions”, defined as follows. Let 6 = (6, ..., 0x) € [0, 11V, with ZlN=1 6; =1,
where 0;,i =1, ..., N, are “the volume fractions”. Denote I (0) the set of all char-
acteristic functions y (x) = (x1(x), ..., xn(x)) of non-intersecting measurable
subsets comprising Q with fixed volume fractions 0, that is

1(0) = {x :RY > {0, 1}V, Q — periodic

N

and measurable : Z x;j = 1 almost everywhere, ][

X =9}. )
j=1 ¢

Definition 2. For any 6 € [0, 11V, with Z,N= 1 6; =1, the S-quasiconvexification
of F at fixed “volume fractions” 0, denoted Q%F , 18

2

N
N+ B(x) = > xiAi| dx. (6)

i=1

vn e M 0%F(@) := inf inf l][
L Qs = Il 422 0

Here V is the space of Q-periodic divergence-free matrix fields with zero average

on Qs

loc

V.= {B e L2 (RY, M™%, 0 — periodic,
foB)dx =0, DivB =0in 7'®R\,R™]. 7)

Definition 2 falls in the more general framework of 7-quasiconvexity (see,
for example [9]). Indeed formula (6) involves matrix fields subject to differential
constraints of “solenoidal” (that is divergence free) type; hence the label S, being
a particular example of more general differential constraints.

It follows directly from the definitions that:

Proposition 1. By € Kgc if and only if there exists 6 € [0, 11N such that
Q) F(Bo) = 0.

We consider in this paper three-point sets K = {A, A, A3} € M3*3 that is
set N =d = m = 3, and give in the next section a full characterization of K gc. In
the second part of the paper, we exploit the above equivalence to use the obtained
results for characterizing certain extremal H-measures.
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3. Characterization of the S-quasiconvex hull of three-point sets

The main purpose of this section is to fully characterize the S-quasiconvex hull
K¢ of any three-pointset K = {A}, Ay, A3} C M**3. The matrices A;,i = 1, 2,3
are assumed not to lie on a single straight line (which is a trivial case for purposes
of finding K§*: K = K if the direction of the line is not a rank-2 direction and
K¢ = K¢ otherwise).” Remind that K¢ denotes the convex hull of K.

A special role is played by the “rank-2 directions” in M>*3, along which any two
matrices are “compatible” in the sense of divergence free fields: if rank(A —C) < 2
(equivalently, det(A — C) = 0) then for any simple lamination in a direction & € S?
such that (A — C)& = 0 the matrix field B(x) taking constant values A and C in
the alternating layers is obviously divergence-free. We will conventionally refer
to such matrices as rank-2 connected and the connecting straight line as a rank-2
direction. Further analysis will depend on the number of such rank-2 directions in
the two-dimensional plane formed by A, A> and As. If A;, i = 1,2, 3 are pair-
wise connected, that is rank(A; — A ) < 2foralli # j, trivially Kgc = K¢viaa
two-stage sequential lamination. The aim is therefore to characterize K gc when K
contains at least one pair of rank-2 disconnected matrices, thatis rank(A; —A;) = 3
for some i # j. Then the plane cannot contain more than three rank-2 directions
(since det(A; —tA ;) = 0 as cubic equation with respect to ¢ cannot have more than
three solutions), and the main effort will be towards the case when there are exactly
three such directions (the cases of less than three directions will be treated thereafter
by a direct adaptation). Then, depending on the position of the three rank-2 direc-
tions relative to the triangle formed by A, A and A3 on this plane, the set K may
be of three different types, as follows. Each vertex A of the triangle (A1, A2, A3)
may contain zero to three rank-2 lines through it pointing strictly inside the triangle.
Provided K is rank-2 disconnected, the total number of such lines over the three
vertices is always three. This suggests the following classification.

Definition 3. We say that K is of Type 1 if there is precisely one rank-2 line through
each vertex pointing inside the triangle, and those lines do not intersect in a sin-
gle point (cf. Definition 4 below), that is form an “inner triangle” inside K¢ [see
Fig. 1(1)]. We say that K is of Type 2 if the mutual position of Ay, A, and A3 is
such that the three vertices have one, two and zero such rank-2 lines, respectively,
see Fig. 1(2). We say that K is of Type 3 if one of the three vertices has three lines
pointing inside the triangle (and hence the others have none), see Fig. 1(3).

Definition 4. We say that K is a set of degenerate Type 1 if the “inner triangle”
degenerates into a single point that we denote by Sy (see Fig. 4).

Remark 1. The plane through A1, A2, A3 contains three distinct rank-2 directions
if and only if, after reduction to K = {0, I, A} (always possible by shifting by a
constant matrix and left multiplying by an invertible matrix, cf. Lemma 1 below),
A is diagonalizable with distinct real eigenvalues.

2 This conclusion will itself follow from the results on this Section as a trivial limit case.
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(2) 3)

As

S Ay

A S

Fig. 1. (/) The “inner triangle” S1S5,S3 formed by the rank-2 lines for the sets of Type 1.
(2) A set of Type 2. (3) A set of Type 3. In (1-3) the dashed lines delimit the convex hull
while the solid lines are rank-2 lines

Remark 2. Cases when some of the matrices in K are rank-2 connected are
“borderlines” between the above three types, some of which could be included as
limit cases, while others have to be treated separately. For example, if on Fig. 1(1)
the point S| merges with A3 and/or S, with A1, S3 with A;, those cases can, for pur-
poses of the forthcoming analysis, be included as limit cases into Type 1. However
similar limit cases for Types 2 and 3 will have to be considered separately.

We first study the sets of Type I and then separately the sets of degenerate Type
1, see Proposition 3. We will show that if (not fully rank-2 connected) K is of Type
I,then K C K gc C K¢ (Corollary 2), while for sets of Type 2 the S-quasiconvex
hull is trivial, that is K gc = K (Theorem 3), except for the limit cases containing
rank-2 connections. The sets of Type 3 with no rank-2 connections have trivial
S-quasiconvex hulls, too. Their study does not present any special difficulty and is
postponed to Section 7. The case of A having multiple eigenvalues follows essen-
tially the same approach as for the sets of Type I and Type 2 and the related results
are stated in Theorem 4. Finally, the case of non-diagonalizable A is treated in
Section 7. We give in Theorem 5 a complete account of all the cases.

Remark 3. If K ={A|, Ay, A3} does not contain any rank-2 connection, then there
exists no “exact” divergence free matrix field B such that B € K almost everywhere,
and f B = Z?:l 0;A; with6; € (0, 1) Vi =1,2,3 (see [33]).

The next lemma shows that for the purpose of characterizing the S-quasiconvex
hull of a set, one can make a convenient change of variables. In particular it allows
us to reduce the problem to the diagonal case when dealing with sets of Types I, 2
and 3.

Lemma 1. Suppose K = {A1, A>, A3} C M3 and K = (NAIG+M, NAG+
M, NA3G + M} with G, N € GL(3,R), M € M**3. Then By € K1 ifand only
if NBoG + M € K{°.

The proof of Lemma 1 is given in Appendix A.
We will now focus on the sets of Type 1. Before stating the main results of this
section, we briefly explain how the sets of Type I look (see [11,31,33] for further
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details). A key “geometric” property of every set K = {A1, Az, A3} of Type 1
which does not contain rank-2 connections, see Fig. 1, is that one can find three
matrices S, Sz, S3 € M>*3 such that

S =q1A1 + (1 —q1)S1,
S3 =qAr+ (1 —q2)$, (8)
81 =q3A3 + (1 —¢3)S3,

where ¢q1, q2,93 € (0, 1), and det(4; — ;) = 0,i = 1,2,3, thatis A; and S;
are rank-2 connected. The rank-2 lines AS1, A2S>, A3S3 intersect forming the
triangle S15253 as in Fig. 1. The following lemma describes algebraically all the
sets of Type 1 which do not contain rank-2 connections (in fact, it follows by direct
calculation from (8) via Lemma 1 with appropriate diagonalization of matrices).

Lemma 2. [33] Suppose K C M>*3 does not contain any rank-2 connection. Then
K is of Type 1 if and only if there exist q1, q2, g3 € (0,1), G, N € GL(3,R),
M € M3 such that

K={M,N+M,NA+ M}, ©))

where

1 s .
A=— 1] —a) )G~ diag (h1, 22, 23) G — g2(1 —g)I |, (10)
i=1

with
AM=0, A=1/0-q1), A3=q2/(q1+q92—q192). (11)

Notation. For every K = {A{, A>, A3} of Type 1, we set (see Fig. 1):

In(K) = [55 e M3 & =1 A + 1081 + 13A3,

3
t e[o,1>,r1,r37éo,zt,~:1] :

i=l1

I (K) = [%- e M3 . E=1nAr+ 1S +1Al,
3
i=1

(K) = [s eMP3 e =1 A3+ 1S3 + 13 A,

3
ti €0, 1), 11,13 #O,Zfz:l],

i=1
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3
T(K) = K° — | J [T(K) (12)
i=1

(hence T (K) is the union of the closed triangle S 5> S3 and the three “arms” [A1S52),
[A>2S83) and [A3S)). The above includes the limit cases when K contains one or
two rank-2 connections. For example, if rank(A; — Ap) < 2, then A| = S and
T (K) is given by the union of the closed triangle S; S> 53 and the two “arms” [A2.S3)
and [A3S)).

The next result provides an inner bound for the S-quasiconvex hulls of the sets
of Type 1.

Lemma 3. If K is of Type 1, then T(K) Kgc.

Proof. This follows from [11] (see in particular Lemmas 4.1 and 4.2 therein). An
explicit construction realizing a point in 7'(K) is that of infinite-rank sequential
lamination, cf. [2,30,36,48]. O

In the sequel we will show that in fact K gc = T(K). By Lemma 3, we only need
to prove K gc C T(K). By Lemma 1 it suffices to prove the latter in the diagonal
case, that is when K is of the form K = {0, I, D(gq)}, where D(q) is given by (10)
with G = I and (q1, ¢2, ¢3) an arbitrary point in (0, 1)3.

To proceed, we first recall the notion of S-quasiconvexity (see [9] for the general
setting).

Definition 5. A continuous function f : M>*3 — R with quadratic growth is said
to be S-quasiconvex if for every Q-periodic divergence free matrix field

B e L2 (RS,M3X3)
][ f(B)dx = f(][ de). (13)
Q Q

loc
If f is S-quasiconvex, By € Kgc and {By} satisfies (3) for K = {Aq, Ay, A3}
and JCQ By, = By, then necessarily By = Z?:l 0; A; for some 6 € [0, 113, with
>3 6i=1,and

3
f(Bo) £ D0 f(A). (14)

i=1

Hence if for a given By = Z?zl 0; A;, for some S-quasiconvex f holds

f(Bo) > Z?:l 0; f(A;), then By ¢ Kgc. Unfortunately, we do not know any ex-
plicit S-quasiconvex function which can provide the optimal bound on K (SIC when
the set K is of the type (9). Therefore the characterization K =T (K) will be
performed in several steps. The plan is briefly as follows:

Step 1. We consider a “model” plane 7 generated by two rank-2 matrices

Vi =diag(1,1,0), V, =diag(—1,0,—-1). (15)
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Hence 7 := {M € M3*3 . M = uV; + vV, forsome u, v € R} . We construct a
particular function .7 % on 7 which is rank-2 convex, that is convex along all the
(three) rank-2 directions contained in 77 (Lemma 4).

Step 2. In this central step we prove that inequality (14) holds true whenever K C 7,
By € K{" and f is a rank-2 convex function on 7. This will follow from the key
Theorem 1, establishing appropriate weak lower semicontinuity and Corollary 1.
Step 3. We show that, up to a transformation, the considered sets K are subsets of
the plane 7. Namely, for every i = 1, 2, 3, there exists a transformation of the type
described in Lemma 1 that maps the rank-2 lines A; S; and A;41S;+1 into V} and V;,
respectively (A4S4 := A1S;). This will allow us to use the function .7 T to check
that for By ¢ T (K) the inequality (14) fails and hence By ¢ KI°, establishing
K1 =T(K) (Theorem 2).

Step 1. Denote by 7" the subset of 7 defined as follows

at:={Men: M=uV,+vV, forsomeu > 0,v > 0}.

Recall that a function f : MP*3 — R is said to be rank-2 convex if f is con-
vex along all the rank-2 lines, that is if #+ — f(M +tV) is convex in ¢ for every
M,V e M>*3 with rank(V) < 2.

Lemma 4. (Construction of 7+ ) There exists a continuous function 7+ : w1 — R
with a quadratic growth, such that:

T is rank-2 convex on 7, that is, t — f(M +tV) is convex for every M,V ex

(16)
with rank(V) < 2;
TTM)>0 ifMen™; (17)
TTM)=0 ifMern\n™. (18)
Proof. As a motivation, consider first the function .7 : M>*3 — R given by
T (M) =2tr (MT M) — (tr M)?. (19)

This is an S-quasiconvex function, see for example [47], satisfying (16) and (17),
but not (18). The idea is to appropriately modify the restriction of .7 to the plane
7 to achieve (18). First, the restriction of .7 to r is, via (15):

Yu,v e R TV +vVa) = 2[(u — v)> + 1> + v*] — 4(u — v)* = duv.
Define 7+ : # — R in the following way:
Yu,veR  THuVi+vVa) =utvt, (20

where u™ and vT denote the positive parts of # and v : u™ := max{0, u}, vt :=
max {0, v} (the function .7 T is loosely analogous to the function det™ of SVERAK
[41]). The function .7 T satisfies (17) and (18) by construction. It is also rank-2 con-
vex by direct inspection since the only rank-2 directions in 7 are Vi, Vo, Vi + V>,
as follows from (15). O
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Step 2. In this central step, we prove that inequality (14) holds for all rank-2 convex
functions on & whenever K C . For notational simplicity we regard any function
f defined on 7 as a function on R? via the identification:

01, 72) €R* = 3 Vi + mWr e,

and, when no ambiguity arises, we write f(yi, y2) instead of f(y{ Vi + y2V2).
Hence, if f is a rank-2 convex function on 7, then as a function on R2 it is sep-
arately convex (that is convex in both y; and y,), and is additionally convex in
the diagonal direction (1, 1), thatist € R — f(y; +t, y2 + t) is convex for
every (y1, y2) € R2. This immediately follows from the fact that the only rank-2
directions in 7 are those along Vi, V, and Vi + V5.

Before introducing the main result, to clarify the motivation further consider
Q-periodic divergence free matrix fields whose values are restricted to 7, that is
B € V; where

loc

Vy = {B e L2 (R?, M>*3), Q — periodic, DivB = 0in 2'(R, R?),
B € m almost everywhere } .

Lemma 5. Let B € V. Then there exist ny, n2, N3 € LIZOC(R), (0, 2m)-periodic,
such that

B(x1, x2, x3) =(n3(x3) — ni(x1) V1 + (mn2(x2) — n1(x1)) V2, almost everywhere.
21

Moreover, for every rank-2 convex function f on w with quadratic growth

][Q FB) 2 f(fo B). 22)

Proof. By assumptions there exist u, v € leoc (R, (0, 2n)3-periodic such that
B(x) = u(x)Vy +v(x)Va almost everywhere.
The equation DivB = 0 then yields, see (15),
Nw—v)=0, hu=0, d3v=0, inZ' R, (23)

with shorthand notation 9; := %, j = 1,2,3. Then (21) follows from (23) by
X J
explicit integration.
Further,

][Qf(B) dx =][Q f (m3(x3) — n1(x1), m2(x2) — n1(x1)) dxjdxadxs

> s =iz = i) = f(fp Bdx),

where 71, 172, 73 denote the averages of 11, 12, n3 over (0, 2r). In the last inequal-
ity we have, sequentially, used the convexity of the integrand in 12 (x2), n3(x3) and
inn(x). O
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Notice in passing that relations (23) somewhat resemble those in the proof of [25,
Theorem 1], although the precise detail is fundamentally different: the example in
[25] is for gradient fields, which would essentially imply in the present notation,
see (24) below, a stronger requirement of the ngcl convergence of the gradients of
doup, d3vy, and 91 (up — vp,). As aresult, less sophisticated methods suffice in [25].

The next key result builds on the above motivation and provides the central
tool for proving our main claim. It is a modification of a result due to MULLER
[24, Theorem 1] (see also [19]), appropriately adjusted to the present setting of
divergence-free differential constraints in three dimensions, although is of a more
general interest, as the rest of this paper partly demonstrates, cf. for example
Remark 8 (see also [32] for a further generalization).

Theorem 1. Let f : R? — R be a separately convex function additionally convex
in the direction (1, 1), satisfying 0 < f(y) < C(1 + |y|?). Let U C R> be open
and suppose that

Up — Uoo, Vp — Voo IN LIZOC(U) ash — oo,
ooup — N, 03V — 03Vs0,
31 (up — vp) = 31 (oo — Voo) in Hyl (U) as h — oo. (24)

Then for every open set V.C U

/f(uoo,voo)dx§liminf/ Fun, vp) dx. (25)
\% h—o00 \%4

The proof of Theorem 1 is postponed to Section 4.

Remark 4. Theorem 1 can be interpreted as a statement that rank-2 convexity is
equivalent to S-quasiconvexity on two-dimensional plane 7, cf. [19,24] for analo-
gous interpretation for gradient fields on diagonal matrices. This allows various fur-
ther interpretations, for example, in terms of divergence free fields Young measures
supported on 7 being laminates and of the existence of S-quasiconvex functions
g-close on any compact subsets of 7 to a given function rank-2 convex on 7, cf.
[24, Theorem 2 and Corollary 3], and K (SIC = K'"? (see Definition 6 below).

On the other hand notice that, alike in [19,24], within the framework of the
theory of compensated compactness (24) represents an example of differential
constraints failing the constant rank condition, thereby invalidating the classical
proofs, for example [9,29].

Corollary 1. Let K = {A1, Ay, A3} C 7 and let By = Y., 6; A; € K. Then
(14) holds true for every function f satisfying the assumptions of Theorem 1 (that
is rank-2 convex on w and with quadratic growth).

Proof. By definition of K there exists a sequence {Bj} satisfying (3) with
J(Q B, = By := uxoVi + veoV2. Then it directly follows from (3), cf. also

Proposition 1, that there exists a sequence {x} C I(6) of Q-periodic characteristic
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functions such that:

3
Al = z XihAi € m almost everywhere , ][ Al = By,
i=l1 0
DivA" — 0 strongly in H 3 (R%), A" X By in L®(R3)

(for example, we can take “periodic rescaling” x"(x) = " (n(h)x), where 3" (x)
is a minimizing sequence in (6) associated with By and n(h) € N, n(h) — o0).
Therefore A" = uj, V, + vj, V5 for some functions uy, v, which satisfy

Up = Uoo, Vph — Voo weakly in LIZOC(R3),

dup — 0, v, — 0, 91(up —vp) — 0 strongly in ngcl (R3).

We then apply Theorem 1 with V = Q to get

][ f oo, Voo) dx < liminf][ f(up, vy) dx.
0 h—o0 0

3
Since lim inf][ fup, vp)dx = z 0; f(A;), (14) follows from
h—o00 0

i=1
fUoo, Vo) = f(Bp). O

Step 3. We are now ready to demonstrate that K zc = T(K) for all sets K of the
form K = {0, I, D(q)}, where D(q) is defined by (10), (11) with G = I and

q = (q1,92,93) € (0, 1)3. It will be convenient to give the explicit expressions for
the matrices D(q), S1(q), S2(q), S3(g) in this case, which follows by straightfor-
ward calculation from (10), (11) and (8) with A1 =0, Ay =1, A3 = D(q):

. 2 1+93 —q193 2
D<q>=d1ag(—q—<1—q3>, NTB- NG 1 )
q3 q3(1 —q1) q1+q2—q192
1
Si(q) = diag (o, : 2 )
l—qg1 g1+ —q1q
) (26)
sz(q)=diag(o, el za )
q1 + 92 — q192
. 2
S3(q) = diag (qz, ), — ¢ )
q1 + 92 — q192

Theorem 2. Let g € (0, 1)* and let K = {0, 1, D(q)}. Then K1 = T (K).

Proof. Let By € Kgc. By Lemma 3, it suffices to prove that By ¢ U?:l I;(K);

see (12). This is achieved by a version of a “biting-out” argument as follows. For

simplicity we omit displaying the dependence on ¢ in the matrices (26). We first

show that By ¢ I'3(K). Recall that the lines S357 and S>3 are rank-2 lines. Then,

for N = diag (— i - QI, _a +a —611612) we find
q92 q1 q192

N(S; — 83) =V, and N(S53 — $) = V,.
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By assumption there exists a sequence { By} satisfying (3) with fQ B;, = By. We
now define the new sequence {B;} and the set K’ in the following way:

Vh By:=NBp,—S3), K :={-NS3, NI —53),N(DD—$3)}.
It is readily seen that { B} satisfies the following:
DivB} = 0 in 7'(R?, R?),

dist(B;, K') — 0 in measure, 27
fQ B;l = Ni(Byg — $3).

Next notice that the condition By ¢ I';(K) is equivalent to N(By — S3) € w\n .
In order to prove the latter inclusion we use the function .7+ of Lemma 4. Since,
by construction, .7 7| g, = 0, using (27) and Corollary 1, one gets

TT(N(By — S3)) =0,

implying the desired inclusion via (17).
To prove that By ¢ I'1(K), one first finds a diagonal matrix N’ such that

N'(Sy — S3) = diag(1, 1,0), N’'(S» — S1) = diag(0, —1, —1),

which is possible since S 53 and 5251 are rank-2 lines. Then one employs Lemma 1
to make a change of variable (via a simple permutation matrix in this case) and
reduces to the previous case. In a fully analogous way, one shows that By ¢ I2(K).

0

Corollary 2. If K is a set of Type 1, then Kgc =T(K).
Proof. This follows from Lemmas 1, 2 and Theorem 2. O

We now turn to the characterization of the S-quasiconvex hull of the sets of
Type 2. To proceed, we need the following standard definition.

Definition 6. We define the rank-2 convex hull K2 of a set K as

K™ = (M e M>3 : f(M) < sup £, for all rank-2 convex f}.
K

Trivially, the rank-2 convex hull provides an inner approximation of the
S-quasiconvex hull of a set: K> € K.
An immediate consequence of Corollary 1 (see also Remark 4) is the following

Corollary 3. Let K = {A}, A>, A3} C . Then K¢ = K.

Hence, to characterize the S-quasiconvex hull of the sets of Type 2, we can
equivalently deal with the rank-2 convex hull. We will employ the following lemma,
which is a particular case of a more general result first claimed in [21,34] and later
proved in [16,20].
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(1) . (2)

Ay

Fig. 2. Type 2: (1) generic case, (2) degenerate case

Lemma 6. Let Cy, ..., Cy be disjoint compact sets and let K™ c Ule C;. Then
Kr2 Uk ](ch)r2

Proof. Follows by direct adaptation of [20, Proposition 6.1] to present setting. O
Theorem 3. If K is a set of Type 2 containing no rank-2 connection, then K gc =K.

Proof. Using Lemma 1 we can make a suitable change of variables and reduce as
before to the case K C 7. Then, employing the same “biting-out” arguments as in
the study of Type 1, we can rule out from K ‘SIC the three triangles [see Fig. 2(1)]:
A1P1As, A1 P3A3 (C A1 P1A3), Ay PsA3z (C Az PgA3). Therefore, it only remains
to eliminate the triangle P; P,A; and the “arm” (Aj, Pi]. Let C1 = {A3} and let
C, be Py PyAy U [Ay, Pi]. Then, by Lemma 6, K'? = A3 U (K N C3)"%. Clearly
(KN Cz)’2 {Aq, Az}’2 {A1, Ay} since A| and A are rank-two disconnected.
Hence K> = {A1, A3, A3} = K. Finally, by Corollary 3 K{° = K as required.
O

Remark 5. The limit case of Type 2 when K contains a rank-2 direction is, of
course, special and results in a non-trivial K gc. Assume A and A3 are (rank-2)
connected. Let A be connected to points Py and Ps, see Fig. 2(2), P; = t; A1 +
(1—1))A3, j=1,2,0=<1 <, < 1. Then K is the union of [A;, A3] and the
closed triangle [A> Py P»]. The inner inclusion holds by a simple sequential lami-
nation. The triangles A P1A> and A3 P, A, are eliminated by the same method as
above. The other limit case corresponds to A connected to no point in [A, A3],
in which case K zc=[A1, A3z] U Ay, via the same argument as in Theorem 3.

We conclude this section with treating the case when K = {0, I, A} and A is
diagonalizable (on R) with multiple eigenvalues.

Theorem 4. Assume that the set K = {0, I, A} does not contain any rank-2 con-
nection and that the matrix A is diagonalizable with a real eigenvalue of multiplicity
two or three. Then Kgc =K.
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Proof. If A has an eigenvalue of multiplicity three, then A = al for some a € R,
a # 1,a # 0. Then the original Tartar’s S-quasiconvex function 7, see (19),
provides the desired bound. Namely, inequality (14) for f = 7 reads

—3(65 + a03)? < =36, — 3a°0s,

which is equivalent to (a — 126,05 + 6102 + a%630, < 0 and is, hence, never
satisfied unless ; = 1 for some i = 1, 2, 3.

Now assume that A has two distinct eigenvalues, one of multiplicity two. In this
case the two-dimensional subspace generated by I and A contains only two rank-2
lines (one of which should in fact be rank-1). The case when the corresponding
affine rank-2 lines through 0, / and A do not intersect inside K¢ does not present
any difficulty and is treated in Section 7 together with the sets of Type 3. Here we
assume that there is one point of intersection inside K¢. Then the proof is similar
to that of Theorems 2 and 3 and is, therefore, only sketched here. Namely, up to
a transformation, we may regard A diagonal and K C 7, where 7 is the plane
generated by the matrices Wy := diag(0, 1, 1) and W, := diag(1, 0, 0):

7:={MeM>*3: M=uW, +vW, forsome u, v € R}.

Then we follow the same approach as before. We define the function 7 7R
via 7 " (uW;+vWs) = utvT and observe that .7 " is rank-2 convex on 7 since
the only rank-2 (or rank-1) directions contained in 7 are those generated by W
and W;. Next, up to a further modification of Theorem 1 as sketched below and
Corollary 1, we show that rank-2 convexity on 7 implies S-quasiconvexity on 7
(see also [32, Theorem 1.3] for a further generalization unifying in a sense this case
with that in Theorem 1). Namely, the assumptions (24) in Theorem 1 are replaced
by

ooup —> Nileg, 03Up —> 03Uso, 01V —> OlUs 1IN ngcl(]l@) ash — oo,

with the same conclusion held for any f separately convex with quadratic growth.
The proof relies again on Theorem 6, which implies an appropriately modified
version of Lemma 7: in (28) only the term containing 1(1.0.0) §g kept for u, and the
summand for v contains three similar terms with 2©-1:0 p©0.0.0) anq O.L.D 5p4
arbitrary coefficients. Then, arguing as for the sets of Type 2, we first show that
K2 is the union of two disjoint sets and apply Lemma 6. O

The following theorem gives a full catalog of all the possible cases.

Theorem 5. Let K = {A1, Ay, Az}. Then:

(i) ifrank(A; —Aj) 2 Vi, j=1,2,3 then KI° = K¢,

(i) if K is a set of Type 1, including the limit cases (see Remark 2), then
K1 =T(K), see Fig. 1(1);

(i) if K isa set of degenerate Type 1, then K& = [A1, SolU[A2, So]lU[A3, So]
[cf. Fig. 4(1)];

(iv) if K is Type 2 or Type 3 and contains no rank-2 connected matrices, then
K¢ = K (this includes the limit case of all the three matrices lying on a
single non-rank-2 directed line);
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(v) in the degenerate Type 2 case, for example det(A1 — A3) = 0: either
det(Az—Pj) =0,j=1,2 with Pj = le] ~|—(1—tj)A3, 0 § h <n § 1,
with K& = [A1A3] U [A2 Py P2] [Fig. 2(2)]; or det (Ay — (tA1 + (1 — 1)
A3)) # 0Vt € [0, 1] in which case K9° = [A1, A3]U As;

(vi) in the degenerate Type 3 case, for example det(A| — Az) = 0, K9¢ =
[A1, A3]U Ap;

(vii) if there are two rank-2 directions in the plane A1 A3 A3, ch = K, unless
at least one of those coincides with, for example the A1 A3 line, in which
case

(vii-1) either there exists t € [0, 1] such that det (A; — (tA;1 + (1 —1)A3)) =0
and then K = [A1A3] U [A2, tA] + (1 — 1) A3);
(vii-2) or K1 =[A1A3]U Ay;

(viii) in all other cases (of a single or no rank-2 direction in the plane) K gc =K,
unless the (single) direction coincides, for example with A| A3 line, in which
case K& =[A1A3]U As.

Proof. The cases (i),(ii),(v) and (vi) either are trivial or are covered by the argu-
ments used in the previous part of this section. The case (iii) is treated in the proof of
Proposition 3 in Section 6 below. In the case (vii) after reduction to K = {0, I, A},
A has a multiple eigenvalue, and we apply the arguments in the proof of Theorem 4.

The cases which are left to complete the proof of Theorem 5 are first when K is
a set of Type 3 and second when A is not diagonalizable. These cases are treated in
Proposition 4 when K does not contain any rank-2 connection. However the proof
extends as well to the case of rank-2 connected A| and A3. O

4. Proof of Theorem 1

The proof of Theorem 1 follows by an adaptation of the approach of [24],
see also [19]. Let &~ : R — R be defined as » = 1 on (0,1/2], h = —1 on

(1/2, 1] and h = 0 elsewhere. For j € Z, k € Z>, ¢ € {0, 1} \ (0, 0, 0) we define

the three-dimensional Haar wavelet basis, cf. for example [22,38], { hESI)( )} ke as

) x) =@ x —k)
where 718253 (x) == (h(x1))®" (h(x2))? (h(x3))® (with the adopted convention

(—=1)® = 1,0° = 0). For every u € L*(R*) N L'(R?) with [psudx = 0 we
consider the expansion of u into the Haar wavelets

_ (&)1 (e)
u= aiih;
j.k,e

and define the projection operator P®) by

POy = Zaﬁh}gi .
ik
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The following theorem is an adaptation of [24, Theorem 5] to the three-dimensional
case, see also [19, Theorem 1.1], and plays a central role providing key estimates
of the wavelet projectors in terms of the Riesz transforms Ry := —i M (—A)"1/2,
k=1,2,3.

Theorem 6. The operator P®) can be extended to a bounded operator on L* and
Vk=1,2,3, Ve = (¢1, &2, €3) with g = 1 one has

1/2 1/2
IP@ullz < Cllully | Reuelly?

where || - ||2 denotes the standard norm in L*(R?).

The proof of Theorem 6 is a direct line-by-line adaptation of the Miiller’s proof [24,
Theorem 5] to the three-dimensional case, employing the deep ideas from harmonic
analysis (see, for example, [38]) of Littlewood-Paley dyadic decomposition and of
“almost orthogonality”, and is not reproduced here. [The Miiller’s proof survives
the change of dimensionality, with in particular the assumption g; = 1 still imply-
ing that 2®) has a compactly supported primitive in x; which eventually ensures
the estimate of the Haar wavelet projector P®) in terms of the Riesz transform Ry.
See also [19] where further generalizations have been obtained most recently. In
particular, [19, Theorem 1.1] implies Theorem 6, although the proof is technically
more advanced since it is developed for an arbitrary p-growth, 1 < p < oo, by
additionally invoking advanced tools of the Calderon-Zygmund theory.]

We will next need the following lemma, which is a modification of Lemma 6
in [24].

Lemma 7. Let f satisfy the assumptions of Theorem 1. Assume thatu, v € L*(R?)
have the finite expansions in the Haar basis

K
_ (0,0,1), (0,0,1) (1,0,0), (1,0,0)
u=2 > [“j,k i+ e i ] ’
=7 kez?

K
_ (0,1,0), (0,1,0) (1,0,0), (1,0,0)
v=2 > [bj,k hik ™+ ik hik ] :
j=J keZ3

(28)

Then

/ (f (u,v) = £(0,0))dx = 0.
R3

Proof. The proof essentially follows [24, Lemma 6] by induction in K and employs

Jensen’s inequality to the integrations in x3, x2 and x| via the convexity of f(u, v)

in the directions (1, 0), (0, 1) and (1, 1), respectively (cf. also Lemma 5 above).
0

We are now in position to prove Theorem 1.
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Proof of Theorem 1. As in the proof of [24, Theorem 1], we can assume without
loss of generality V = Q and us, = v = 0. The assumptions (24) then imply

[R2unllz = 0, [[R3vpll2 = O, [[Ri(up —vp)ll2 = 0. (29)

Hence, by Theorem 6, it follows that

P®y, — 0 inL? Vesuchthate, =1, (30)
P®y, >0 inL?> Vesuchthate; =1, (31)
Py —vy) — 0 inL? Ve suchthate, = 1. (32)

Additionally, we obtain the following:

B +@32)= PLODy, -0 in L (R, (33)
B0)—32)= PL1Oy, 50 in L2 (RY). (34)

loc
Thus (30)~(34) yield

[POODyy, 4+ pEOD Yyl — 0
”P(O’l’o)vh + P(],O,O)vh — Uh||2 — O

This allows us to reduce the rest of the proof essentially to Lemma 7 adapting the
Miiller’s techniques in a straightforward way. O

5. Relaxation and H-measures

We return now to the original problem and develop an alternative way for
its solution, exploiting the equivalence Proposition 1. We use Fourier analysis to
execute the “internal” minimization in (6) for an arbitrary number N of “wells”,
essentially following the same method as used by Koun [17], with appropriate
modifications for the solenoidal fields.

Letus fix x € 1(0) and compute the inner infimum (in fact, the minimum) over
B in (6). Elementary manipulation transforms the integral in (6) into

1][
2
0

2

N
B(x)+n— > XA dx

i=1
L;Q

N
U ZQiAi
i=1

The last term can be rewritten in the Fourier space using the Plancherel’s formula
in the form

2 2

! dxt . (35

N
B(x) — > (xi — ) A
i=1

N 2
ORI AGYHE (36)

i=1

1 2

keZ"\{0}
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where é(k) and x; (k) are Fourier coefficients for the Q-periodic functions B and
Xi» respectively. Notice that the frequency k = 0 does not contribute to (36), since
B(0) = 0 and ¥;(0) = 6;.

Minimization of (36) can be done separately for each k, with respect to all B (k)
consistent with the divergence-free constraint (7). For any k # 0, the minimizing
value of é(k) as a result is

N
Blk) =D Kt Ai. 37)

i=1
Here 1, ,, Ai denotes the orthogonal projection, in the sense of the inner product
(A, B) :=Tr(AT B) of (possibly complex) matrices A, B € M™% onto the space
Vk)={c e M™?: ¢k =0}.

Here V (k) describes the space of Fourier transforms of divergence free fields “of
frequency k” and depends actually only on the “direction of oscillation” k/|k|. The
orthogonal space to V (k) is given by the space V (k)* of Fourier transforms of
gradient fields:

V)t ={t e M™ ¢ =v @k for some v € R"}.
Therefore, for every ¢ € M"*?, we have
IT,, ¢ =¢ — (Ck) ® k/Ik[?, 1, .¢= €k ® k/Ik[>. (38)

Plugging (37) into (36), we find that the minimum value of (36) is given by

2

N
Do, A (39)

i=1

12

k#0

The latter can be conveniently re-written as follows:

2 N
1 . AU
-1y /SH <1'[V(k)lAl,HV(k)lA]> duij.
ij=1

N
Do, A

i=1

12

k0

where i = (uij), ; is the H-measure generated by x, see Appendix B, (B.1). Next
we set

Ve st i) =4, a0 (40)

vt vt Aj> ’

and by (38), we find that
&) = A AjE), 41)

(with (-, -) denoting here the conventional inner product of vectors in R™).
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Then, taking in (6) into account (35)—(40) and (B.1), the minimization problem
for Q%F becomes

2 N
QyF () = 5 + il > /Wfff(s)dmj@. (42)

H
ner o) =

N
U ZQ‘A[
i=1

The minimization is with respect to all H-measures associated with N characteristic
functions. Notice that the weak™ limits (B.2) have been included into the minimi-
zation [which is allowed since f € C(S?~1)]. The Krein—Milman theorem, for
example [5], assures further that the infimum in (42) is in fact the minimum and
is achieved at the set Y, eH (0) of extremal points of (weak* compact and convex)
YH (6):

2

N N
Spm = Ly — S04, - / iy dus (). (43
QjF () =3 |n ; +#€n£}{n(e)wz_jl T du @) @3

The latter in combination with Proposition 1 implies the following important
equivalence:

Proposition 2. For N > 2 and K = {Ay,..., Ay} and any By € M"™*4,
By € KZC if and only if there exists & € [0, 11V and an extremal H-measure
JTRS YeH (6), such that

N N
Bo= oA ad Y [ flOae =0 @
; i,jz—:1 st ! '

The above equivalence implies that, as long as we are able to characterize K ¢,
we are potentially able to clarify which candidate matrix S¢~'-Borel measures are
and which are not extremal points of the H-measures, thereby clarifying further
the structure of the set Y 7 (9) of the H-measures themselves. For the two-well case
(N = 2) this approach leads to the exact computation of Q%F , see [31], and the
above equivalence re-establishes the full characterization of the two-phase H-mea-
sures [17]. We further specialize to the case of three-wells in the dimension three
(N =d =m = 3), to exploit in this context the results of Section 3.

6. Extremal three-point H-measures

In the present section we turn to the problem of characterizing the H-measures
YH (@) for N = d = m = 3. Those arise in (43) but are intrinsically more gen-
eral geometric objects describing possible mixtures of characteristic functions. For
a full characterization, it would be sufficient describing the set Y, eH (0) of the ex-
tremal point of the H-measures. This is not known explicitly but it was in effect
shown in [17] that Y () is contained in an explicitly described “superset” ¥ (6),
see Appendix B.2 below and specifically (B.8). It was shown in [39] and then fur-
ther generalized in [13] that the extremal points Y, (0) of Y (0) are in turn explicitly
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characterized, being certain matrix Borel measures supported in no more than three
Dirac masses, and that a substantial sub-class of those are in fact the H-measures.
This is reviewed and clarified further in Appendix B.2. In particular, Y, (6) is explic-
itly described in Proposition 5 and the associated geometric construction, see in
particular Fig. 6.

The aim of the present section is to characterize, as far as possible, Y,(6) N
Y " (). We show that the solution to the problem discussed in Section 3, that is find-
ing K1, also provides akey to the solution of this problem. More precisely, referring
to Appendix B.2 for further details, by Proposition 5 all the extremal points Y, (6)
are three-point measures of the form p(§) = ZEZ (W B, with " =m" @m". We
consider all those for which &1, &, &3 are arbitrary linearly independent vectors.
The answer depends on the position of the associated normalized masses, that is
the points ul, = m.; ® m.  on the boundary circle C on the (c, b)-plane, see
Figs 6, 3, relative to the “basic” points v, v» and v3 [the latter correspond to the
three pairwise mixings of the three phases, cf. (B.12)]. Namely, we will distinguish
two cases. The first case is when ul, r = 1, 2, 3, lie on the circular segments v vy,
V1V3, V3V, one on each segment, see Figs 3 and 4. Lemma 8 states that characteriz-
ing the H-measures in this case is equivalent to characterizing the S-quasiconvex
hull of the sets of Type 1. As a consequence we obtain criteria (Theorem 7) which
allows us to identify all the H-measures among the three-point measures having
normalized masses on different arches.

The second case is when fwo of the normalized masses lie on the same circular
segment, see Fig 5. Theorem 8§ asserts that such measures are not H-measures.
This result is, in turn, equivalent to the characterization of the S-quasiconvex hull
of the sets of Type 2 (as shown in the proof of Theorem 8). Finally, the case when
two of the normalized masses merge is ruled out by Theorem 9. Appropriate limit
cases are covered in the Remarks 7, 11 and 12. Remark 8 briefly sketches how all
these results could be derived directly for the H-measures, that is without explicitly
exploiting the above equivalence (with both approaches seemingly equivalent at a
fundamental level by crucially relying on the compensated compactness property
provided by Theorem 1).

The precise plan is as follows: to each measure i € Y,(6) with linearly inde-
pendent &, r = 1,2, 3, we associate a set K = {A1, Ay, A3} for which u is
the only minimizing measure in the lower bound L(6) on Q%F , see (B.14), and
L(0) = 0. Then we use the knowledge of the S-quasiconvex hull of K (Section 3)
in combination with the equivalence in Proposition 1, to establish the attainability
or otherwise of the lower bound. Namely, if By(#) := Z?:l 6;A; € KI° then the
lower bound L () is attained, and hence u € Y H(9), otherwise uwé YH ().

For a three-point measure @ = Zle w8, € Y (0), let ¢, denote the angle
associated with the mass ul, € C via (B.13), and let 7, be defined as follows
(assuming ¢, # m):

t,::tan%, r=1,2,3. 45)

Lemma 8. Let d = 3, and let, for a range of 0 € (0, 1)3, ji € Y,(9) be supported
on three linearly independent vectors &1, &, &3 € 52
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3
aE) =D A5 .
r=1

Suppose that for the ¢, associated with ji" and for t, related to ¢, via (45)

e, dre(min), ¢se@Gn2m), and tn1(1+13) #63(1+10).
(40)

Then there exists a set K = {A1, Aa, A3}, depending on ¢_>r, r =1, 2,3 but inde-
pendent of 0, of the form (9), (10) such that

3
iev?e) <D 04 e KE. (47)
i=1

Proof. We first assume that i is supported on the canonical basis of R3, (e1, e2, €3),
that is & = e,, r = 1,2,3. By assumption, either #;(1 4+ 3) < 3(1 4+ ) or
11(1 +13) > 13(1 + t2). We consider these two cases separately.

Case (i). Assume t1 (1 + 13) < 13(1 + 12). Define g = (q1, g2, g3) as follows:

g = n(l+n)—n(l+n) _nd+n)-nl+n)
! 13(t1 — 1) ' h—1n '
tn(l+1)—(1+1n)
q3 = . (48)

(I +n)t —13)

Since by assumption the numerators are negative and by (46) #; € (0, +00),
tp € (—oo,—1), 13 € (—1,0), we find that g € (0, 3. It is further directly
checked that for D(g) defined by (26) and ¢ as in (48),

D(q) = diag(—t1, —12, —13). (49)
[Hence (48) may be viewed as the inversion of (26)]. Set

A1 =0, Ay=1, A3=D(g), K ={Ay, A2, A3},

(50)
By =01A1 + 6,A2 + 6:3A3.

By construction K is of the form (9), (10), that is by Lemma 2 is of Type 1.
Consider next Qg F (Byp) and the lower bound L (#) associated withiit, see (B.14).
We will show that L(0) = 0 with i the only minimizing measure. Then, by Prop-
osition 6, Qg F(Bg) = 0if and only if i € Y () and the assertion of the lemma
follows via the equivalence Proposition 1.
To evaluate L(0), use the algorithm stated in Lemma 9. To this end, evaluate
the function ¥ (1) = ¥ (a, b, c) defined by (B.16) and note that by (B.7) and (41)

a®) fRE) +20@) [P E) +c@ fFPE) 20

for any & € S2. Therefore it is enough to prove that the function ¥ (u) vanishes
only at the points u = ", t 2 0, r = 1, 2, 3, equivalently only at the three cross-
sectional points fi., see Figs. 3(i), 6. Parametrize the cross-sectional boundary
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circle C by the angle ¢ as in (B.13) and set e(¢) = sin(¢/2)A> + cos(¢p/2) Az.
Evaluation of ¥ (u) for u belonging to C yields, cf. (B.16), (41) and (B.13):

V(@ b,c) = ; min {14282 + 26 (A2t A36) +c 1438 P

1. 21 . T
3 min le(@)£ [ = § min (e(6)" e(@)z. ). (51

Therefore ¥ (a, b, c¢) is the smallest eigenvalue of the symmetric non-negative
matrix

T
%e((j))Te(d)) = % (sin %Az + cos §A3) (sin %Az + cos §A3) )

Recalling (50),

T ( ¢ ¢ )2
e(@) e(¢p) = |sin El+cos ED(CI) . (52)

Hence, via (49), the eigenvalues are A, = % (sin(¢p/2) — tr cos(¢p/2)),r =1, 2, 3,
and

2
o (an® ¢
Y(a,b,c) = 2;1}}12173 (sm > t, cOS 2) .

Hence ¢ (a, b, c) = 0 if and only if tan(¢/2) = ¢, r = 1,2, 3, that is, via
(45), ¢ takes one of three possible values, ¢ = q},, r = 1,2,3. Moreover, for
every r = 1,2, 3, the minimizing point in (51) for ¢ = ¢, is the eigenvector of
e(q_S,)Te(d;r) corresponding to the zero eigenvalue, that is e,. Since the decompo-
sition (B.17) of the cross-sectional total mass M., into the convex combination
of fi., is unique, 4 = [ is the only minimizing measure in (B.15) and hence
QgF(Bo) = 0if and only if iz € Y (#), and (47) follows.

Case (ii). Now lett1 (1 4 13) > t3(1 + 2). Then choose g = (q1, q2, ¢3) € (0, 1)3
in the following way:

n(l+1n)—13(1+1n) g (1 +1) —13(1+1)
= . 2 =

h—=n 1 —n) ’
_n(l+n)—n+n) (53)

B= 050 —n)

q1

and set

A1=0, A2=PD(@P, Az3=1, K ={A A2, A3},

54
By =01A1 + 6,A2 + 0343, (54

1
where P is the permutation matrix (0
01

(53). By Lemma 2, K is still of Type I.In particular PD(q) P = diag(—1; ', — 1, ',
—1t3 1). Then one considers Qg (Bo) corresponding to (54) and proceeds as in the
previous case.

) and D(q) is given by (26) with g as in
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Case (i) Case (i1)

V3

V3

Fig. 3. The set T,.4(K) in cases (i) and (ii) of the proof of Lemma 8

To conclude the proof we observe that if the measure [ is supported on any
three linearly independent vectors &1, &, & € S2, then it is enough to replace the
matrix D(q) in (50) and (54) by GD(q)G ~1, where G is the matrix with columns

£1,62,63: G :=(§11&2183). O

Remark 6. Lemma 8§ establishes the equivalence between two problems: the one
on whether a three-point measure in Y, (6) is an H-measure and the one on char-
acterizing the S-quasiconvex hull of the set K given by (50) or (54). The nature
of this equivalence can be visualized as follows, see Fig. 3. On the cross-section
J¢s in the (c, b)-plane consider the triangle specified by the points v; = (0, 0),
v =(1,0),v; = (%, —%). For given A1, A;, A3, every point in the interior of K¢
can be identified with a point inside the triangle v{vyv3 via the mapping

3
> 6iA; € Int(K°)
i=1
P ( 03(1 — 63) —0,03
Or(1 —62) +63(1 —63) " 62(1 — 62) + 63(1 — 63)

) € Hes,  (55)

describing the projection M, of the total mass M (0), see (B.11), on the (¢, b)-plane
of unit trace matrices. Now let i € Y, (0) satisfy the assumptions of Lemma 8 and
let K be the set associated with & via (50) or (54). Then set

Tes(K) == p (T(K) NInt(K)) ,

where T'(K) is the set defined by (12). Since by Corollary 2, Kgc =T(K),Lemma8
can be equivalently re-stated by saying that & is an H-measure if and only if M5 on
Jes belongs to T, (K). It can be further checked that T, (K) is the region delimited
by the lines vy i3, vji2, and v3 i, on the (c, b)-plane (see Fig. 3). We briefly illus-
trate its construction. On the (c, b)-plane draw the three segments v3ji},, voji%,
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v1 2. Consider the intersections of each of the segments with the two others and
with the segments vy vy, viv3, Vav3:

-1 ~ ~1 -2 -2 ~
{Ri} = w3jtys Nvijiyy, {Ra} =w3jily Ny, {R3} = wafid, Nvija);,
{Ra} = v3jtly Nvivy, {Rs) =wafig, Nvivs, {Re} = vifi), Nv3vy.

Then the set T.s(K) is given by the union of the closed triangle R R, R3 and the
segments [Ry, Re), [R2, R4), [R3, Rs).

Keeping the notation introduced in Remark 6, we can then state the following

Theorem 7. Let i € Y, (0) satisfy the assumptions of Lemma 8. Then
fi € Y (0) < My € Tes(K) = RiIRyR3 U[R1, Rg) U[R2, R4) U[R3, Rs).

Remark 7. The results of Theorem 7 can be extended to the case when the measure
f is such that one or more of the points ., coincide with some of the basic points
vy, s = 1,2, 3. In this case some of the points Ry, Ry, R3 in Fig. 3 would merge
with some of the points v;. The set associated with p in the sense of Lemma 8 is
still a set of Type 1, but with rank-2 connections, cf. Remark 2.

Conversely, if we study problem (6) when the set K contains one or more rank-
2 connections, then the resulting extremizing measure will have one or more of
the normalized masses coinciding with some of the basic points v;. In particular,
if the matrices A1, Ay, Az are pairwise rank-2 connected, then {Aj, A, Az}l =
{A1, Az, A3}¢ and the minimizing measure u will have normalized masses equal
to vy, v and v3.

Remark 8. Theorem 7 essentially establishes that the sufficient conditions [39,
Proposition 6.1] for realizability of some extremal three-point measures of Y (6) by
the H-measures are also necessary. This result crucially relies, via Lemma 8 and
Theorem 5, on the key lower semicontinuity result of Theorem 1 which has been, in
turn, proved using advanced tools of harmonic analysis, and, apparently, could not
be derived from polyconvexity/ quadratic translation-type arguments only (cf. for
example [7,8]). In principle, it could have been derived directly from Theorem 1,
that is without explicitly appealing to the three divergence-free wells problem,
namely directly for the H-measures, as we briefly sketch below. At a fundamen-
tal level the two approaches seem equivalent since in both cases crucially rely on
Theorem 1.

Consider & € Y,(0), hence in the form (B.9), and assume (again without loss
of generality) that £ = e,, r = 1,2, 3. Suppose ji € Y (6). Then there exists a
sequence of characteristic functions x” € I(9) suchthatfor 2" € Y (0) associated
to them via (B.1) 1" A I, and (up to a periodic rescaling) x" = 6 in LIZOC(]R3).
Next, for each r = 1,2, 3, consider a non-zero n’ € R3 orthogonal to m’, see
(B.9), (Zi-:] n’;m’; = 0), with Z§=1 n’; = 0. Consider next a sequence of periodic

functions wf (x) := Z?:l n; (X]h (x) — 9]-). We claim that, for each r = 1, 2, 3,



Three Solenoidal Wells and H-measures 803

2
h : —1 -1 3 . ) _ A '
O, — 0in Hy (Q) C Hy,e (RY) with ”F”szé(g) = ez K ‘F(k)‘ :
o LR b
3r¢r ()C)‘ 1 — Z r2 Z n:’n;)a (k))ej (k)
Hper(Q) |k| e
keZ3\{0} ij=1
3 3
2 h 2
_ /S 2 ,»,Z_:1 E2nn Al (&) — /S zijzsilg,n;n;m;m;(ses _o

(In the above we have used that if £ = e then the r-th component &, of £ is zero
unless s = r whereas in the latter case the summand is zero by orthogonality of
n" and m".) Next, since n”, r = 1, 2, 3, are co-planar, w,h(x), r =1,2,3, are
linearly dependent. Hence there exist constants ¢ and c3 (independent on /) such
that Y (x) = 2y (x) — e3y 2 (x). Letup (x) = e (x) and v (x) = 397 (x).
Then (29) holds as stated, equivalently implying that the assumptions of Theo-
rem 1 are satisfied for U = R3 and u h, U, as above, up to a subsequence. Hence the
conclusion (25) of Theorem 1 can be directly applied to the above sequence of char-
acteristic functions. In particular, producing a function f satisfying the assumptions
of the Theorem but violating (25) [for example the one akin to (20)] establishes the
contradiction and the fact that it & Y (9). Alternatively, i € Y (6) by an explicit
infinite rank lamination construction, cf [39, Proposition 6.1].

Remark 9. We emphasize that Theorem 7 holds under the restriction of &1, & and
&3 being linearly independent (that is not co-planar vectors). If &, r = 1, 2, 3, are
linearly dependent then the result still holds one way: if M ; € T,;(K) then still
it € YH (0), by continuity and the closedness of the H-measures. However we have
been unable to prove, by the present methods, the converse statement. Resolving
this may require further modifications of the methods of harmonic analysis cf. [24].
On the other hand, it is curious to notice in this context that the Sverak’s counter-
example of a rank-one convex function which is not quasiconvex [26,42] employs
a gradient field that oscillates in three co-planar directions, that is relates to an
H-measure supported exactly in three linearly dependent directions. This may
indicate at insufficiency of the arguments based on separate convexity in this case,
as well as keeps the possibility of a similar in spirit counterexample realizing an
H-measure outside T, (K) (the latter would imply existence of sequences of mix-
tures of characteristic functions which could not be mimicked by sequential lami-
nation, in the sense of H-measures).

We discuss next the case when the triangle R| R> R3 on the (¢, b)-plane degen-
erates into one single point, which we denote by Ry [see Fig. 4(2)]. In this case the
associated measure u satisfies

H(l+n)=n1+n);

therefore there is no set K of the type (9) for which (47) may hold. The set associated
with such measure u is in fact of degenerate Type 1 (Definition 4).
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1) (2)

V3

Fig. 4. (1) The set Kg. (2) The set T,.5(K() on the (¢, b)-plane

Proposition 3. Let 0 € (0, 1), d = 3, and let i € Y,(0) be supported on three
linearly independent vectors &1, &>, &3 € §2:

3
wE = 1 .
r=1

Suppose that
¢ €. 1), ¢pe(mim), ¢p3e(Gm.2n), and h(l+n)=n(l+0).
Then
e Y ()< M e[Ro, Ry)U[Ro, Rs)U[Ro, Re) <= 021 +63A0€{0, I, Ao},
where the matrix Ay is defined as follows:

Ao = — G ldiag(t1.12.13)G, G = (&1 1&21&)7".

Proof. Set Ko = {0, I, Ag} and Sy = G~'diag(0, 1, —13)G. Observe first that Sy
is rank-2 connected with each of the three matrices 0, I, Ay and that the set T'(Ky)
defined by (12) is given in this case by the union of three segments:

T (Ko) = [0, Sol U [I, Sol U [Ao, Sol

[see Fig. 4(1)]. According to Definition 4, K is a set of degenerate Type 1. More-
over it is easily checked that

p((0, So] U (1, Sol U (Ao, Sol) = [Ro, R4) U [Ro, Rs) U[Ro, Rs), p(So) = Ro,

with the mapping p defined by (55). Using the function .7 introduced in Section 3
and arguing as for the sets of Type I, one can show that every point outside 7 (K)
does not belong to (K o)gc. Then, using the algorithm from Lemma 9 and proceed-
ing as in the proof of Lemma 8, one checks that the lower bound for Q%F (Bo),
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1
Hes

12t vy ¢

2
Hes

3
Hgs

Vs

Fig. 5. The case of two normalized masses lying on the same arch

with K = Ko and By = 6,1 + 63Ay, is zero and is delivered only by the given
measure . Therefore if & € Y (0) then M., € [Ro, R4) U[Ro, Rs) U [Ro, Re).
Now let M.s € [Ro, Rs)U[Ro, Rg). A way to prove that 1 € Y (0) is to use an
approximation argument. Consider a sequence of points M,il on the circle C such
that M} — ul asm — oo [see Fig. 4(2)]. By Theorem 7 it follows that for every
m the measure ;1" corresponding to the split M, 2, u2 is an H-measure. By

construction u* A w and therefore ;o € Y (9) by closedness of the H-measures,
see (B.3). If M5 € [Rg, R4) then one introduces a similar perturbation around the
point ,u%s or [,Lgs and proceeds as before. We have thus proved that

e Y ®) < M € [Ro, Rs) U[Ro, Rs) U[Ro, Re)
and hence (Ko)%* = [0, Sol U[I, So] U [Ag, Sol. O

Remark 10. The case when all the points p/., lie on the same circular segment
(that is either vovy, or viv3 or v31») is clearly not associated with an H-measure:
the projection on the cross-section of the total mass of the measure is then outside
the triangle vy vy v3, which must not be the case.

The next result describes the case when two of the normalized masses lie on
the same arch. Fig. 5 represents a measure with one normalized mass on the arch
v1 v and the other two masses on the same arch vy vs.

Theorem 8. Let 0 € (0, 1)3, d = 3 and let u € Y. (0) be supported on three
linearly independent vectors &1, &>, &3 € 52

3
nE) = 1 .
r=1
Assume that the points ', w2, 13, are pairwise distinct and that ", # v; for all
r,i = 1,2, 3. Iftwo and only two of the normalized masses i\, u2, u2; lie on the
same circular segment, then i ¢ Y (0).
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Proof. Let A = — G~ 'diag(t1, b, 3)G, with G = (&1 |&| &)~ L. It can then be
easily checked that the set K = {0, I, A} is of Type 2 and does not contain any
rank-2 connections. We now proceed as in the previous cases. We study problem (6)
for Ay =0, A» = I, A3 = A and, again using the algorithm of Lemma 9, we find
that the lower bound L (0) for Q%F (621 +63A) is zero and is delivered only by the
given measure w. Since by Theorem 3 K gc = K, necessarily QQSF (621+65A) > 0;
therefore w is not an H-measure. 0O

Remark 11. Observe that the result of Theorem 8 does not extend to all the limit
cases when one of the normalized masses coincides with one of the basic points.
For example, if in Fig. 5 the point Mis merges with vy, it is easy to check that this
corresponds to the degenerate Type 2 case displayed on Fig. 2(2), see Remark 5. The
corresponding three-point measures then are H-measures, although they are not
extremal being convex combinations of two two-point measures related to (v2, u2,)
and (v, Mgs). One can see that then M, could be any point inside the intersection
of triangles vou2 u2; and vivav3. On the other hand, if 2, = v, this corre-
sponds to the other limit of Type 2 with KI° = [A}, A2] U A3 and no non-trivial
H-measures (the case ;13 — v3 corresponds to a limit Type I case and is covered
by Theorem 7).

Theorem 9. Let 6 € (0,1)3, d = 3, and let i € Y,(0) be supported on three
linearly independent vectors &1, &>, &3 € 52

3
&) = 1.

r=1

Assume that 'y # v; for all r,i = 1,2,3. If ul, and 2, lie on different arches
and p2; = 3, then u ¢ YH(0).

Proof. We again associate to p a set K for which p is the (only) extremizing
measure in (B.14) and delivers a zero lower bound. Such set is again given by
K = {0, I, A}, where A = —G~!diag(11, 12, t3)G. By assumption we have 1, = 13
and therefore the set K satisfies the assumptions of Theorem 4. Then Kgc =K
and p is not an H-measure. 0O

Remark 12. Notice that the conclusions of Theorem 9 do not extend to the case
when one normalized mass coincides with a basic point. Indeed it is easy to check
that if u; coincides with a basic point and 2, = w2, lie on the opposite arch
(for example p!; = vy and u2, = pl; € viv3), or if u2, = w’; merge with a
basic point and j!; lies on the opposite arch (for example u2, = u2, = v and
ués € vyv3), then the corresponding measure is an H-measure for all M., on the
segment ! 2 N vivav3. In both cases, those are in fact not extremal points of
YH (), being convex combinations of two other H-measures supported in two
points each, (£1, &) and (&1, &), respectively. The latter are in correspondence
with sets K containing one rank-2 connection, with a non-trivial S-quasiconvex
hull, as described in Theorem 5 (vii-1).
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Remark 13. The results in Theorems 7, 8 and 9 provide full characterization of
certain extremal H -measures supported in (no more than) three linearly independent
directions. This appears sufficient for purposes of full resolution of the problem of
characterizing the quasiconvex hulls for three solenoidal wells. However the above
results do not imply a full characterization of the three-phase H-measures Y (6)
themselves: while the latter are fully determined by their extremal points, there
may exist additional extremal points of ¥ ¥ (9) supported in more than three points,
therefore not being extremal points of the (fully characterized) superset Y (6). There
may also be additional three-point supported extremal H-measures which are not
extremal for Y (6), that is such that at least one of u” is not extremal (u” & C).
We sketch below an argument establishing the existence of such “extra” extremal
H-measures supported in both four points and three points.

Consider H-measures supported in three Dirac masses according to Theorem 7,
that is associated with sets of Type I, with fixed /., and linearly independent &,
(for example &, = ¢,), r = 1, 2, 3. This could be achieved for a range of volume
fractions 0, in particular such that M., (6) is well inside the triangle R| R, R3, see
Fig. 3. Select such & = 6 and let the corresponding extremal H-measures be
7@ e YH (). By continuity, there exists A > 0 such that the above property
is held for all |0 — 0| < A. Select on the circle C one more “cross-sectional
mass” it such that for § = 6(©) there does not exist an H-measure corresponding
to {ul,,r = 1,2,4}, which is clearly possible by Theorem 7 and let & # &,
r = 1,2 such that &, &, & are linearly independent (this includes in partic-
ular the case of &4 = &3). Hence for the corresponding three-point (£1, &, &4)
Borel measure u, extremal for Y (0O, n ¢ YHOO®), For 0 < t < 1, the
Borel measures fi(t) = (1 — )ii® + tj1 are, hence, supported in four points
if £ # &3 and still in three points for &4 = &3. We argue that at least for small
enough positive ¢ those are H-measures; therefore the one corresponding to the
maximal value of such t (r = 7y, 0 < #p < 1) can only be an extremal H-mea-
sure supported in four (or three if &4 = &3) points. To establish this, notice that
since i}, € C is extremal, i, = m ® m for some m € R?, |m| = 1. Let
0 =00 4+ Am/2,0® := 00 — Am/2 and let the corresponding extremal H -
measures be (0 € YH#(OWD), i@ e yH(9?), respectively (hence all supported
in the same &, with the same /.., r = 1, 2, 3). Then “mix” these two H-measures
in equal volume fractions via a lamination in layers perpendicular to &4. The “mix-
ing formula” for H-measures (see, for example [17,47], [39, Section 6(a) (6.4)])
produces the following new H-measure 11> € Y7 (9©):

1 1_

AZ
A0 = S0 4 A+ S,
This is clearly an H-measure supported in the four (respectively, three if &4 = &3)
points. Such a measure can only be a convex combination of (%) and /i and hence
a2 = fu(r*), for some 0 < t* < 1. By convexity and closedness, there exists
“maximal” 9, fo = t* > 0 such that i(t) € Y# () if and only if ¢ € [0, #0]
(since (1) = i ¢ YH@©O©), 1o < 1). Hence ji(fp) is an extremal H-measure
supported in four (respectively three) points, that is fi(f) € YeH O)\Y.(0).
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7. Last part of Theorem 5 and a brief summary

In the present section we complete the proof of Theorem 5 and give a summary
of the main results of the paper.

Proposition 4. Let K = {0, I, A} where det(A) # 0 and det(A — I) # 0. Assume
that one of the following conditions is satisfied:

(i) K is a set of Type 3;

(i1) A is diagonalizable and the plane formed by K contains only two distinct
rank-2 directions (hence one of them is rank-1), and the corresponding affine
rank-2 lines through 0, I and A do not intersect at points inside K°;

(iii) A is not diagonalizable.

Then K& = K.

Proof. We consider problem (6) for the given set K and show that the lower bound
L(0) defined by (B.14) is strictly positive for all values of the volume fractions 9,
implying that the quasiconvex hull is trivial.

Assume (i). Then the matrix A is diagonalizable and has three distinct real
eigenvalues. Using the algorithm of Lemma 9, one can see that L(0) could be zero
only if the extremizing measure in (B.14) had all the three normalized masses on
the same circular segment, either viv;, or viv3 or v3v;. Since this cannot be the
case (see Remark 10), the lower bound is strictly positive.

Assume (ii). Then the matrix A is diagonalizable and has two distinct real
eigenvalues, one of multiplicity two. As in case (i), one can see that L(#) could be
zero only if the extremizing measure had normalized masses on the same circular
segment, except that in this case two of them merge. Again, this cannot be the case.

Now assume (iii). If A has one real eigenvalue and two complex (hence com-
plex conjugate), then the function v defined by (B.16), see also (51), (52), vanishes
for a single value of ¢ and therefore the lower bound is strictly positive. If A has
two distinct eigenvalues, one of which has algebraic multiplicity two but geomet-
ric multiplicity one, or if A has one eigenvalue of algebraic multiplicity three but
geometric multiplicity two, then the lower bound may be zero but is delivered by
a two-point supported measure. On the other hand, two-point measures are not
H-measures. The latter can be shown for example via the Sverdk’s incompatibility
resul® for three gradient wells [41], see [8, Section 5], [39, Section 7(a)]; or by
reformulating Theorem 4 above in an equivalent H-measure setting, appropriately
exploiting again the equivalence Proposition 2.

Finally, if A has a single eigenvalue of algebraic multiplicity three but geo-
metric multiplicity one, then the lower bound is strictly positive (with v vanishing
again for a single value of ¢). O

Summary. The results presented in Section 6 provide characterization of all extre-
mal three-point H-measures of the form u(§) = zle 1" 8¢, when &1, &, &3 are

3 Remark in passing that the Sverdk’s result itself could be re-derived via a straightforward
adjustment of the approach in Sections 3 and 4 above.
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linearly independent vectors and the associated points 1/, on the (c, b)-plane lie on
the circular segments vov1, V1 V3, V3V2, one on each segment, including possibly the
endpoints, Fig. 3. The only extremal H-measures in this class are those described
by Theorem 7, including the limit cases as discussed in Remark 7 and Proposition 3.

Theorems 8 and 9 complete full characterization of the extremal three point
H-measures, within the extremal points Y, (6) of the superset Y (), supported on
three arbitrary linearly independent directions: except for the limit cases described
in Remarks 11 and 12, all other measures in the set Y, (6) are not H-measures.

On the other hand, the presented analysis allows us to fully solve the problem
of the S-quasiconvexification for three arbitrary solenoidal wells (Theorem 5). The
conclusion is that a non-trivial quasiconvex hull can only emerge in the situation
as in Fig. 1(1), that is when there are three separate rank-two directions in the
plane formed by K = {A1, A2, A3} and the mutual position of A1, A and Az on
this plane is such that an inner triangle is formed, including the limit cases. Then,
according to Corollary 2, Kgc = T(K). In all other cases Kgc = K, unless K
contains rank-2 connections, as catalogized in Theorem 5.

8. On applications of the H-measure results. The three well
problem for linear elasticity

An attractive feature of the H-measure is that it is a purely geometric object,
that is independent of the differential constraints. Hence the same H-measures are
involved in characterizing the relaxation of problems with different differential
constraints, in particular of associated quasiconvex hulls. Therefore, any progress
in characterizing the H-measures can be potentially transferred from problems with
one type of differential constraints to those with another. In this section we discuss
the application of the results on the H-measures to the problem of characterizing
the quasiconvex hull for three linear elastic wells.

The problem is formulated similarly to that in Sections 3 and 5 with K =
{A1, Ay, A3} and Ay, A> and A3z being now three symmetric matrices in M xd
of given linearized “transformation strains”. The divergence-free differential con-
straint for a field B, cf. (7), is in turn replaced by the requirement that B is a
symmetrized gradient of a periodic displacement field u:

B(x) = %(w + (Vu)T), ue H(Q,RY. (56)

The multi-well energy is analogous to (4), being characterized more generally
by a quadratic form generated by a positive definite elastic tensor C which would
formally coincide with (4) for the special case of an isotropic tensor with Lamé
constants A = 0 and u = 1/2 (cf. [39, Section 7(b)]), resulting in C = [ with
I being the identity tensor. Notice that the exact choice of C does not affect the
issue of characterizing the (linear elastic) quasiconvex hull K 'ic, so there is no loss

of generality in choosing C = [ for this purpose. As before, n = 21-3:1 0; A,
6 €017, 37,6, =1,isin K/ if and only if Q, F () = 0. Here the relaxed
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energy QlaeF is defined by (6) where in the definition (7) for V the divergence-free
constraint is replaced by (56).

The relaxed energy QleeF (1) can, in turn, be equivalently expressed in terms of
minimization with respect to H-measures [17,39], namely (43) still holds with the
same set of H-measures Y/ (9) as before but £/ (£) requiring re-evaluation for the
linear elasticity context. Specializing to the three-dimensional elasticity (d = 3),
fU (&) is as follows (cf. [39, Section 7(b)]):

iy 1
FIE) = S AT Apg @) AT (57)

Here Af.‘l denotes the (kI) components of the matrix A; and summation is
implied with respect to repeated indices, and

1
Akipg(§) = E{Tkp(g)nq(g)+qu(§)Tlp($)}v T () = 6 — k&
Hence (57) can be equivalently re-written as follows:
176 = Te[ATEA;T®)], (58)

where T(§) =1 - & QE&.

Further, the lower bound L (0) for ngeF , as computed in [39] is given by (B.14)
with the same “universal” superset Y (6).

Assuming further without loss of generality A = 0, the linear elastic analog
of (B.16) when restricted to the circle C parametrized as before by ¢ € [0, 27),
see (B.13), can be computed, as in (51), and in the present case reads

V(@b = ¥(@) = inf T[T E)?]. (59)

where e(¢) = sin(¢/2)A + cos(¢/2)A3. Denoting by v;(a, b, c) = v;(¢),
Jj = 1,2, 3, the eigenvalues of e(¢) and by k1, k» and k3 the components of & with
respect to the (orthonormal) basis of the eigenvectors diagonalizing e(¢), (59) via
a straightforward calculation reads:

: 2 2 2 2 2 2 2 2 2
Via.b.o)= inf, (vlkz + vzkl) + (vzk3 + 1)3/(2) + (V3k1 n v1k3)

es

+ 203K3KF + 203k3KF + 2u§k%k§}. (60)

It is easy to see that ¥ (¢) = 0 if and only if at least one of the eigenvalues v;,
Jj = 1,2, 3 is zero and the two others are not of the same sign, that is

v S v =02 3. (61)

In particular, for the case of strict inequalities (v; < vy = 0 < v3) the zero
minimum in (60) is achieved at exactly two different directions k € 2 ky = 0,
ks = +|v3/v1|"/?k, giving rise to two different locations on the sphere for the
component extremal mass corresponding to such ¢.
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The condition of compatibility of two linear elastic matrices A; and A j is known
to be of similar type: one of the eigenvalues of (A; — A;) must be zero and the
two others must not be of the same sign, see for example [2]. Hence, for pairwise
compatible wells ¥ (0) = ¢ () = ¥ (37 /2) = 0, in which case Klqec = K¢, for
example [2]. Therefore, it remains to consider the cases when the wells are not
pairwise compatible. We assume without loss of generality that A and A; = 0 are
incompatible, that is upon diagonalization, A, = diag (o1, a2, @3) withajay > 0.
We then argue that the equation v (¢) = 0 does not have more than three solu-
tions for ¢ (within the range [0, 27)) unless, in the chosen basis, «3 = 0 and
Ak3 Azk = 0, k = 1, 2, 3. The latter corresponds to two-dimensional linear
elastlclty, for which the quasiconvex hull is known and is in particular trivial in
the case of pairwise incompatible wells, see for example [39, Section 7(b)]. For
the former assertion, a necessary condition for ¥ (¢) = 0 is dete(¢) = 0. The
latter equation does not have more than three solutions: if det e(¢) = 0 then either
¢ = m implying det A = 0 or det(A3 + ¢ A2) = 0 which is (a nontrivial) at most
cubic equation in ¢ := tan(¢/2). From these values of ¢ those failing (61) should
be excluded further, and as a result we end up with no more than three values of ¢
such that iy (¢) = 0.

Further, € Klqec if and only if L(6) = 0 and a minimizing measure in Y (0) is
an H-measure. The previous reasoning assures that, as in the divergence-free case,
the total mass could generically only be split in a no more than a single triple of
extremal masses corresponding to ¥ (¢,) = 0, r = 1, 2, 3. Since for each of such
¢, there are generically two corresponding “minimizing” directions on the sphere,

(1) and &, @ the minimizing measures could be supported in up fo six Dirac masses.

On the other hand, the results of this paper, in particular of Section 6, provide full
characterization of H-measures supported in no more than three (linearly indepen-
dent) points. The most interesting case of three solutions ¥ (¢,) = 0,r = 1,2,3
corresponds to the situation when the plane (Aj, Az, A3) contains three “linear
elastically compatible” directions, see [2] and [39, Section 7(b)] for such exam-
ples. The results of Section 6 are directly applicable to characterize the “inner
bound” for K., namely in the Type I case when the “internal triangle” is formed,

le >
Fig. 1, implying T(K) C KLY, cf. [2].

However, for establishing the outer bounds, some further developments are
required to eliminate (or otherwise) the possibility of the minimizing H-measure
being supported in four to six points. For example, our results in Section 6 ensure
that in the Type I case the exterior to 7' (K) is not realized by any extremal point
of the superset Y (), that is by (generically) any extremal measure supported in
a triple of points Slk) é(l) and 53(’"), where (k,l,m) € {1, 2}3 (note that one of
those triples may be co-planar, which is the case at least for diagonal matrices by
direct inspection, cf Remark 9). This argument on its own does not, however, elim-
inate the possibility of an H-measure being a convex combination of those points.
This poses an interesting open problem, whose resolution would possibly require
further developments of the ideas of harmonic analysis akin to [24] and/or other
ideas. It is also possible that the arguments based on the linear elastic analog of
rank-2 convexity implying (linear elastic) quasiconvexity may fail. In this context,
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counter examples of MILTON [23, Section 31.9] of linear elastic mixtures that can-
not be mimicked by sequential lamination via an elastic analog of the Sverdk’s
counterexample [42], cf. Remark 9, may be relevant.

9. Discussion

We have essentially established that the key semicontinuity result, Theorem 1,
has two seemingly different but fundamentally equivalent implications: full char-
acterization of quasiconvex hulls for three solenoidal wells in dimension three,
and complete resolution of the problem whether or not the extremal points of the
superset Y (6) are (extremal) three-phase H-measures (with the exception of the
degenerate case of measures supported in three co-planar directions). In this work
we confined ourselves to characterizing the zero sets for the relaxed energy QgF;
however, the approach could equally be extended for establishing the optimality,
or otherwise, of the H-measure lower bound (B.20) for Q ¢F with equal quadratic
wells, cf. [13,39] (remark in passing that the analysis becomes substantially harder
for the case of unequal elastic moduli even for two wells, N = 2, see for example
[3,37] for recent progress).

The presented results could be generalized further in various ways. The semi-
continuity Theorem 1 can be generalized both from the two-dimensional planes to
three-dimensional subspaces of diagonal matrices for d = 3, and for d > 3, with
further counter-examples analogous to [42] for some higher dimensions, see [32]. It
should also be possible to describe a rather general class of differential constraints
&/ where on one hand the constant rank condition does not hold (making the classi-
cal results [9,29] inapplicable) but on the other hand the appropriate semicontinuity
result still holds via an appropriate application of the Haar wavelet estimates.

The most recent extension in [19] of the interpolatory estimates between Haar
projections and Riesz transforms for arbitrary p-growth (1 < p < 0o) allows almost
immediately generalizing the presented result correspondingly. It also widens the
scope for further applications, for example for improving further the bounds for
nonlinear composites, cf. [11, Section 6], including the “harder” case of p > 2,
cf. [44]. Remark in passing that whenever the bounds happen to be non-optimal
our construction allows, at least in principle, for quantifying this non-optimality,
with the potential application for the bounds improvement, et cetera. Likewise,
the elimination of the points of Y, (6) from the H-measures yields also, in princi-
ple, elimination of a quantifiable neighborhood of such points, leading in effect to
additional restrictions on the H-measures.

For N-phase H-measures with arbitrary N, the structure of the extremal points
of Y (0) was studied in [13] where a direct analog of Proposition 5 was established,
with the extremal points supported in (no more than) /(N) = N(N — 1)/2 Dirac
masses, and the realizability of some of those by sequential lamination was also
discussed, which is in the direction of generalization of the sufficient condition
in [39, Proposition 6.1] for arbitrary N. However, for generalizing the necessary
conditions of the present approach, the [(N) directions have to be linearly inde-
pendent, which requires d = N (N — 1)/2 (with lower dimensions for the points in
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Y, (0) supported in less than [ (N) directions). In particular, for N = 2 the approach
works for any dimension (/(2) = 1), and for N = 3 for d = 3. Possible further
generalizations would require additional modifications of the presented ideas (for
example from harmonic analysis, cf. [19]) and/or other ideas. We also expect the
new H-measure results to be applicable for characterizing the .27 -quasiconvex hulls
for rather generic differential constraints.
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Appendix A. Proof of Lemma 1

We may assume that M = 0 and N = G~! since, as already remarked, shift
by a matrix and left-multiplication by an invertible matrix do not play any role
(with the latter for example keeping the divergence-free property). Let By € K gc
and G € GL(3,R). By definition there exists a sequence of Q-periodic L?* equi-
integrable divergence free matrix fields { B} which satisfy

dist(Bj, K) — 0 locally in measure, and ][ B, = By.
0

We introduce the new variable y in R? given by
y= GTx
and define the sequence {B},} in the following way:
By(y) == G 'Bi(G G (A1)
Then one can check that By, is still divergence free in R3, and
dist(By,, K) — 0 locally in measure. (A2)

If G € GL(3,Q), that is G is rational-valued and invertible, then there exists a
positive integer / such that By, is periodic with periodicity cube (0, 2/7)3, which
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can be re-scaled back to a 27-periodic field By (yl) completing the proof. If G
has irrational entries, we can employ the following standard construction, cf. for
example [14]. Decompose By, in the following way:

By(y) = G 'ByG + G7'(B;, — Bo)(G™Ty)G.

Notice then that G~ (B, — Bo)(G~ y)G is dlvergence free and periodic with peri-
odicity cell 0 = GTQ and zero mean in Q. Therefore there exists a sequence of
Q-periodic matrix fields {V},} C H, ! (R3) bounded in L2(Q) such that

loc
G (B, — Bp)(G™Ty)G = Curl V(). (A.3)

[The curl-operation is understood above as acting on each row of the matrix Vj, (y).
The representation (A.3) can be derived by, for example, directly adopting the
argument in [14, page 7] to Q-periodic functions.] Now let {L},} be an increasing
sequence of positive numbers such that L, — 0o as h — oo and define

@n(y) := min{l, dist(y, 0Q)} for y € Qp

where O, = (0, 27 Lh)3 and extend ¢y, periodically to the whole R3. Next set
~ _ 1
Bi(y) =G 'BoG + 7, Curl (on(Ly) Vi (L))

and observe that the sequence {Eh} is divergence-free Q-periodic, leoc-equi
-integrable and satisfies (A.2) since, in particular,

1
/ Vi (Lny) A Vor(Lpy)|*dy £ — Vi[> dy
0 Ly, J 0yn{ve,#0)
|det G|~! 5
g CL—h”Vh”LZ(GTQ) — 0

Appendix B. H-measures of characteristic functions

Appendix B.1. Definition and basic properties

The following is the definition of H-measures associated with periodic micro-
geometries of H-measures, sufficient for the purposes of the present work. For a
general construction, involving functions that need not be periodic or characteristic,
see, for example [12,47].

We denote by x;(k), k € 7, the Fourier coefficients for the Q-periodic func-
tions x:

% (k) ;=][Q xj(x)e ¥ dx.
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For every x € 1(0), see (5), we call H-measure generated by x the matrix-valued
measure (& = (u;j) i defined as follows:

pij=Re > ji)xXj®&u, 1Zi,j<N, (B.1)
keZd\{0}

where 8¢ /x| denotes a unit Dirac mass at the point £ = k/|k| on the unit sphere
S9=1 and k # 0 has integer components. Introduce the notation

/ @ (&)dpui; ()
gd—1

to denote integration of a continuous function ¢, ¢ € C(S¢~"), with respect to the
measure [;;.

The set of all possible H-measures for a given 8, which we will denote by Y 7 (6), is
characterized by including all weak™ limits of (B.1), that is all Borel matrix-valued
measures (;; such that there exists a sequence of measures /1,7]1 of the form (B.1)

for some x™" € I(#),m =1,2,...,and /L;’; A Mij, thatis

/ @i (E)dui;(¢) — / @ij(&)du;j (&) (B.2)
§d—1 §d—1
asm — oo forall ¢;; € C(s%1. So

YH @) = {m,- 3472 of the form (B.1) and ) = puij as m — oo}. (B.3)

It can be checked (see, for example [17,39]) that the H-measures satisfy the
following properties:

N
Mij = pnji and Z,uij=0, I=j=N, (B.4)

i=1

/ dpij(§) = 8;j0; — 6;0; =: M;;(6) (no summation in i, j), (B.5)
gd—1

wij (§) = pij(=§), thatis/SCH F(=&)duwi; (&)

= /S L T®duE), v fecsth, (B.6)

N
Z /S(H i (€)g;(E)du;j(§) 20 forany ¢; € C(897Y, j=1,...,N.
ij=1

B.7)
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We denote the set of all Borel measures on the unit sphere* S~ subject to restric-
tions (B.4)-(B.7) by Y (6):

Y(0) = {M = (uip™_, : (B4) — (B.7) hold } (B.8)
It follows that Y7 (0) c Y (). Both Y (0) and Y (9) are weak* closed infinite-
dimensional convex sets in the space of matrix measures. Further, since (B.4)—(B.7)
ensure that ¥ (6) is bounded in (C(S9~1HN*N )*, it is weak* compact and hence
sois YH(6). Hence, by Krein—-Milman theorem, for example [5], both Y H(9) and
Y (0) are fully characterized by their extremal points.

Kohn (see [17], Theorem 6.4) has shown that for the case of two wells (N = 2)
the conditions (B.4)—(B.7) are necessary and sufficient to characterize the whole set
Y (0), that is the sets Y () and Y (9) coincide for N = 2. In contrast, for N > 2,
the above restrictions are generally insufficient (KoHN, personal communications;
see also discussion in [39]). Therefore the set Y (9) is strictly contained, at least
in some cases, in Y (0).

Appendix B.2. Description of the set Y (0) for N = 3

The following proposition gives an explicit description of the set Y,(6) of
extremal points of the superset Y (9) for N = 3, following SMYSHLYAEV and WILLIS
[39], see also [13]:

Proposition 5. Let N = 3 and 6 € [0, 113, Z?:l 0; = 1. Then n € Y.(0) if and
only if
3
n o= Z m" @m" §,, (B.9)
r=1
where m" € R3, r = 1,2, 3, are such that Z?:l m; =0, Zle mlrm; = 8;;6; —
0:0;, and &, € S =1,2,3, are (counting ££& as one point), either

(1) three different points, with either m", r = 1,2, 3 linearly independent, or
[ p y P

m3 = 0and ml, m? linearly independent; or

(i) & =& =&

Proof. This follows essentially directly from the proofs of [39, Proposition 5.1,
Lemma 5.2 and Proposition 5.3], see also [13, Proposition 5.1]° where this was
made more explicit and generalized for arbitrary N. O

4 Note that the restriction (B.6) requires the measures to be distributed over the sphere
symmetrically. Therefore we can always identify the opposite points =& on the sphere (hence,
in effect dealing with the projective space RPY~! rather than S9~1), as we will henceforth
implicitly assume.

5 The “if”” condition is stated in [13] not entirely precisely, which does not however affect
the subsequent applications.
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Notice that the above “component masses” u” = m” @ m" lie on the boundary
d.% of the cone # of non-negative symmetric matrices in the three-dimensional
subspace of M®>*3 specified by (B.4). Proposition 5 hence means that the extremal
measures are either supported in three or two points and then are such that the com-
ponent masses € .2, r = 1, 2(, 3) are linearly independent, or are supported
in a single point with total mass (B.5).

The restriction (B.4) implies that it is sufficient to consider three component
scalar measures

a(§) == p22(8), b(§) :=pa3(§) = u3n§), c@):=n3@). (B.10)

. .. . . a(§) b ))
with the condition (B.7) requiring the matrix measures to be non-
(B.7) requiring (b(é) c(§)

negative. By (B.5) for any measure u € Y (@) the associated reduced 2 x 2 “total
mass” is

(1 —02) —0,03 )

M(Q)z( 605 65(1 — b5) @10

. . . ab
Every non-negative symmetric matrix pu = ( b C) belongs to the convex cone

J in the (a, b, ¢) space:
%:{(a,b,c)eR3:ago, >0, ac—bzgo}.

Every matrix p # 0 belonging to % is uniquely characterized by its trace
tru = a 4+ ¢ > 0 and its “projection” ug on the cross-section JZ;, of the unit
trace:

wo= (tr (L) es -

The cross-section %, is described by the relationsa + ¢ =1, b+ (c—1/ 2)2 <1/4
and so can be identified with a disc in the (c, b)-plane (see Fig. 6). The total mass
M () belongs to #" and (B.11) implies that its projection M.s; on %, always lies
inside the triangle defined in the (c, b)-plane by the points

v =1(0,0), v2=(1,0), v3=(1/2,-1/2),

by noticing that M = 616,v1 + 6103V, + 26203v3. The latter “basic points” v,
r =1, 2,3, are themselves the projections of three special directions n” ® n” on
9% where in the original symmetric “full” form

n'=1,1,07 22=0,0,-DT, =@, 1,-D7, (B.12)

and play important role in the subsequent analysis.
The boundary component masses n” = m” ® m” have cross-sections lying on
the (c, b)-plane on the boundary circle C := {(c, b) : b*> + (¢ — 1/2)* = 1/4}, that
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A/l T

V3

Fig. 6. The cross-section % of the cone . on the (c, b)-plane

is are extremal for ., (equivalently, u’. = m- @ m’ ., m’. € R?, |m’ | = 1, that

isml e S1). Parametrize C by the angle ¢ € [0, 27), see Fig. 6:

a=(1—cos¢)/2 = sin>(¢/2) (= 1—c¢)
b= 1sing = sin(¢/2)cos(¢/2) (B.13)
c=(1+cosp)/2 = cos>(¢/2).

On this way, for any u € Y,.(6), the points u/; can be identified by the angles ¢,
r=1,2(3).

Now go back to the problem of evaluating QGSF , via H-measures, see (42) for
N = 3. Without knowing Y (6), we instead minimize in (42) over the larger set
Y (0). This will lead to the precise evaluation of QgF provided (one of ) the min-
imizing measure(s) i € Y (6) turns out to be an H-measure, that is u € Y (0).
Otherwise, it will provide a strict lower bound on Q{’;F . With this aim we set

3

L@):= inf > /Sd_l S7E) dpij ), (B.14)

HeY(©) <
i,j=1

where f% is defined by (41) (hence, by construction, Q%F (By) = L(O) where
Bo =7, 6;A).

The next lemma gives an explicit formula for L(0) clarifying further the role
of the set Y, (0) in the minimization problem (B.14). It is assumed, without loss of
generality, that A} = 0.
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Lemma 9. [39] Let 6 € (0,1)% be given with 33_, 6, = 1 and Ay, Ay, A3 €
M™% with Ay = 0. Then the infimum in (B.14) is attained and the minimizing
measure can be chosen in Y,(0). Moreover

3
L0) = (tr M(0)) min > a, (i), (B.15)

r=1

where Y : # — R is defined by
V(W) = ¥(a,b,c) == min {afzz(é) +2bf23($)+cf33(s)}, (B.16)
éjESd’l

and the minimum in (B.15) is taken over all possible decompositions of M.s(0)
into a convex combination of no more than three extremal masses ji,; € C:

3
Mg = apuly, ap 20, > o =1. (B.17)
r=1

Proof. All the components of the proof can be found in [39] (in particular see Prop-
osition 5.1 and 5.3 and Lemma 5.2 therein); see also [13, Theorem 5.2]. Namely,
by the Krein—Milman theorem, the infimum of the linear continuous functional on
the right hand side of (B.14) over (a weak™ compact convex set) Y (0) is achieved
at its extremal point. Using f%/ (&) = 0O for eitheri = 1 or j = 1 (due to (41) and
A1 = 0), and Proposition 5, (B.14) is re-written as

L) = min
HeYe (0

{a 2@ +26, 5@+ 1@} B8
r=1
where a, = (mg)z, b, = mym% and ¢, = (mg)2 Since for any p € Y, (6), u =

Zle ar il de, and ¥ () is homogeneous of degree one, that is v (tu) = i (u)
for any ¢ 2 0, the result follows. O

Lemma 9, hence, suggests the following algorithm for computing L(6):

(i) consider all possible decompositions of the cross-section M (9) of the total
mass into the convex combination of at most three extremal matrices u..,,
see (B.17).

(i) for any split (B.17) choose &, minimizing (B.16);

(iii) minimize with respect to all admissible splits of the form (B.17).

This procedure leads to finding (no more than) three critical points !, a2

@ /lgs) on C (see Fig. 6) with associated directions &, r = 1, 2, 3, such that the
extremizing measure [ is
3

= M) apjipde. o 20, aitoytaz=1. (B.19)
i=1

Summarizing all the above,
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Proposition 6. The following lower bound holds:
Q5 F(By) = L(O). (B.20)

All the minimizers of the right hand side are in the form (B.19). The equality is held
in (B.20) if and only if at least one of such minimizers is an H-measure.
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