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Introduction to ISAR

Inverse synthetic aperture Radar (ISAR) is a powerful sig-
nal processing technique that can provide a two-dimensional
electromagnetic image of an area or target of interest. Be-
ing radar based, this imaging technique can be employed in
all weather and day/night conditions. ISAR images are ob-
tained by coherently processing the received radar echoes of
transmitted pulses. Commonly, the ISAR image is charac-
terised by high resolution along both the range and cross-
range directions. High resolution in the range direction is
achieved by means of large bandwidth transmitted pulses,
whereas high cross-range resolution is obtained by exploiting
a synthetic antenna aperture. In ISAR, the synthetic aperture
is generated by motion of the target as well as possibly by
motion of the radar platform. In contrast, the related imag-
ing technique of Synthetic aperture radar (SAR) has its syn-
thetic aperture generated by means of radar platformmotion
only.

Initially, the name ISAR was derived from SAR by simply
considering a radar-target dynamic where the radar platform
was fixed on the ground and the target was moving around.
Today, however, it is understood that the basis of the differ-
ence between SAR and ISAR lies in the noncooperation of
the ISAR target. Such a subtle difference has led in the last
decades to a significant separation of the two areas. The non-
cooperation of the target introduces the main problem of
not knowing the geometry and dynamic of the radar-target
system during the coherent integration time. Such a limita-
tion leads to the use of blind radial motion compensation

(image autofocusing) and image formation processing that
must deal with highly nonstationary signals.

The SAR community is very large and the areas of inter-
est within SAR grow steadily each year. The ISAR community
is much smaller, in comparison, and it is often difficult to
bring together world leaders in this sector. This special issue
aims to gather the latest novelties in ISAR in order to pro-
vide an updated reference for current and future research in
this area. This has involved a comprehensive peer review pro-
cess to guarantee technical novelty and correctness. As dis-
cussed below, the presented papers, six in total, are equally
divided amongst the three primary areas of ISAR research,
namely: motion compensation (or image autofocusing), im-
age formation, and target classification/recognition. Whereas
the first two areas are devoted to the reconstruction of the
ISAR image, the latter concerns the use of the ISAR image
for target recognition—one of the principle motivations for
ISAR development.

Motion compensation

Motion compensation is the first step in the ISAR image re-
construction chain. Image focus and clarity strongly depend
on the accuracy of motion compensation. Often referred to
as image focusing or image autofocusing (blind data driven
motion compensation), the motion compensation problem
has been largely addressed since the beginning of ISAR. Sev-
eral algorithms have been provided that accomplish motion
compensation. Nonparametric algorithms such as promi-
nent point processing (PPP) and phase gradient algorithm
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(PGA) often, in the past, have been applied in ISAR imaging,
largely because they do not need a signal model assumption.
More recently, several other nonparametric methods, such
as the maximum likelihood- (ML-) based technique and the
joint time-frequency analysis (JTFA) technique, have been
proposed and are proving to be relatively effective. On the
other hand, parametric approaches, such as image-entropy
or image contrast-based algorithms, are attracting increased
attention due to the potential enhancements they can pro-
vide over nonparametric approaches.

In this special issue, two papers are presented which
address the problem of motion compensation. The first,
written by Martorella et al., concerns a general exten-
sion of two parametric algorithms, namely, the image con-
trast based-algorithm (ICBA) and image-entropy-based al-
gorithm (IEBA). A second-order polynomial phase model is
often used as the parametric model for motion compensa-
tion in algorithms such as the ICBA and the IEBA. Often
such a model does not prove to be accurate enough, due
to irregular target motions, such as in the cases of fast ma-
noeuvring targets or sea-driven target angular motions in
rough sea surface conditions. Motivated by this, researchers,
such as those of the Martorella et al. paper, are employ-
ing high-order polynomial phase models to achieve accu-
rate image focussing. However, estimation of the required
polynomial coefficients (via solving of an optimisation prob-
lem) is typically sensitive to the cost function (image contrast
or entropy) and the iterative-search technique employed. In
particular, solutions provided by classic iterative techniques,
such as Newton, quasi-Newton, steepest descent, or gradient,
are generally unsuitable due to the multimodal characteris-
tics of the cost function (which become more severe as the
number of polynomial coefficients increases). To avoid such
convergence problems Martorella et al. consider a genetic-
based iterative technique, which they apply to the estima-
tion/optimisation of a third-order polynomial phase model.

The second paper, written by Yau et al., also addresses the
multimodal-related convergence difficulties associated with
many parametric-based motion compensation approaches.
This paper proposes to overcome the difficulties by decou-
pling the estimation of the first- and higher-order polyno-
mial coefficients. This is accomplished via an iterative two-
stage approach; first a range-profile cross-correlation step
is applied to estimate the first-order coefficient, and then a
subspace-based technique, involving eigenvalue decomposi-
tion (EVD) or singular value decomposition (SVD), is ap-
plied to estimate the higher-order coefficients. The potential
benefits of this two-stage approach arise because the optimi-
sation process is implemented over two lower-dimensional
spaces, thereby enhancing the likelihood of convergence to a
globally optimal solution.

Image formation

After motion compensation, the received signal is processed
to form the ISAR image. The classic way of forming an ISAR
image involves a two-step process. The first step concerns
the range compression (or range focussing). Here, either the

received time-domain signals are compressed by means of
matched filters or the received multifrequency signals are
compressed via the inverse Fourier transform—to produce
complex range profiles. It is worth pointing out that in some
cases the range compression is achieved before the motion
compensation. The second step consists of cross-range com-
pression (azimuth compression). The fastest and simplest
way of obtaining cross-range compression is by means of
a Fourier transform. In ISAR scenarios, where the target is
moving smoothly with respect to the radar and when the
integration time is short enough, the Fourier transform rep-
resents the most effective solution. Nevertheless, in ISAR sce-
narios with fast manoeuvring targets or sea-driven motioned
ships or with the requirement of high resolution, the ef-
fectiveness of the Fourier approach is strongly limited. For
this reason, several other techniques have been proposed in
the last decades, such as the JTFA, the range-instantaneous-
Doppler (RID), the enhanced image processing (EIP) tech-
niques, tomography-based techniques and super-resolution
techniques, such as the CLEAN technique, and the Capon
technique among others.

In this special issue, the paper by Djurovic et al. pro-
poses a novel image formation (cross-range compression)
technique based on the use of the polynomial Fourier trans-
form (PFT) for enhancing the ISAR image quality in complex
reflector geometries at a relatively low computational cost. A
model is introduced that describes the received signal as the
superposition of contributions from different geometrical ar-
eas with given characteristics in terms of signal phases. The
local polynomial Fourier transform (LPFT) is then used to
match the signal contributions that come from different im-
age areas.

The second paper on image formation, by Wong et al.,
proposes a method of analysis for quantifying the image dis-
tortion introduced by the conventional Fourier transform
approach. This analysis method involves a numerical model
of the time-varying target rotation rate. The analysis implies
that severe distortion is often attributed to phase modula-
tion effects, whereas a time-varying Doppler frequency pro-
duces image smearing. Following insights gained from the
analysis, the authors also propose a time-frequency process-
ing/analysis basedmethod for deblurring/refocusing conven-
tionally generated ISAR images.

Target classification and identification

Radar signatures are often used for target classification
and/or identification. The need for classifying a target has
led to the development of high-resolution radar. ISAR im-
ages can be interpreted as two-dimensional (2D) radar sig-
natures. Therefore, a 2D distribution of the energy backscat-
tered from the target provides a multidimensional way of in-
terpreting the information carried by the radar echo. Sev-
eral techniques have been proposed for interpreting this
ISAR-based information for the purpose of target classifica-
tion/identification. These fall into two main philosophies: (i)
featurematching and (ii) template or pointmatching, the lat-
ter being more oriented towards target identification.
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In this special issue, two papers deal with the problem of
target classification by means of ISAR images. In the paper of
Shreyamsha Kumar et al., a full system for target identifica-
tion is proposed. The authors introduce a wavelet-based ap-
proach for ISAR image formation followed by feature extrac-
tion and target identification by means of neural networks.
The use of the wavelet technique is compared with time-
frequency techniques in terms of effectiveness and compu-
tational cost. In ISAR imaging it is sometimes difficult to
predict the target orientation and often even more difficult
to rescale the image along the cross-range coordinate. This
problem is avoided in the proposed technique as the features
used for target identification are invariant to translation, ro-
tation, and scaling—leading to a robust ISAR image-based
identification system.

The second paper by Radoi et al. proposes a super-
vised self-organising feature-based classification technique
of super-resolution ISAR images. The super-resolution ISAR
images are obtained through a MUSIC-2D method, cou-
pled with phase unwrapping and symmetry enhancement.
The proposed feature vector contains Fourier descriptors
and moment invariants, which are extracted from the target
shape and scattering center distribution of the ISAR image.
These features, importantly, are invariant to target position
and orientation. The feature-based classification is then car-
ried out via a supervised adaptive resonance theory (SART)
approach, which shows improved efficiency over the conven-
tional MLP and fuzzy KNN classifiers.
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