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1 Introduction

A beautiful example of the interplay between world-sheet and space-time techniques is

the Greene-Plesser (GP) mirror construction [1], which identifies charge conjugation for

(tensor products of) minimal models with an orbifold construction and thus establishes

the mirror automorphism for an exactlty solvable point in the moduli space of a string

compactification. Deformation arguments can then be used to extend mirror symmetry to

the geometrical realm.

The setting of the GP construction is a heterotic string whose compactification geome-

try is replaced by a tensor product Cint = Ck1 ⊗ . . .⊗Ckr
of N = 2 superconformal minimal

models with central charge c = 9, for which Gepner [2, 3] was able to construct a modu-

lar invariant partition function with space-time supersymmetric massless particle spectrum

and gauge group E6×E8. The relation to geometry proceeds via the Landau-Ginzburg (LG)

description [4, 5] of minimal models by Fermat-type superpotentials W = ΦK1
1 + . . .+ ΦKr

r

with Ki = ki + 2, which can then be identified with the hypersurface equation W = 0

defining a Calabi-Yau variety in a weighted projected space. More precisely, the exactly

solvable Gepner point is located at small values of the Kähler moduli and can be reached

as a certain limit in the parameter space of the gauged linear sigma model (GLSM) [6].

Mirror symmetry has been a pivotal tool in the study of non-perturbative physics for

two decades and is well understood for heterotic (2, 2) compactifications [7–9]. From the

phenomenological perspective, however, (0, 2) world-sheet supersymmetry (with quantized

charges) is sufficient for low energy space-time SUSY and much more attractive models with

realistic GUT gauge groups arising quite naturally. The GLSM provided an important step

for the construction of such models as it allowed the study of (0, 2) deformations away from

the (2, 2) locus [6] as well as the construction of large classes of genuine (0, 2) models with

geometrical and Landau-Ginzburg phases, like the Distler-Kachru (DK) models [10].

On the rational CFT side a powerful formalism generalizing Gepner’s construction was

developed by Schellekens and Yankielowicz [11] in terms of simple currents [12], which are

related to certain discrete symmetries and, in a sense, can be regarded as a generalization

of free fields. String vacua, from this perspective, are constructed by starting with ten-

sor products of CFTs and performing a number of projections, like generalized GSO or

alignments of Ramond sectors. All of these projections can be realized as simple current

modular invariants (SCMIs) of extension type [11, 13, 14] and large classes of (0, 2) models

can be constructed very naturally with the same techniques. Moreover, the general classi-

fication of SCMIs [15] uncovered their relation to orbifolds with discrete torsion, enabling

translations of results into geometrical language and suggesting generalizations beyond the

rational realm [14].

Like in the case of (2, 2) models, a comparison of particle spectra can be performed to

look for identifications of models that are constructed with geometry and CFT methods,

respectively. In [16, 17] Blumenhagen and Wißkirchen (BW) indeed discovered a (0, 2)

cousin of the quintic with 80 generations and gauge group SO(10) that showed up on either

side, and the construction could be extended to a whole family of identifications [18–20].

On the CFT side it is based on a Gepner-type tensor product, but with an additional simple
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current Jb that acts as a Z2 twist breaking the E6 gauge group of the (2, 2) model down

to E5
∼= SO(10). On the geometry side this corresponds to a rank 4 vector bundle E on

a Calabi-Yau manifold X whose data are constrained by the anomaly matching condition

c2(E) = c2(X) and make sense also for certain non-rational theories Cint like Landau-

Ginzburg models and orbifolds thereof. More precisely, there is a conjectured identification

between certain rational (0, 2) heterotic strings constructed with simple current techniques

and (0, 2) Landau-Ginzburg models, which can then be deformed to large volume in terms

of their GLSM realization. The latter is an interesting topic on its own but is beyond the

scope of this note.

In the present note we investigate the non-rational generalization of the CFT/geometry

connection proposed in [13, 18] and develop tools for the computation of their massless

spectra on the CFT side. Our starting point is the identification of simple current modular

invariants with orbifolds with discrete torsion [13, 15], which can be used to reformulate

the construction of Blumenhagen et al. [16, 17, 19] in a more geometrical language and to

extend it, for example, to arbitrary internal N = 2 SCFTs containing a minimal model

factor at odd level. The breaking of E6 to the gauge groupD5 = SO(10) by a simple current

Jb is thus attributed to discrete torsions spoiling the algebra extension in the gauge sector

and corresponds to a Z2 orbifolding. The main technical point will be the computation of

the spectrum in Jb-twisted sectors, for which non-BPS states turn out to contribute even

to non-gauge-singlet massless states.

Our construction also has interesting implications for (0, 2) mirror symmetry [20–25]

because charge conjugation is a simple current modular invariant for (tensor products of)

N = 2 minimal models. According to the general classification [15], the data defining a

SCMI is a simple current (or orbifold) group G together with a choice of discrete torsions (in

terms of a fractionally quantized matrix XG with given symmetrization). Since products of

SCMIs are again SCMIs the mirrors of our (0, 2) models can be explicitly constructed within

the same framework, which should explain the large degree of mirror symmetry for orbifold

spectra observed in [20–22]. By our extension of the formalism to non-rational models this

(0, 2) version of the Greene-Plesser construction extends to the Berglund-Hübsch mirror

construction for Landau-Ginzburg orbifolds with minimal transversal superpotentials [26].

The precise mirror map for untwisted minimal LG models has been constructed in [27] and

can be extended to arbitrary orbifolds with discrete torsion using the methods developed

in [28] by relating discrete torsion to the modding of quantum symmetries [29]. This

generalizes and must be consistent with the SCMI mirror construction, but in both versions

only an algorithm but no explicit formulas for the twist groups and torsions of the mirror

are available. The universality of these constructions suggests, however, that a purely

group-theoretical description should exist and would be very interesting to be unveiled.

In section 2 we define our class of models and recollect the basis of our formalism,

which at the same time generalizes and simplifies Gepner’s construction within RCFT,

and embeds it beyond rationality to orbifolding techniques via the classification of SCMIs.

In section 3 we work out explicit formulas for non-singlet matter spectra. In our class of

models the breaking of (2, 2) to (0, 2) models with GUT gauge is due to a twist that spoils

alignment of Ramond and Neveu-Schwarz sectors for the left-movers. As a consequence, it
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turns out that non-BPS states contribute even to charged matter. Using the simple current

orbit structure and spectral flow we can determine, however, everything in terms of the

finite data given by charge degeneracies of Ramond ground states and excited Ramond

states of an arbitrary N = 2 SCFT, as encoded in its extended Poincaré polynomial (EPP)

and the complementary Poincaré polynomial (CPP). In section 4 we discuss the geometry

connection and check the correspondence of spectra for non-rational examples. Examples

and some details of the construction are collected in section 5 and the appendices.

2 Simple currents, orbifolds, and (0, 2) models

In this section we recollect the ingredients of our construction, as reviewed in more detail

in [13]. The discussion is intended to provide an intuitive picture rather than proofs,

which can be found in the references. We start with simple currents and their relations to

orbifolds and then discuss their application to projections in arbitrary N = 2 SCFT, with

a summary of what we need for the special case of minimal models. Then we define our

class of (0, 2) models and discuss space-time SUSY (i.e. the generalized GSO projection)

and the breaking of the gauge group by a simple current Jb, which we will refer to as the

“Bonn twist”.

2.1 Simple currents and orbifolds with discrete torsion

The left-chiral algebra (or vertex algebra) AL of a conformal field theory is the holomor-

phic subalgebra of the operator algebra. Similarly, the anti-holomorphic fields define the

right-chiral algebra AR. The Hilbert space of states H can thus be organized into repre-

sentations of the symmetry algebra AL ⊗ AR, with chiral and antichiral labels a and b̄,

respectively, labeling characters χa(τ) = trHa exp
(
2πiτ

(
L0 − c

24

))
and their right-moving

partners χb̄(τ̄ ). If the decomposition H =
⊕

a,b̄ Ha ⊗Hb̄ is finite the conformal field theory

is called rational and the 1-loop partition function Z(τ) = Mab̄χa(τ)χb̄(τ̄ ) can be writ-

ten in terms of a finite non-negative integer matrix Mab̄ of multiplicities, called modular

invariant,1 with a unique identity M11 = 1.

It will be important below to distinguish between individual conformal fields, labeled

by their full set of quantum numbers, and conformal families φab̄(z, z̄), which consist of all

conformal fields corresponding to a representation Ha ⊗Hb̄. For simplicity we can think of

the diagonal modular invariant as our starting point and only consider left-moving labels a

(or, more rigorously, ignore the “chiral” φa altogether and only refer to representation labels

a). From the operator product algebra we can then extract the associative and commutative

fusion algebra φa×φb = Nab
cφc, whose non-negative integer structure constants Nab

c denote

1Modular invariance, in this context, usually refers to the conditions [M, T ] = [M, S] = 0 for the

representation matrices T and S of the respective SL(2, Z) generators on the characters. The full consistency

conditions of conformal field theories require, in addition, appropriate behavior of all correlation functions

under factorization and mapping class group transformation of Riemann surfaces of arbitrary genus, which

fortunately can be shown to follow from a finite number of constraints (like 2-loop modular invariance or

modularity of 1-point functions on the torus).
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the multiplicity of the field φc in the OPE φa ×φb.
2 Simple currents are conformal families

J with a unique fusion product, i.e. for which J × φa = φJa for a unique family φJa [11].

Examples are free fermions or vertex operators of free bosons, so that simple currents can

be regarded as a generalization of free fields. They decompose the set of conformal families

into orbits which are of finite length

φa → φJa → φJ2a → . . . → φa , (2.1)

in a rational CFT. The maximal orbit length NJ , called the order of J , is the length of the

orbit of the identity because JNJ1=1 implies that every other orbit length is a divisor of NJ .

Since all members of a conformal family have the same conformal weight modulo 1,

uniqueness of the fusion product of J implies that all branch cuts originating (with slight

abuse of notation) from OPE singularities of the form (z − w)hJa−hJ−ha have the same

monodromy phase e−2πiQJ (φa) about the singular point, where

QJ(φa) ≡ hJ + ha − hJa mod 1 (2.2)

is called the monodromy charge QJ of φa. The important observation is that QJ is con-

served modulo 1 in operator products and thus implies the existence of a phase symmetry

φa → e−2πiQJ(φa)φa, which is a cyclic group ZNJ
of order NJ because it can be shown that

the charges QJ are quantized in units of 1/NJ [12].

The set of all simple currents of a rational CFT forms a finite abelian group under

fusion, called the center. In order to implement the necessary projections for the construc-

tion of our models we will work with a fixed subgroup G of the center, for which we can

introduce a set of generators G = 〈Ji〉 of order Ni = NJi
. Each current J =

∏
i(Ji)

αi ∈ G
can then be written as J =

∑
i α

iJi in an additive notation, where we identify J ∼= [α] with

an integer vector ~α whose components αi are defined modulo Ni. It can then be shown

that all conformal weights and monodromy charges modulo 1 of all simple currents in G
can be parametrized in terms of a matrix Rij [32, 33],

Rij =
rij
Ni

≡ Qi(Jj) = Qj(Ji) , h[α] ≡
1

2

∑

i

riiα
i − 1

2

∑

ij

αiRijα
j (2.3)

with Qi ≡ QJi
and rij ∈ Z. The definitions of Qi and Rij , in turn, imply

h[α]a ≡ ha + h[α] − αiQi(a) , Qi([α]a) ≡ Qi(a) +Rijα
j . (2.4)

If Ni is odd we can always choose rii to be even. With this convention all diagonal elements

Rii are defined modulo 2 for both, even and odd Ni.

A simple current modular invariant (SCMI) is a modular invariant with Mab 6= 0 only

if b is on a simple current orbit of a, i.e. if there is a simple current J with b = Ja. Because

2This multiplicity is usually Nab
c ∈ {0, 1}, except if the conformal Ward identities do not fix all coeffi-

cients of higher descendents in terms of the coefficient of the most singular contribution of the family φk to

the OPE of two operators φ̂a ∈ φa and φ̂b ∈ φb. Nab
dCdc is the number of independent 3-point conformal

blocks in 〈φaφbφc〉, where the charge conjugation matrix Cab is a symmetric permutation matrix related to

the fusion coefficients by Cab = Nab
1.
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of (2.3) and (2.4) T-invariance [M,T ] = 0 which requires ha−h[α]a ∈ Z, implies that simple

currents Ji of even order can only contribute SCMIs if rii ∈ 2Z. Subgroups G of the center

violating this condition can thus be excluded from further consideration so that rii ∈ 2Z

and h[α] ≡ −1
2α

iRijα
j . It can now be shown that the most general SCMI is of the form3

Ma,[α]a = µ(a)
∏

i

δZ

(
Qi(a) +Xijα

j
)
, (2.5)

where X is defined modulo 1 and quantized by gcd(Ni, Nj)Xij ∈ Z. The multiplicity µ(a)

is the order of the stabilizer of G on the orbit of φa and δZ is one on integers and 0 otherwise.

The formula (2.5) lends itself to an instructive and useful orbifold interpretation [13],

where δZ(Qi + . . .) is identified as the projection to states that are invariant under the

ZNi
phase symmetries implied by Ji and ~α labels the twisted sectors. A simple calculation

shows that level matching ha − h[α]a ∈ Z fixes the symmetric part X +XT ≡ R modulo 1

for off-diagonal and modulo 2 for diagonal matrix elements, while the ambiguity due to the

choice of a properly quantized antisymmetric part of X exactly corresponds to the freedom

due to the choice of discrete torsions4 of the orbifolding procedure.

In conclusion we note that orbit positions αi in SCMIs (2.5) generalize the shift vectors

of Gepner’s construction and, via their identification with the labels of twisted sectors,

embed it into the framework of orbifolds, which we will use to generalize heterotic (0, 2)

models to the non-rational realm on the CFT side of the proposed geometry/CFT duality.

2.2 Universal currents in N = 2 superconformal field theories

In non-geometrical supersymmetric compactifications the sigma-model on a Calabi-Yau is

replaced by an “internal” N = 2 SCFT Cint with c = 9 and a number of projections like

charge quantization (or generalized GSO) and the alignment of spinors with the Ramond

sector, which we will discuss in turn. The N = 2 algebra is generated by the Fourier modes

of the energy momentum tensor T (z), its fermionic superpartnersG±(z), and a U(1) current

J(z). For unitary theories positivity of expectation values of the anticommutator

{G−
r , G

+
s } = 2Lr+s − (r − s)Jr+s +

c

3

(
r2 − 1

4

)
δr+s , (2.6)

of the superconformal charges implies the inequalities [5]

hR ≥ c/24 , hNS ≥ |q/2| with L0|h, q〉 = h|h, q〉 , J0|h, q〉 = q|h, q〉 (2.7)

for r = s = 0 in the Ramond sector r, s ∈ Z and for r = −s = ±1/2 in Neveu-Schwarz

sector r, s ∈ 1
2 + Z, respectively. These inequalities are saturated by the “BPS states”

|R0〉 = |h =
c

24
, q〉 , |c〉 = |h, q = 2h〉 , |a〉 = |h, q = −2h〉 , (2.8)

3The proof in [15] uses factorization and regularity assumptions that exclude unphysical solutions. A

state-of-the-art approach is based on modular tensor categories [30]; cf. section 4.2 of [31] and references

therein.
4Discrete torsions can be interpreted as phase ambiguities of the orbifold group action on twisted vacua,

which are proportional to αj because of the twist selection rules (also known as quantum symmetries [29]).

In fact, the formula (2.5) was motivated by universalities observed in the classification efforts of [32, 33]

and the observation that proper account of quantum symmetries was vital for understanding the relation

between orbifolds and modular invariants in Gepner models [34].
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called Ramond ground states and (anti)chiral primary states and are defined by G0|R0〉 =

0, G+
−1/2|c〉 = 0 and G−

−1/2|a〉 = 0, respectively (in addition to being primary!). For (2, 2)

heterotic strings, these states completely determine the charged massless spectrum.

The N=2 algebra admits a continuous family of automorphisms known as spectral flow,

Ln
Uθ−→ Ln + θJn +

c

6
θ2δn , Jn

Uθ−→ Jn +
c

3
θδn , Gr

Uθ−→ G±
r±θ , (2.9)

which interpolates between the Ramond and the NS sector. In particular, U±1/2 maps

Ramond ground states to chiral and antichiral primary fields, respectively. Spectral flow

is best understood by bosonization of the U(1) current J(z) = i
√

c
3 ∂X(z) in terms of a

free field X with normalization J(z)J(w) ∼ c
3/(z − w)2. A charged operator Oq can thus

be written as a normal ordered product of a vertex operator with a neutral operator O0,

Oq = e
i
q

3
c

qX O0(∂X, . . . , ψ, . . .) (2.10)

with the U(1) charge corresponding to the momentum of the vertex operator, whose con-

tribution to h is 3q2

2c . The inequalities (2.7) hence imply that the maximal charges of R0

and c states in unitary theories are c/6 and c/3, respectively.

We now have all ingredients to discuss the universal center of N = 2 SCFT’s [14].

Already for N = 1 the supercurrent G is a simple current, which we denote by Jv. Its

monodromy charge is Qv = 0 for NS fields and Qv = 1/2 for Ramond fields since hv = 3/2

and the conformal weights of superpartners differ by integers in the Ramond sector and by

half-integers for NS states. For N = 2, in addition, the Ramond ground state Js = ei
√

c/12 X

with maximal charge c/6 is a pure vertex operator and hence a simple current. A short

calculation shows that its monodromy charge is Qs ≡ −1
2q modulo 1. If the U(1) charges

q are quantized in units of 1/M in the NS sector then c = 3k/M for some integer k. Since

the U(1) charges are shifted by −c/6 = −k/2M in the Ramond sector, the order Ns of Js

is 2M if k ∈ 2Z and 4M if k 6∈ 2Z and the relation between Qs and Qv modulo 1 implies

J2M
s = Jk

v , J2
v = 1 with c = 3k/M , 〈Js, Jv〉 ∼=

{
Z4M for k 6∈ 2Z

Z2M × Z2 for k ∈ 2Z

(2.11)

so that the order of the universal center is 4M in both cases. The best way to compute

the monodromy matrix

RJvJv = 1 , RJvJs = 1/2 , RJsJs = −c/12 +

{
0 k ∈ 4Z

1 k 6∈ 4Z

(2.12)

is by first evaluating Qi(Jj) modulo 1 using hJv = 3/2, hJs = c/24, hJ2
s

= c/6 and then

fixing the diagonal Rii modulo 2 by imposing hJi
≡ −1

2Rii for rii ∈ 2Z.

2.2.1 Minimal models, field identifications and mirror symmetry

The chiral labels a = (l,m, s) of φa ≡ φls
m for minimal models Ck at level k are best

understood from their coset representation

Ck = (SU(2)k × U(1)2)/U(1)K with K = k + 2 and c = 3k/K . (2.13)

– 7 –
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The labels l = 0, . . . , k and s mod 4 refer to the factors SU(2)k × U(1)2 in the numerator,

and the U(1)K label m is defined modulo 2K in accord with the convention that U(1)K
has 2K representations. Ramond and NS fields correspond to odd and even s, respectively.

The conformal weights and the U(1) charges obey

h ≡ l(l + 2) −m2

4K
+
s2

8
mod 1 , q ≡ s

2
− m

K
mod 2 (2.14)

with exact equality in the standard range |m− s| ≤ l, −1 ≤ s ≤ 1 [11, 13].

The fusion rules of U(1) and SU(2)k imply that φls
m is a simple current if l = 0 or l = k.

The branching rule l+m+ s ∈ 2Z of the coset implies the necessity of field identifications

φls
m ∼ φk−l,s+2

m+K = Jid × φls
m with Jid = φk2

K ⇒ Qid ≡ (l +m+ s)/2 (2.15)

which can again be understood as a SCMI because integral monodromy Qid ∈ Z of the

identification current Jid provides the correct selection rule and, since hid ∈ Z, extends the

chiral algebra [12].

After field identification we find that the center of Ck is exactly the generic center of

an N = 2 SCFT with

Js := φ01
1 ∼ φk3

1−K , Jv := φ02
0 ∼ φk0

K and M = k + 2 = K . (2.16)

Note that the general parametrization c = 3k/M of the central charge was chosen above

in order to emphasize the analogy of k with the level of the minimal model, namely that

J2M
s = Jk

v determines the group structure (2.11) of the center, while the inverse charge

quantum 1/M is in general unrelated to k.

The Landau-Ginzburg description of a minimal model Ck requires a simple chiral su-

perfield Φ with superpotential W = ΦK whose chiral ring [5] is generated by Φ modulo

∂W ∼ ΦK−1. We hence expect k + 1 chiral primary fields Φl, whose chiral labels are

easily checked to be φl,0
−l by comparing charges, conformal weights and fusion rules. The

remaining BPS states

anti-chiral primary: q = − l
K R ground states: q = ±( c

6 − l
K ) chiral primary: q = l

K

φl0
l ∼ φk−l,2

K+l ∼ Φ
l

φl,±1
±(l+1) ∼ φk−l,∓1

∓(k−l+1) φl0
−l ∼ φk−l,2

K−l ∼ Φl

(2.17)

can then be identified, for example, by charge conjugation and spectral flow.

It is instructive to study the orbit structure of the center for minimal models. Taking

into account the selection rule Qid ∈ Z and field identifications we have 2K(k + 1) chiral

labels and 4K simple currents so that we have to expect fixed points for k ∈ 2Z. Indeed,

since Jν
s J

α
v × φl,s

m = φl,s+ν+2α
m+ν the orbits are parametrized by l, which can be restricted to

l ≤ k/2 because field identifications map l → k − l, which leads to an orbit of length 2K

with multiplicity µ(l) = 2 stabilized by φ02
K = JK

s J
k/2
v for l = k/2 if k ∈ 2Z.

Note that in general each orbit contains exactly two BPS states of each type. Con-

sidering, for example, chiral primaries φl0
−l we use field identification to find its partner

with l′ = k − l at the orbit position φl′0
−l′ = J

2(l+1)
s J l

vφ
l0
−l. For mirror symmetry we, in-

stead, need to implement charge conjugation φls
m → φl,−s

−m by fusion with a simple current
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φ0,−2s
−2m = J−2m

s Jm−s
v with m mod K and s mod 4. Due to the orbit structure charge con-

jugation is a SCMI, denoted by Ca,Ja, which is determined by the group G and the discrete

torsion X of the orbifolding procedure. A convenient choice of basis for the generators

of the group is G = 〈J1 = J2
s Jv = φ0,0

2 , J2 = Jv = φ0,2
0 〉 because the SCMI then splits

according to Ca,Ja = Cm→−m × Cs→−s. From (2.27) we can calculate the symmetric part

of the torsion matrix X(ij) =
Rij

2 to be X11 = 1
K and X22 = −1

2 , while the antisymmetric

part corresponding to the discrete torsion in the orbifolding procedure vanishes.

2.3 Symmetries and projections for (0, 2) heterotic models

Let us review the structure of a generic four-dimensional compactification of the (2, 2)

heterotic string. The right-moving sector consists of four space-time coordinates and their

superpartners (Xµ, ψ
µ
), a ghost plus superghost system (b, c, β, γ), and an ”internal” N =

2, c = 9 SCFT Cint which is the abstract version of a supersymmetric sigma model on

a Calabi-Yau. The left-moving sector is a bosonic string with space-time plus ghost part

(Xµ, b, c) and the same internal sector Cint so that a left-moving CFT with central charge 13

needs to be added for criticality. Modular invariance requires this CFT to be either an Ê8×
D̂5 or D̂13 level 1 affine Lie algebra, where we will henceforth ignore the phenomenologically

less attractive D̂13. Instead of this covariant quantization we can also use light-cone gauge,

which amounts to ignoring the (super-) ghosts and restricting the space-time coordinates

to transverse directions. We thus have two components (µ = 2, 3) of the space time bosons

Xµ(z, z) and fermions ψ
µ
(z). The right-moving sector is a conformal field theory with

c = 12 composed by

two copies of the free right-moving SCFT (X,ψ): c = 2 × 3

2
= 3 ,

an internal N = 2 SCFT with the central charge: c = 9 .

The left-moving sector is a conformal field theory with c = 24 composed by

two copies of the free left-moving boson CFT: c = 2 ,

an (Ê8)1 × (D̂5)1 Kač-Moody algebra: c = 8 + 5 = 13 ,

an internal N = 2 SCFT with the central charge: c = 9 .

In the context of a sigma model on a Calabi-Yau manifold the superstring vacuum is then

obtained by aligning space-time spinors and tensors with internal Ramond and Neveu-

Schwarz sectors, respectively, and carrying out the (generalized) GSO projection. This can

be understood in terms of SCMI’s of extension type which we will discuss below.

In order to apply simple current techniques [11], as introduced in the previous sections,

to our heterotic (0, 2) models, we start with a left-right symmetric theory which can be

achieved by applying the so-called Gepner map to the right-movers. This map dates back

to [35, 36]. The fact that it preserves modular invariance and spin-statistics signs in the

partition function was proved in the context of the covariant lattice construction [37]. Later,

it was applied by Gepner in order to relate type-II superstrings to heterotic strings [2, 3].
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Using the language of simple currents and SCMI’s we will then be able to carry out the

(generalized) GSO projection and break the gauge group E6 of Gepner’s construction [2, 3]

to SO(10) by the means of a simple current Jb, which we call the Bonn twist. World-sheet

supersymmetry will be accordingly reduced from (2, 2) to (0, 2).

2.3.1 Gepner map and generalized GSO projection in (2, 2) models

The right-moving free space-time fermions form a representation of (D̂1)1. The spectrum

falls into representations of this algebra which must be unbroken being the light-cone

gauge remnant of Lorentz invariance. The one loop partition function is a product of the

contributions from the space time fields (bosons and fermions), the internal SCFT and the

left-moving (Ê8)1 × (D̂5)1 Kač-Moody algebra. For application of SCMI techniques it is

convenient to cast the theory in a left-right symmetric form. The asymmetry is focused on

the following factors

left-movers: (Ê8)1 × (D̂5)1 , right-movers: (D̂1)1 (from ψ(z))

Symmetry can be achieved by exploitng a remarkable map that exchanges space time

fermions with compactified internal bosons while preserving modular invariance [2, 3].

Thus, it can map a fully bosonic partition function to a superstring or heterotic one.

Conversely, starting from a heterotic partition function, we can apply the map to the

right-moving sector and obtain a left-right symmetric theory suitable for simple current

techniques [11].

The affine algebra (D̂n)1 has four integrable highest weight representations, the singlet1, the vector v, the spinor s and conjugate spinor s̄. The only integrable representation

of (Ê8)1 is the singlet 1. The heterotic one loop partition function involves a bilinear

combination of the (D̂n)1 characters of representations with n = 5 from the left-movers

and n = 1 from the right-movers. We can arrange the characters in a vector χ = (1, v, s, s̄).
Let us look at the modular transformation properties of χ. Under S : τ → − 1

τ , we have

χ

(
−1

τ

)
= S2n χ(τ), S2n =

1

2




1 1 1 1

1 1 −1 −1

1 −1 i−n −i−n

1 −1 −i−n i−n


 . (2.18)

Under T : τ → τ + 1, we have

χ(τ + 1) = T2n χ(τ) , T2n = e−i π n/12 diag(1,−1, ei π n/4, ei π n/4) . (2.19)

The singlet of (Ê8)1 is invariant under S and gets the phase e−2π i/3 under T .5

5In general, under T , the affine character of bgk associated to the integrable weight bλ gets the phase

e2π i mbλ where the modular anomaly mbλ
can be expressed in terms of the Weyl vector ρ and dual Coxeter

number g of g according to

mbλ
=

|λ + ρ|2

2(k + g)
−

|ρ|2

2g
. (2.20)

For the singlet of ( bE8)1 we have k = 1, λ = 0, g = 30, |ρ|2 = 620 and one recovers the quoted phase.

– 10 –



J
H
E
P
0
1
(
2
0
1
1
)
0
7
7

From these relations one sees that it is possible to replace characters of (D̂1)1 with

characters of (D̂5)1 while preserving modular invariance. The precise mapping of characters

(D̂1)1 → (Ê8)1 × (D̂5)1 is provided by the Gepner map

(1, v) → 1× (v,1), (s, s̄) → −1× (s, s). (2.21)

Indeed, one can check that defining

M =




0 1 0 0

1 0 0 0

0 0 −1 0

0 0 0 −1


 , (2.22)

one has

M S1M = S5 , M T1M = e−2π i/3 T5 . (2.23)

The minus sign of fermionic characters has a double role. On the one hand it is required

to fulfill modular T invariance, i.e. level matching, and on the other hand it enforces the

spin-statistics condition which requires bosons and fermions to appear in the partition

function with opposite multiplicities. After the Gepner map states in a (2, 2) model have

the structure Φ(2,2) = φCint
⊗ χSO(10). The construction is completed by two additional

steps leading to well-defined spin-structures and space-time supersymmetry.

R/NS alignment. Consistent quantization of the gauge fixed N = 1 supergravity theory

requires that the Ramond and NS sectors of the space-time and internal sectors are aligned.

After (2.21) this implies that D5 spinor representations are aligned with the Ramond sector

of the internal SCFT. Alignment can be implemented by a SCMI that extends the chiral

algebra by the current JRNS = Jv ⊗ v (which has conformal weight hRNS = 3
2 + 1

2 = 2)

because QJv ≡ 1/2 for Ramond fields and Qv ≡ 1/2 for D5 spinors. Similarly, in the

case of a Gepner model, where the internal SCFT Cint =
⊗

i Cki
is a tensor product of

N = 2 minimal models, the alignment can be implemented as a SCMI extending the chiral

algebra by all bilinears of the respective supercurrents Jij = Jvi
Jvj

, where hij = 3. In the

following, we shall keep the alignment procedure explicit because we shall be interested in

(0, 2) models for which the chiral algebra extension that implements the alignment only

takes place in the right-moving sector, where it is needed for consistency.

Space-time supersymmetry. We are interested in four dimensional space-time super-

symmetry. Thus, we want to perform a further projection to a theory which admits a

conserved supersymmetry charge exchanging bosonic and fermionic fields. In the string

theory, this is nothing but a map between the Neveu-Schwarz and Ramond sectors. In

N = 2 SCFT’s, a natural candidate is the total spectral flow operator, i.e. the simple

current JGSO = Js ⊗ s. It has integral conformal weight hGSO = c/24 + 5/8 = 1 and

hence can be used for a SCMI of extension type. Since QGSO = −1
2q, where q refers to

the U(1) charge of a state Φ(2,2), this generalized GSO projection implies a projection to

even U(1) charges in the bosonic string and, according to (2.21), to odd U(1) charges in
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the Gepner construction of the superstring [2, 3] when the space-time contribution is taken

into account.

As a final comment, we recall that the mechanism that implements space-time SUSY

in the fermionic string is closely related, by the bosonic string map, to the mechanism that

extends E8 ×D5 to the gauge group E8 × E6 of a (2, 2) compactification. Indeed, the 33

massless vector bosons that extend the 45adj of D5 to the 78adj of the gauge group E6 come

from the U(1) current of the N = 2 SCFT and 2 × 16 states associated with (JGSO)±1.

2.3.2 The (0, 2) model

While (2, 2) models with E6 gauge group can be constructed from a 4d bosonic string

with internal CFT given by Cint ⊗ SO(10) × E8 after the Gepner map, the internal CFT

needs to be split into smaller building blocks for (0, 2) models in order to be able to break

supersymmetry only in the left-moving sector. We thus decompose Cint = C′ ⊗ F , where

C′ is a general CFT while F is a minimal model at odd level k = K − 2. In the Landau-

Ginzburg phase F has a Fermat-type superpotential W = ΦK and hence will be referred

to as Fermat factor. In the gauge sector we start with an SO(8) gauge group which we

will then extend to SO(10) in the left-moving bosonic sector and to E6 in the right-moving

sector which amounts to space-time supersymmetry after the Gepner map. Our (0, 2)

models with SO(10) gauge group hence are constructed from a 4d bosonic string with an

internal c = 22 CFT C′⊗F⊗D1 ⊗D4×E8 with current algebras Dn and E8 at level 1 and

a certain SCMI that will give rise to alignment of spin structures and the generalized GSO

projection. States in a (0, 2) model then have the structure Φ(0,2) = φC′ ⊗φF ⊗χD1 ⊗χD4.

The SCMI that defines the resulting (0, 2) models is based on the simple current group

generated by JGSO, JA, Jb, JC with

JGSO = Js ⊗ Js ⊗ s⊗ S , JA = 1 ⊗ 1 ⊗ v ⊗ V , JC = Jv ⊗ 1 ⊗ 1 ⊗ V (2.24)

and the Bonn twist

Jb = 1 ⊗ (JK
s J

K−1
2

v ) ⊗ s⊗ 1 (2.25)

where the decomposition is with respect to C′ ⊗F ⊗D1 ⊗D4 since E8 acts as a spectator.

Charges in the Neveu-Schwarz sector are quantized in units of M ′ in C′ and in units

of K in F . The central charge of the minimal model F is cF = 3k
K with k = K − 2 while

for the central charge of a general CFT C′ we can only formally write c′ = 3k′

M ′ .
6 Imposing

c′ + cF = 9 we get c′ = 6K+1
K . Since k′ = 2M ′(K+1)

K ∈ Z and K is odd and relatively prime

to K + 1 we find that K divides M ′ and that k′ ∈ 2Z and hence we get for the order of

JGSO

NGSO =

{
2M ′ for M ′ ∈ 2Z ,

4M ′ for M ′ ∈ 2Z + 1 .
(2.26)

The orders of the alignment currents JA and JC are given by NA = NC = 2 and the

order of the Bonn twist is Nb = 4. Notice, that J2
b = 1 ⊗ Jv ⊗ v ⊗ 1 and hence the Bonn

6While the value of the numerator k′, like the level k of a minimal model, determines whether the

universal center 〈Js, Jv〉 with J2M′

s = Jk′

v and J2
v = 1 is cyclic or not, the inverse charge quantum M ′ is

completely unrelated to this generalized “level” [13, 14].
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R JGSO JA Jb JC

JGSO 0 0 0 0

JA 0 0 1
2 0

Jb 0 1
2

K−1
2 0

JC 0 0 0 0

X JGSO JA Jb JC

JGSO 0 0 0 0

JA 0 0 1
2 0

Jb 0 0 K−1
4 0

JC 0 0 0 0

Table 1. Monodromy matrix R and torsion matrix X .

twist can be regarded as the square root of an alignment current. The order of our simple

current group G is N = 16M ′ for both, even and odd M ′, because there is the relation

J2M ′

GSO = J2
b among the simple currents if M ′ ∈ 2Z + 1. Thus G can be parametrized by

J = Jν
GSOJ

α
AJ

β
b J

γ
C with α, γ = 0, 1, β = 0, 1, 2, 3 and ν = 0, . . . , 2M ′ − 1.

A SCMI as in (2.5) is determined by the monodromy matrix R, as calculated from the

simple current group G, and the torsion matrix X, whose symmetric part X(ij) ≡ 1
2Rij is

determined by Rij mod 1 for off-diagonal and by Rii mod 2 for diagonal elements while

its antisymmetric part X[ij] ≡ Xij − 1
2Rij corresponding to the discrete torsion in the

orbifolding procedure is a priori subject to choice. Since the right-moving sector of our

(0, 2) model is equivalent to that of a (2, 2) model we choose X[ij] such that we have

full Ramond/Neveu-Schwarz alignment in the right-moving sector. The non-vanishing

monodromies between the simple currents JA, Jb, JC and JGSO are RAb ≡ 1
2 mod 1 and

Rbb ≡ K−1
2 mod 2. This fixes the symmetric part of X and in addition we choose XAb = 1

2

and XbA = 0.

2.3.3 Generalized GSO projection and gauge/SUSY breaking for the (0, 2)

model

We want to construct heterotic string models with GUT gauge group SO(10) and N = 2

supersymmetry only in the right-moving sector where it is needed to obtain space-time

supersymmetry after the Gepner map to the heterotic string. This can be implemented by

SCMI’s that extend the left and right chiral algebra in an asymmetric way. Thinking of

[J ] =
∏
J

αj

j as the twist in the orbifolding procedure we can write the most general SCMI7

M[J ]i,i = µ(Φ)
∏

j

δZ(Qj(Φ) + αk Xkj) . (2.27)

for a field Φ[J ]i,i where the left-moving part is obtained by twisting the right-moving part

with the current J = Jν
GSOJ

α
AJ

β
b J

γ
C . There are two types of invariants. Modular invariants

of automorphism type are permutation matrices that uniquely map representation labels

of the right-movers to the left-movers, where the permutation is an automorphism of the

fusion rules. Let us define the kernel KerZX as the set of integral solutions [α] ofXkjα
j ∈ Z

where [α] = [ν, α, β, γ]. If this kernel is trivial then (Qj(Φ) + αk Xkj) ∈ Z has a unique

7Notice that, as explained in [15] and [13], one can also choose to work with Mi,[J]i and impose projections

on the left-moving states. Our choice, which projects right-moving states is motivated by the simpler

structure of the right-moving sector where we have full R/NS alignment and better BPS properties.
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solution [α] for each charge, which defines a unique position [α]Φ on the orbit that only

depends on the charge Qi(Φ). This yields an automorphism invariant. If X = 0 we obtain

a pure extension invariant because all fields with non-integral charges are projected out

while all fields on an simple current orbit are combined to new conformal families. X = 0

is only possible if the conformal weights of all simple currents J ∈ G are integral. Since

these currents are in the orbit of the identity they extend the chiral algebras AL and AR

so that we obtain a new rational symmetric and diagonal CFT.

Our (0, 2) model is given byX 6= XT 6= 0 and is an asymmetric combination of an extension

and automorphism type modular invariant partition function. The extension of the right

chiral algebra AR is defined by KerZX which yields the extension ÃR = 〈JA, J
2
b , JC , JGSO〉.

We obtain the charge projection rules for the right-moving labels which amounts to the

vanishing of all monodromy charges QA ≡ QC ≡ QGSO ≡ 0 modulo 1 except for Qb ≡
α
2 + K−1

4 β modulo 1. From the form of ÃR and from the charge selection rules we see

that there is full alignment in the right-moving sector which justifies the choice of discrete

torsion above. Accordingly, the extension of the left-moving algebra is defined by KerZX
T ,

i.e. solutions [α] of αkXkj ∈ Z , and yields ÃL = 〈Jb, JC , JGSO〉 for K ≡ 5 mod 4 and

ÃL = 〈JAJb, JC , JGSO〉 for K ≡ 3 mod 4. As we will show below in more detail, the

absence of the alignment current JA and the presence of the Bonn twist in the left chiral

algebra already indicate that supersymmetry will be broken in the left-moving sector.

Since our asymmetric construction builds on a D4 = SO(8) gauge group we need an

extension mechanism to obtain a D5 = SO(10) gauge group for the left-movers and a E6

gauge group corresponding to space-time supersymmetry after the Gepner map for the

right-movers. Motivated by the free fermion construction of Dn = SO(2n) in terms of 2n

Majorana fermions with aligned spin structures where the extension of SO(2m)⊗SO(2n) to

SO(2m+2n) is implemented by a SCMI of extension type with the current J = vDm ⊗vDn ,

we will carry out an analogous ”alignment extension” for our tensor product of (S)CFT’s.

In the right-moving sector the extension is 2-fold. First we carry out an extension

D1⊗D4 → D5 generated by the alignment current JA which is a prerequisite for a consistent

Gepner map to the heterotic string. The further extension generated by JGSO of D5 → E6

on the bosonic version is then mapped to space-time SUSY on the heterotic side. On the

left-moving side our class of models avoids the JA extension by an appropriate choice of

discrete torsion (table 1) but uses the JGSO extension to promote the gauge group from

D4 to D5 = SO(10).

Alignment extension. The right-moving alignment extension D1 ⊗ D4 → D5 is gen-

erated by JA = v ⊗ V with the charge projection QA = Qv + QV , where Qv = QV = 0

for fields in the Neveu-Schwarz sector and Qv = QV = 1
2 for fields in the Ramond sector.8

Tensor products of fields from different sectors are projected out while tensor products

of fields from the same sectors get combined to new conformal families with aligned spin

8The group structure of character fusion is Z4 for odd n and Z2 × Z2 for even n. The multiplication

table is sv = s, s2 = s2 = vn, v2 = 1.
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structures. These are on the orbit generated by JA and read1 = 1⊗ 1 ⊕ v ⊗ V ,

v = v ⊗ 1 ⊕ 1⊗ V ,

s = s⊗ S ⊕ s̄⊗ S̄ ,

s̄ = s̄⊗ S ⊕ s⊗ S̄ ,

(2.28)

where v, s, s̄ denote characters in D5 and the choice of s and s̄ is convention. Notice that

this D1 ⊗ D4 → D5 extension is just a necessary step before applying the Gepner map

and is not related to the D5 = SO(10) gauge group in the left-moving sector which will be

obtained by an extension using JGSO. Due to our choice of discrete torsion the alignment

current JA is not in the left chiral algebra and hence this alignment extension gets avoided

in the left-moving sector.

GSO extension. Contrary to the alignment current, JGSO is in both, the left and right

chiral algebra, yielding an extension of the gauge group to SO(10) in the left-moving sector

and a further extension of D5 → E6 in the right-moving sector. The space-time part

of the charge projection of JGSO, denoted by Qs, follows from the conformal dimensions

h1 = 0, hv = 1
2 , hs = hs̄ = n

8 and the monodromy formula (2.2) yielding9

Qs(1) = 0 and Qs(v) =
1

2
(2.29)

for fields in the NS sector and

Qs(s) =
n

4
−

{
0 n ∈ 2Z

1/2 n ∈ 2Z + 1
and Qs(̄s) =

n

4
−

{
1/2 n ∈ 2Z

0 n ∈ 2Z + 1
(2.30)

for fields in the Ramond sector. Due to the triality of the Dynkin diagram of SO(8) the

extension to SO(10) based on JGSO can be understood in terms of the alignment extension

with a subsequent exchange of the characters V ↔ S of SO(8).

3 Computation of the charged massless spectrum

3.1 Relation to the group theory and notation in DK and BW

After restricting to the massless part of the spectrum, from the representation of the chiral

algebras only the representation of the zero-mode algebras remain which, in the left-moving

sector, contains the linearly realized subgroup SO(10)×U(1) ⊂ E6, where the abelian part is

the absolutely defined U(1)int with charges qint of the internal N = 2 algebra Cint. Likewise

the quantum numbers of SO(2) = D1 in the maximal subgroup D4 ×D1 of D5 = SO(10)

are absolutely defined and we can identify the characters s,1, s, v of SO(2) with the labels

m = −1, 0, 1,±2 in the conformal weights and U(1)m charges (hm, qm) = (m2

8 ,
m
2 ) for

primary fields Φm, as introduced in [19]. The label m contributes to QGSO with a prefactor

−1
4 , as can be seen by evaluating, e.g., the contribution of s = Φm=1 to the GSO charge

9The formulas for the charge projection in the right-moving sector are given by the same expressions

except for the exchange Qs ↔ Qs.
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projection, QD1
s (s) ≡ 2hs − hv ≡ −1

4 mod 1. With the U(1)m charges [−1
2 , 0,

1
2 ,±1] of the

characters [s,1, s, v], the D1 charge qD1 contributes to QGSO with a prefactor −1
2 and we

can write the charge projection by JGSO as 0 ≡ QGSO ≡ −1
2(qint + qD1) +QD4

S mod 1.

Translating this into the language of Distler-Kachru [10] and of Blumenhagen-Wiß-

kirchen [16, 17, 19] can now identify the relevant D5 = SO(10) decompositions under the

maximal subgroup SO(8) × U(1)

1 = 10

10 = 1−2 ⊕ 8s
0
⊕ 12

16 = 8v
−1

⊕ 8s
1

16 = 8v
1

⊕ 8s
−1
.

(3.1)

The notation is Nχ
eq , where N is the dimension of the D4 representation, χ denotes the

SO(8) character and q̃ = qint + qD1 is the U(1) charge associated with the U(1) current of

the SO(10) ⊃ SO(8)×U(1) decomposition that is a linear combination of the U(1) currents

of the N = 2 algebra of Cint and of SO(2) = D1.

Given the values for q̃ from the above decomposition and taking into account the space-

time contribution coming from the D1 factor we can determine the charge contribution qint

from the internal sector. In the right-moving sector unitarity bounds highly restrict the

values of qint and let us determine the spectrum of massless states completely. In fact, the

right-moving states are all BPS states. The structure of N = 2 minimal models further

enables us to derive bounds on the internal charge also in the left-moving sector the states

in which are on the orbit of the BPS states of the right-moving sector. This leaves us with

a finite set of possible massless states of the heterotic (0, 2) string.

3.2 Quantum numbers for chiral and vector multiplet

After the alignment-extension of D4 ×D1 to D5 we can perform the Gepner map on the

right-moving side D5 → D1 = SO(2)LC to obtain space-time quantum numbers (in light-

cone gauge) from the representations of D5. The SUSY multiplets yielding space-time

matter and space-time gauge symmetry generators are then assembled by JGSO. Admissible

states are selected by imposing the massless condition10 h̄tot = h̄st + h̄int = 1
2 and the GSO

projection QGSO ∈ Z on the bosonized string. They are summarized in table 2 which in

addition shows how the Gepner map G acts on the characters of D5 to get the associated

space-time representation. From left to right we give the space-time conformal weight,

the D5 part of the GSO charge and the internal quantum numbers which are obtained

by the charge selection rule 0 ≡ QGSO ≡ −1
2 q̄int + QD5

s mod 1 and the unitarity bound

|q̄int| ≤ c
6 = 3

2 for states in the Ramond sector and |q̄int| ≤ 2h̄int for states in the NS sector.

Since on the right-moving side we have full R/NS alignment the SO(2)LC representa-

tions are paired with internal states of the same sector. From the condition for massless

states and the unitarity bound it follows that the only admissible internal states are BPS

states. In the NS sector the internal states that fulfill the BPS condition h̄int = | q̄int
2 | are

chiral and antichiral states, denoted by c and a. In the Ramond sector the internal states

10The NS vacuum in the right-moving sector has h̄ = − 1
2
.
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χD5

G→ χSO(2)LC
hst −2QD5

s hint qint state1 → v 1
2 0 0 0 1

v → 1 0 1 1
2 ±1 c, a

s → −s 1
8

1
2

3
8 −1

2 , 3
2 R0

s̄ → −s 1
8 −1

2
3
8

1
2 , −3

2 R0

Table 2. Right-moving states with internal and space-time quantum numbers.

that satisfy the analogous unitarity bound are Ramond ground states since h̄int = c
24 = 3

8

and are denoted by R0. Note, that the R0 states with q̄int = ±3
2 have maximal/minimal

U(1) charge, respectively.

The SUSY multiplets are now assembled by JGSO as follows. While the D5 (or

SO(2)LC) representations are all on the same orbit, the U(1) charges q̄int of the inter-

nal contribution to massless states are shifted under spectral flow JC′

s ⊗ JF
s ⊆ JGSO by

±3
2 , which quickly hits the unitarity bound |q̄int| ≤ c

6 for Ramond ground states and

|q̄int| ≤ 2h̄int in the NS sector.

Chiral multiplets consist of the lowest component of chiral superfields which are scalars

with charge q̄int = 1 (see table 2) and their fermionic superpartners whose charge q̄int =

−1
2 is shifted by spectral flow with respect to the scalars by −3

2 (a shift by +3
2 would

yield a U(1) charge which is forbidden by the unitarity bound). Antichiral multiplets

consist of the charge conjugate states of chiral multiplets. Vector multiplets consist of

the lowest component of vector superfields which are gauge bosons of charge q̄int = 0 and

their superpartners which are left/right-handed gauginos of charge q̄int = ±3
2 . See [38]

for a more detailed discussion. The quantum numbers (h̄int, q̄int) for the massless SUSY

multiplets hence are:
• Vector multiplets: gauge bosons (0, 0) and left/right-handed gauginos (3/8,±3/2).

• Chiral multiplets: fermions (3/8,−1/2), scalars (1/2, 1) and their charge conjugates.

3.3 Counting massless states

In the right-moving sector the structure of massless states is highly constrained due to

R/NS alignment following from supersymmetry while in the left-moving sector, where this

alignment is partially broken, a broader range of possible states is admitted. We can use

the restricted structure in the right-moving sector and construct admissible left-moving

states on orbits of admissible right-moving states, the pairings of which give the massless

spectrum of the heterotic (0, 2) string.

In order to break supersymmetry only in the left-moving sector we have to start with

smaller building blocks for the internal CFT as well as for the gauge group as discussed

in section 2.3.2. Splitting Cint = C′ ⊗ F and starting with SO(2) × SO(8) ⊆ SO(10)

we can write explicitly hint = hC′ + hF and hD5 = hD4 + hD1 . Admissible left-moving

states are obtained by twisting admissible right-moving states by J = Jν
GSOJ

α
AJ

β
b J

γ
C with
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α, γ = 0, 1, β = 0, 1, 2, 3 and ν = 0, . . . , 2M ′ − 1 and imposing the condition for massless

states htot = hC′ +hF +hD1 +hD4 = 1 in the bosonic sector.11 A generic left-moving state

is obtained by a generic right-moving state by

|C′ F D1 D4〉l = Jν
GSO J

α
A J

β
b J

γ
C |C′ F D1 D4〉r (3.2)

and the explicit form of the twist current is given by

J = Jν
s J

γ
v ⊗ Jν+βK

s J
K−1

2
β

v ⊗ sν+βvα ⊗ SνV α+γ . (3.3)

Besides organizing the contributions to the spectrum in twisted sectors the exponents

ν, α, β, γ determine whether a left-moving (twisted) factor yields the same field as the

right-moving factor on the orbit of which it is computed or its superpartner. By choosing

a specific SUSY multiplet together with an SO(10) representation for the gauge multiplet

we will study the structure of the charged massless spectrum of non-singlet matter states.

We will use the information obtained from the exact CFT calculations to determine the

number of generations, antigenerations and vectors by the means of the extended Poincaré

polynomial and the complementary Poincaré polynomial.

3.3.1 The extended Poincaré polynomial

The EPP of a N = 2 SCFT as given by [14]

P (t, t, x) =
∑

l≥0

∑

κ=0,1

xl (−1)κ Pl,κ(t, t) , (3.4)

is the sum of l x-twisted Poincaré polynomials weighted by an additional change of sign,

that is related to the ambiguity of dealing with a field or its superpartner. The ordinary

Poincaré polynomial is given by12

Pl,κ(t, t) =
∑

(a,a)∈R(c,c)

a=J2 l
s Jκ

v a

tq(a) t
q(a)

, (3.5)

where the sum is over states in the (c, c) ring. In the case where the internal sector has

aligned spin structures (corresponding to a twist by an even exponent of Jb) the states

contributing to the massless spectrum are BPS states. We can determine the number of

generations, antigenerations and vectors by looking for particular terms in the EPP that

are determined by the U(1) charges of the internal left- and right-moving sector as will be

calculated below.

11The NS vacuum in the left-moving sector has h = −1.
12Note, that the EPP is conventionally defined with right-movers a on the orbit of left-movers a whereas

in our analysis we choose left-movers on the orbit of right-movers due to the nicer BPS structure in the

right-moving sector.
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3.3.2 The complementary Poincaré polynomial

In the case where the internal sector has non-aligned spin structures (twist by an odd

exponent of Jb) also non-BPS states can contribute to the massless spectrum and we thus

need in addition to the information of the (left-moving) internal U(1) charge also the

conformal weight. We are thus interested in the complementary Poincaré polynomial

P(x, q, t) =
∑

ℓ≥0

∑

k=0,1

∑

a∈R0

a=J2ℓ
s Jk

v a

(−1)k xℓ qHL(a)tQ(a) , (3.6)

where a runs over the Ramond ground states and the sum over a is over all states (including

descendants) in the conformal family of J2ℓ
s J

k
v a.

13 This polynomial is complementary to the

EPP. It does not involve the right-mover’s charge, but instead keeps track of the conformal

dimension of excited left-moving states.

We can compute P(x, q, t) in terms of the elliptic genus which, for a general N = 2

SCFT, is the trace [39]

Z(q, q, t) = TrH(−1)F qHLqHR tQL , (3.7)

where H is the full Hilbert space, HL,R are the Hamiltonians of left- and right-movers, QL

is the U(1) charge of left-movers, and F = FL + FR is the total fermion number.14 Up

to spectral flow, we can assume that the left- and right-movers are in the Ramond sector.

By supersymmetry, the non vanishing contributions to Z come from the states where the

right-mover is a ground state HR = 0 and thus Z(q, q, t) = Z(q, 1, t) ≡ Z(q, t). As discussed

in [39], the elliptic genus of a Landau-Ginzburg model can be computed in free field theory.

Let the superpotential W (Φ1, . . . ,ΦN ) be a holomorphic function in the chiral superfields

{Φi}i=1,...,N such that

W (λω1Φ1, . . . , λ
ωN ΦN ) = λW (Φ1, . . . ,ΦN ) . (3.8)

Then, we can write ZLG(q, t) =
∏

i Zωi
(q, t) with15

Zω(q, t) = t−
1−2ω

2
1 − t1−ω

1 − tω

∞∏

n=1

1 − qn t1−ω

1 − qn tω
1 − qn t−(1−ω)

1 − qn t−ω
=
ϑ1(q, t

1−ω)

ϑ1(q, tω)
, (3.9)

where the Jacobi theta function ϑ1 is given by

ϑ1(q, t) = i
∑

n∈Z

(−1)nq
1
2
(n− 1

2
)2 tn−

1
2 . (3.10)

The expression (3.9) is obtained immediately in free field theory. One just keeps track

of the contributions of the scalar φ and left-moving fermion ψ− in Φ as well as their

complex conjugates [39]. The polynomial (3.6) is simply the sum over the twists along

the spatial direction. Notice that the change of sign (−1)k in (3.6) due to Jv applications

13The limit q = 0 equals the EPP at t = 1 and with t → 1/t. This replacement is necessary since we

defined the CPP in (3.6) with left-movers a on the orbit of right-movers a.
14As usual, we can identify (−1)FL,R = eiπ QL,R .
15Our notation is related to [39] by t = eiγ and w = α and to that of [40] by t = y = e2πiz.

– 19 –



J
H
E
P
0
1
(
2
0
1
1
)
0
7
7

is automatically taken into account by the fermion sign (−1)F in the elliptic genus. The

effect of the spatial twist can be obtained by standard orbifold techniques and gives the

contribution [41]

q
bc
2
ℓ2 tbcℓ ZLG(q, qℓ t) , (3.11)

with ĉ = c
3 =

∑N
i=1(1−2ωi). The sum over ℓ-twisted factors can include phases as usual in

orbifold partition functions [41]. The choice of trivial phases reproduces the EPP at t = 1

in the q → 0 limit and we simply obtain

P(x, q, t) =
∑

ℓ≥0

xℓ q
bc
2
ℓ2 tbcℓ ZLG(q, qℓ t) . (3.12)

As a check, a tedious exercise (see appendix) gives indeed

lim
q→0

P(x, q, t) = P (t−1, 1, x) (3.13)

3.4 Counting generations

We have now assembled all tools that we need in order to compute the charged massless

spectrum. As a representative of the right-moving sector we consider a space-time matter

scalar. From table 2 we can read off the right-moving internal conformal weight and charge

to be hint = 1
2 and qint = ±1 which corresponds to a chiral/antichiral state in the internal

sector. Let us consider the antichiral state. Splitting Cint = C′ ⊗ F we can write the

right-moving state as16

Ψright = |C′ ⊗F ; D1 ⊗D4〉r = |Φ ⊗ ϕℓ,0

ℓ
; 1⊗ V 〉r (3.14)

with ℓ = 0, . . . ,K−2. With K being the charge quantum in the NS sector we can explicitly

compute the charge of the antichiral state ϕℓ,0

ℓ
in the Fermat sector and, hence, we can

split qint into contributions form F and C′ according to

qF
a = − ℓ

K
and q′a =

ℓ−K

K
. (3.15)

The charge projection rules QA ≡ QC ≡ QGSO ≡ 0 mod 1 for the right-movers are already

satisfied by (3.14). The monodromy charge Qb(Ψright) ≡ hb + hΨright
− hJbΨright

involving

the Bonn twist can be computed to yield

QbΨright ≡
{

0 ℓ ∈ 2Z

1/2 ℓ 6∈ 2Z .
(3.16)

Comparing this result to the projection rule Qb ≡ α
2 + K−1

4 β mod 1 obtained in sec-

tion 2.3.3, restricts the possible exponents α, β, γ, ν of J = Jα
AJ

β
b J

γ
CJ

ν
GSO by which the

admissible right-moving states are twisted to yield admissible left-moving states.

16This choice of right-moving representative forbids to further use the field identifications (2.15) for left-

movers, since those must be applied simultaneously on both sides in order to yield an admissible state that

contributes to the spectrum of the heterotic string. Field identifications that are based on the modular

properties of the labels, however, can still be used.

– 20 –



J
H
E
P
0
1
(
2
0
1
1
)
0
7
7

Since we want to count generations, as represented by states in 16, the left-moving

states must transform under SO(8)×U(1) as 8v
−1 or 8s

1 according to (3.1). For convenience

we stay in the NS sector where states are of the general form

Ψleft = |C′ ⊗F ; D1 ⊗ V 〉l . (3.17)

With the massless condition hint + hD1 + 1
2 = 1 and the charge condition qint + qD1 = −1,

as follows from the group theory discussion, we have four possibilities for admissible left-

moving states. Their space-time parts, conformal weights and U(1) charges are

|1⊗ V 〉l with hint = 1
2 , qint = −1 ; |v ⊗ V 〉l with hint = 0 , qint = −3

2

|s⊗ V 〉l with hint = 3
8 , qint = −3

2 ; |s⊗ V 〉l with hint = 3
8 , qint = −1

2 .

(3.18)

While in the right-moving sector all factors are aligned, in the left-moving sector this

alignment is partially broken due to the presence of the Bonn twist Jb in the extension of

the left-chiral algebra. The remaining alignment between the factors C′ and D4 is due to

the current JC . Depending on whether the two factors D1 and D4 and, hence, also C′ and

F are aligned or not, there is a qualitatively different analysis for counting the number of

generations.

3.4.1 Aligned generations

For an even power of the Bonn twist the internal factors F and C′ and, hence, also D1 and

D4 are aligned along the orbit generated by the twist. This case corresponds to the states

in the first line of (3.18). However, taking into account the BPS bound hint ≥ |qint|
2 , states

with qint = −3
2 cannot appear in the massless spectrum. States with qint = −1 do satisfy

the bound and, furthermore, the internal part is an antichiral primary state. Hence, the

only admissible left-moving states with aligned factors are of the form17

Ψleft = |Φ ⊗ ϕℓ,0
ℓ ; 1⊗ V 〉l with hint =

1

2
, qint = −1 (3.19)

with ℓ = 0, . . . ,K − 2. The U(1) charge of the antichiral primary state ϕℓ,0
ℓ in the Fermat

factor can be computed and, hence, the charge contributions from the F and C′ sectors to

qint = −1 are

qF
a = − ℓ

K
and q′a =

ℓ−K

K
. (3.20)

The left-moving state (3.19) is on the orbit of the right-moving state (3.14) if

Ψleft = Jα
AJ

β
b J

γ
CJ

ν
GSOΨright . (3.21)

17Note, that admissible left-moving states in the F sector could in principle also appear as ϕK−2−ℓ,2
ℓ+K

which is dual to ϕℓ,0
ℓ under field identification. From the previous footnote, however, it follows that after

having fixed the right-moving representative we cannot use field identifications (2.15) on the left-moving

side anymore, and hence we have to discuss both possibilities. Since their U(1) charges are equal we can

cover both cases in one shot by taking into account the two possible labels ℓ and K − 2− ℓ when counting

generations via the EPP.
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Explicitely, this means

Φ = Jν
s J

γ
v Φ , (3.22)

ϕℓ,0
ℓ = Jν+Kβ

s J
β K−1

2
v ϕℓ,0

ℓ
, (3.23)1 = sν+βvα , (3.24)

V = SνV α+γ+1 . (3.25)

Using the fusion rules,18 the last two equations read

ν ∈ 2Z,

α+ γ ∈ 2Z , (3.26)

ν + β + 2α ≡ 0 mod 4 .

These constraints together with the charge projection rule

Qb ≡
α

2
+
K − 1

4
β ≡

{
0 ℓ ∈ 2Z

1/2 ℓ 6∈ 2Z .
mod 1 (3.27)

uniquely determine the possible combinations of twist exponents α, β, γ, ν such that the

combination of Ψright and Ψleft = Jα
AJ

β
b J

γ
CJ

ν
GSOΨright give contributions to the massless

spectrum.

In order to count generations we need to find the appropriate terms in the extended

Poincaré polynomial. We use the simple structure in the Fermat sector in order to deter-

mine the admissible terms for the EPP in the C′ sector. For a minimal model, like F , the

EPP over the chiral ring is given by [14]

P(c,c)(t
K , t

K
, x) =

K−1∑

l=1

(t t)l−1 1 − (−x)l tK−2 l

1 − (−x)K . (3.28)

In general, the order of the spectral flow in C′ can be larger than that in F . Therefore,

we need the full ‘periodic’ expansion of the EPP with arbitrarily high powers of x, which,

because of K 6∈ 2Z, reads

P(c,c)

(
tK , t

K
, x

)
=

K−1∑

l=1

(t t)l−1
(
1 − (−x)l tK−2 l

) ∞∑

r=0

(−1)rxrK . (3.29)

There are two distinct types of terms in P(c,c)(t, t, x), which, after identification of the

exponents of t and t with the charges qF = − ℓ
K and qF = − ℓ

K of states in the F sector,

read19

F :
(i) (−1)r xrK t−

ℓ
K t

− ℓ
K ℓ = ℓ ,

(ii) (−1)r+ℓ xℓ+1+rK t−
ℓ
K t

− ℓ
K ℓ = K − 2 − ℓ .

(3.30)

18Indeed, the fusion rules imply that any monomial in s, v, and s can be reduced to sp which is 1 iff

p ≡ 0 mod 4, in agreement with the Z4 structure. In the case of D4, any monomial can be reduced to the

form SpV q which is 1 iff p and q are even, in agreement with the Z2 × Z2 structure.
19Notice, that since the states in the Fermat sector are antichiral states we actually have to sum over the

antichiral ring in (3.29) which simply amounts to adding a factor (tt)−
KcF

3 = (tt)2−K .
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16 - aligned generations

σ′ ℓ l q′c q′c

+ ℓ ∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ β = 0, n ∈ 2Z

l ∈ 2KZ + 1 β = 2, n /∈ 2Z

K+2+ℓ
K

K+2+ℓ
K

− ℓ /∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ + 1 β = 0, n /∈ 2Z

l ∈ 2KZ β = 2, n ∈ 2Z

K+2+ℓ
K

2K−ℓ
K

Table 3. Left- and right-moving C′-sector charges q′
c

and q′
c
, right-moving label ℓ, exponent l of x

and sign σ′ = (−1)γ in the EPP of C′ with terms ∼ σ′ xl tq
′

t
q′

.

For each admissible combination of α, β, γ and ν (as follows from (3.26)) the label ℓ and

the parameter r can be determined by the charge projection rule (3.27) and by comparison

of (3.23) with the generic structure of terms in the EPP of F above.20 For each of these

combinations we can then determine the generic structure of admissible terms in the EPP

over the chiral ring of C′ yielding

C′ :
(i) (−1)γ xrK tq

′
c t

q′
c

(ii) (−1)γ xℓ+1+rK tq
′
c t

q′
c ,

(3.31)

with ℓ and r being determined by the admissible terms in the EPP of F . Note, that

the sign (−1)γ depends on the exponent of JC because it determines whether or not a

supercurrent is applied to states in C′, as follows from (3.22). The admissible terms in the

EPP P(c,c)(t, t, x) of C′ are summarized in table 3. Note, that upon spectral flow the U(1)

charge of the internal antichiral primary states is shifted to that of chiral primary states

by c′

3 = 2K+2
K and we parametrized the exponent of JGSO by ν = 2n. In table 3 the data

necessary for counting aligned generations is collected.

3.4.2 Non-aligned generations

For an odd power of the Bonn twist the Fermat sector and the C′ sector are not aligned

anymore. This case corresponds to the states in the second line of (3.18). Due to the

remaining alignment by JC states in C′ are in the NS sector while states in F are in the

Ramond sector. By exploiting the well known structure of the Fermat sector we can gain

some insight in which states in F and, hence, in C′ are admissible and which are not. The

fields in F are φℓs
m ∼ φk−ℓ,s+2

m+K with 0 ≤ ℓ ≤ k, m mod 2K, s mod 4 and ℓ+m+ s ≡ 0 mod

2, i.e. there are 2K(K−1) fields. The ‘generic’ subgroup of the center 〈Js = φ01
1 , Jv = φ02

0 〉
has order 4K. Because of field identification its orbits are labeled by ℓ ∼ k − ℓ and there

are fixed points (with ℓ = k/2) precisely for even level k. Each orbit of the generic center

contains two BPS states of each type (c, a and R0). The left-moving states φls
m on the

orbit of φ
ℓ,0

ℓ
are at position Jm−ℓ

s J
s−m+ℓ

2
v with ℓ = ℓ21 and s = ±1 (Ramond sector). Since

20If there is no supercurrent in (3.23), admissible terms have positive coefficient otherwise they have a

negative coefficient. For n = ν
2
∈ 2Z the exponent of x must be even and otherwise odd.

21Notice, that the label ℓ of ϕℓ,s
m does not change under fusion with Js or Jv. See section 2.2.1.
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h′ + hF = 3
8 the Ramond sector states in F must have hF ≤ 3

8 . A straightforward analysis

shows that the BPS bound h′ ≥ |q′|
2 is not satisfied by states with qint = −3

2 . Hence, the

only admissible left-moving states with non-aligned F and C′ factors are of the form

Ψleft = |Φ ⊗ ϕ ; s⊗ V 〉l with hint =
3

8
, qint = −1

2
. (3.32)

It is on the orbit of Ψright if

Ψleft = Jν
GSOJ

α
AJ

β
BJ

γ
CΨright , (3.33)

which explicitely reads

Φ = Jν
s J

γ
v Φ, (3.34)

ϕℓ,s
m = Jν+Kβ

s J
β K−1

2
v ϕℓ,0

ℓ
= ϕℓ,ν+2βK−β

ℓ+ν+βK
, (3.35)

s = sν+βvα , (3.36)

V = SνV α+γ+1 . (3.37)

Using the fusion rules the last two equations read

ν ∈ 2Z,

α+ γ ∈ 2Z , (3.38)

ν + β + 2α ≡ 3 mod 4 .

Together with the charge projection from above

Qb ≡
α

2
+
K − 1

4
β mod 1 ≡

{
0 ℓ ∈ 2Z

1/2 ℓ 6∈ 2Z .
mod 1 (3.39)

the constraints (3.38) strongly restrict the possible combinations of twist exponents and

labels as would follow from (3.35). Using ℓ = ℓ and the BPS condition we can now

determine which left-moving states in the Fermat sector lead to massless states. In the

simplest case they are Ramond ground states. Those of the form ϕℓ,1

(ℓ+1)
need to satisfy the

lower bound ℓ ≥ K−3
2 , those of the form ϕℓ,−1

−(ℓ+1)
must satisfy the upper bound ℓ ≤ K−1

2 .

Their superpartners ϕℓ,∓1

±(ℓ+1)
are not admissible since their conformal weights are h =

cF
24 + 1 > 3

8 . Apart from ground states there are excited Ramond states of the form ϕℓ,−1
m

with s = −1 and |m| < ℓ in the standard range where they have to satisfy the condition

(|m|−1)2 ≥ ℓ(ℓ+2)+1−K, as follows from the BPS bound, the branching rule ℓ+m ≡ 1

mod 2 and the simple upper bound ℓ ≤ K+3
6 . Furthermore, there are excited Ramond

states of the form ϕℓ,1
m with |m| > ℓ outside the standard range. We can always bring

these states back to the standard range via field identifications where they need to satisfy

s+2 = ±1, the branching rule ℓ+m ≡ 1 mod 2 and the conditions |m±K| ≤ K−2−ℓ and

(|m±K|−1)2 ≥ (K− ℓ−2)(K− ℓ)+1−K. After having determined all admissible states

in the Fermat sector with conformal weights and U(1) charges as calculated from (2.14)
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we can compute the conformal weights and charges of admissible states in the C′ sector.

The novelty, as compared to the case of aligned generations, is that also non-BPS states

in C′ can contribute to the spectrum of massless states. Therefore, in addition to the

left-moving U(1) charge in C′ we also need to keep the information of the left-moving

conformal weight.22 In order to count generations we are, hence, looking for admissible

terms in the complementary Poincaré polynomial in the C ′ sector which is, in some sense,

complementary to the extended Poincaré polynomial. As follows from (3.6), admissible

terms in the complementary Poincaré polynomial have the generic structure

(−1)γ xν/2 qh′

R
− c′

24 tq
′

R , (3.40)

with the U(1) charges and conformal weights in the Ramond sector. The sign σ′ = (−1)γ

is determined by (3.34), i.e. whether or not a supercurrent is applied, and the exponent of

x can be read off by comparison of (3.6) with (3.34) to be ν/2.23 The admissible terms in

the complementary Poincaré polynomial of C′ are summarized in table 4 which is organized

in terms of the left-moving Fermat sector states ϕℓ,s
m as depicted in the first column.

3.5 Counting antigenerations

In complete analogy to the counting of generations we have to depict a right-moving rep-

resentative and compute admissible left-moving states on its orbit. We choose the same

space-time matter scalar as in (3.4). In order to count antigenerations, as represented by

16 in (3.1), the left-moving states must transform under SO(8)×U(1) as 8v
1 or 8s

−1. Again,

for convenience, we stay in the NS sector where the admissible states are of the general

form

Ψleft = |Φ ⊗ ϕ ; D1 ⊗ V 〉l . (3.41)

With the condition for the conformal weights and charges of massless states we get four

possibilities for admissible left-moving states. Their space-time parts, conformal weights

and U(1) charges are

|1⊗ V 〉l with hint = 1
2 , qint = 1 ; |v ⊗ V 〉l with hint = 0 , qint = 1

2

|s⊗ V 〉l with hint = 3
8 , qint = 1

2 ; |s ⊗ V 〉l with hint = 3
8 , qint = 3

2 .

(3.42)

22The right-moving charge is not necessary. Suppose that our tables find a candidate left-moving state in

C′ along the orbit of the various currents. This means that the right-moving C′ state is a Ramond ground

state (after spectral flow) with charge q′ obeying q′ mod 2 = ℓ+1
K

with ℓ = 0, 1, . . . , K − 2. However, q′

must be such that |q′| ≤ c′/6 = 1 + 1/K. This easily shows that q′ = ℓ+1
K

exactly, i.e. without mod 2.
23While the information on the exponent of the GSO current can be determined modulo 4K, all ν within

the range of 1, . . . , NGSO need to be considered separately in the counting algorithm. In other words, values

of ν that are absolutely different but the same modulo 4K generically appear as exponent of different terms

with different coefficients in the complementary Poincaré polynomial.
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16 - non-aligned generations

Fermat Kmod4 σ′ ℓ m ν mod 4K h′

R q′R

ϕℓ,1

ℓ+1
1 − ℓ /∈ 2Z, K−3

2
≤ ℓ ≤ k m = ℓ + 1 1 − βK ℓ+2

2K
ℓ+2
K

3 − ℓ ∈ 2Z, K−3
2

≤ ℓ ≤ k m = ℓ + 1 1 − βK + 2K ℓ+2
2K

ℓ+2
K

ϕℓ,−1

−(ℓ+1)
1 + ℓ ∈ 2Z, 0 ≤ ℓ ≤ K−1

2
m = −(ℓ + 1) −1 − 2ℓ − βK K−ℓ

2K
K−ℓ

K

3 + ℓ /∈ 2Z, 0 ≤ ℓ ≤ K−1
2

m = −(ℓ + 1) −1 − 2ℓ − βK K−ℓ
2K

K−ℓ
K

ϕℓ,−1
m 1 + ℓ ∈ 2Z, 0 ≤ ℓ ≤ k

m /∈ 2Z, |m| < ℓ

(|m| − 1)2 ≥ ℓ(ℓ + 2) + 1 − K

(K−1)(ℓ−m|! −1)−1−βK 3K+2
8K

− hℓ,−1
m − 1

2
qℓ,−1
m

K+2
2K

− qℓ,−1
m

3 + ℓ /∈ 2Z, 0 ≤ ℓ ≤ k
m ∈ 2Z, |m| < ℓ

(|m| − 1)2 ≥ ℓ(ℓ + 2) + 1 − K

−(K+1)(ℓ−m+1)+1−βK 3K+2
8K

− hℓ,−1
m − 1

2
qℓ,−1
m

K+2
2K

− qℓ,−1
m

ϕℓ,1
m 1 − ℓ /∈ 2Z, 0 ≤ ℓ ≤ k

m ∈ 2Z, |m ± K| ≤ K − 2 − ℓ

(|m±K|−1)2 ≥ (K−2−ℓ)(K−ℓ)+1−K

(K−1)(ℓ−m+1)+1−βK 3K+2
8K

−hK−2−ℓ,−1
m±K

− 1
2
qK−2−ℓ,−1
m±K

K+2
2K

−qK−2−ℓ,−1
m±K

3 − ℓ ∈ 2Z, 0 ≤ ℓ ≤ k
m /∈ 2Z, |m ± K| ≤ K − 2 − ℓ

(|m±K|−1)2 ≥ (K−2−ℓ)(K−ℓ)+1−K

(K+1)(−ℓ+m+1)−1−βK 3K+2
8K

−hK−2−ℓ,−1
m±K

− 1
2
qK−2−ℓ,−1
m±K

K+2
2K

−qK−2−ℓ,−1
m±K

Table 4. Left-moving C′-sector charges q′R and conformal weights h′

R (in the Ramond sector), signs σ′ = (−1)γ and constraints for the admissible

terms in the CPP in C′ ∼ σ′xν/2qh′

R−
c′

24 tq
′
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16 - aligned antigenerations

σ′ ℓ l q′
c

q′
c

+ ℓ ∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ + 1 β = 0, n ∈ 2Z

l ∈ 2KZ β = 2, n /∈ 2Z

K+2+ℓ
K

K−ℓ
K

− ℓ /∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ β = 0, n /∈ 2Z

l ∈ 2KZ + 1 β = 2, n ∈ 2Z

K+2+ℓ
K

ℓ+2

K

Table 5. Left- and right-moving C′-sector charges q′
c

and q′
c
, right-moving label ℓ, exponent l of x

and sign σ′ = (−1)γ in the EPP of C′ with terms ∼ σ′ xl tq
′

t
q′

.

3.5.1 Aligned antigenerations

For an even power of the Bonn twist there is alignment within the space-time part. Taking

into account the BPS bound the only states that are admissible have are of the form

Ψleft = |Φ ⊗ ϕℓ,0
−ℓ ; 1⊗ V 〉l with hint =

1

2
, qint = 1 (3.43)

with ℓ = 0, . . . ,K − 2. Internal states are chiral primary states. The U(1) charge of the

chiral primary state ϕℓ,0
−ℓ can easily be computed, and the charge contributions from the F

and C′ sectors to qint = 1, hence, are

qF
c =

ℓ

K
and q′c =

K − ℓ

K
. (3.44)

A similar analysis as in the case of aligned generations can be carried out to yield admissible

terms in the EPP of C′ which are summarized in table 5.

3.5.2 Non-aligned antigenerations

For an odd power of the Bonn twist the alignment in the internal sector is broken. States

in C′ are in the NS sector, while states in F are in the Ramond sector. Repeating the same

analysis as for non-aligned generations the only admissible left-moving states turn out to

be of the form

Ψleft = |Φ ⊗ ϕ ; s⊗ V 〉l with hint =
3

8
, qint =

1

2
. (3.45)

Admissible states in the F sector can be derived along the same lines as for non-aligned

antigenerations. Using the information about their conformal weights and U(1) charges

admissible terms in the complementary Poincaré polynomial C′ can be determine and are

listed in table 6.
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16 - non-aligned antigenerations

Fermat Kmod4 σ′ ℓ m ν mod 4K h′

R q′R

ϕℓ,1

ℓ+1
1 + ℓ ∈ 2Z, 0 ≤ ℓ ≤ K−1

2
m = ℓ + 1 1 − βK ℓ+2+K

2K
ℓ+2+K

K

3 + ℓ /∈ 2Z, 0 ≤ ℓ ≤ K−1
2

m = ℓ + 1 1 − βK + 2K ℓ+2+K
2K

ℓ+2+K
K

ϕℓ,−1

−(ℓ+1)
1 − ℓ /∈ 2Z, K−3

2
≤ ℓ ≤ k m = −(ℓ + 1) −1 − 2ℓ − βK + 2K 2K−ℓ

2K
2K−ℓ

K

3 − ℓ ∈ 2Z, K−3
2

≤ ℓ ≤ k m = −(ℓ + 1) −1 − 2ℓ − βK + 2K 2K−ℓ
2K

2K−ℓ
K

ϕℓ,−1
m 1 + ℓ ∈ 2Z, 0 ≤ ℓ ≤ k

m /∈ 2Z, |m| < ℓ

(|m| − 1)2 ≥ ℓ(ℓ + 2) + 1 − K

(K − 1)(ℓ − m + 1) + 1 − βK 7K+2
8K

− hℓ,1
m − 1

2
qℓ,1
m

3K+2
2K

− qℓ,1
m

3 + ℓ /∈ 2Z, 0 ≤ ℓ ≤ k
m ∈ 2Z, |m| < ℓ

(|m| − 1)2 ≥ ℓ(ℓ + 2) + 1 − K

−(K + 1)(ℓ − m + 1) − 1 − βK 7K+2
8K

− hℓ,1
m − 1

2
qℓ,1
m

3K+2
2K

− qℓ,1
m

ϕℓ,1
m 1 − ℓ /∈ 2Z, 0 ≤ ℓ ≤ k

m ∈ 2Z, |m ± K| ≤ K − 2 − ℓ

(|m±K|−1)2 ≥ (K−2−ℓ)(K−ℓ)+1−K

(K − 1)(ℓ − m − 1) − 1 − βK 7K+2
8K

−hK−2−ℓ,1
m±K

− 1
2
qK−2−ℓ,1
m±K

3K+2
2K

−qK−2−ℓ,1
m±K

3 − ℓ ∈ 2Z, 0 ≤ ℓ ≤ k
m /∈ 2Z, |m ± K| ≤ K − 2 − ℓ

(|m±K|−1)2 ≥ (K−2−ℓ)(K−ℓ)+1−K

(K + 1)(−ℓ + m − 1) + 1 − βK 7K+2
8K

−hK−2−ℓ,1
m±K

− 1
2
qK−2−ℓ,1
m±K

3K+2
2K

−qK−2−ℓ,1
m±K

Table 6. Left-moving C′-sector charges q′R and conformal weights h′

R (in the Ramond sector), signs σ′ = (−1)γ and constraints for the admissible

terms in the CPP in C′ ∼ σ′xν/2qh′

R−
c′

24 tq
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3.6 Counting vectors

As before, we choose again the space-time matter scalar as right-moving representative. In

order to count vectors, as represented by 10 in (3.1), left-moving states must transform

under SO(8) × U(1) as 12, 1−2 or 8s
0. Let us consider states transforming under 12 the

general form of which is given by

Ψleft = |Φ ⊗ ϕ ; D1 ⊗ 1〉l . (3.46)

The space-time parts, conformal weights and U(1) charges of admissible states contributing

to the massless spectrum are

|1⊗ 1〉l with hint = 1 , qint = 2; |v ⊗ 1〉l with hint = 1
2 , qint = 1

|s⊗ 1〉l with hint = 7
8 , qint = 3

2 ; |s⊗ 1〉l with hint = 7
8 , qint = 5

2 .

(3.47)

States with qint = 5
2 can already be discarded since they do not obey the BPS bound.

3.6.1 Aligned vectors

For an even power of the Bonn twist there are now two possible states, both of which have

internal chiral primary states. States with qint = 2 are of the form

Ψleft = |Φ ⊗ ϕℓ,0
−ℓ ; 1⊗ 1〉l with qF

c =
ℓ

K
and q′c =

2K − ℓ

K
, (3.48)

while states with qint = 1 are of the form

Ψleft = |Φ ⊗ ϕ−ℓ,0
ℓ ; v ⊗ 1〉l with qF

c =
ℓ

K
and q′c =

K − ℓ

K
, (3.49)

and ℓ = 0, . . . , k. Admissible terms in the EPP of C′ are listed in table 7.

3.6.2 Non-aligned vectors

Due to the BPS bound there are only states of the form

Ψleft = |Φ ⊗ φ ; s⊗ 1〉l with hint =
7

8
; qint =

3

2
(3.50)

that can contribute to the massless spectrum. Again, states in C′ are in the NS sector

while states in F are in the Ramond sector. Those can either be Ramond ground states

or excited states, as discussed already for non-aligned generations. The complete list of

constraints that have to be satisfied by states in C ′ in order to yield admissible terms in

the complementary Poincaré polynomial together with their conformal weights and U(1)

charges is given in table 8.

– 29 –



J
H
E
P
0
1
(
2
0
1
1
)
0
7
7

10 - aligned vectors

qint σ′ ℓ l q′
c

q′
c

2 − ℓ ∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ + 1 β = 0, n ∈ 2Z

l ∈ 2KZ β = 2, n /∈ 2Z

K+2+ℓ
K

2K−ℓ
K

2 + ℓ /∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ β = 0, n /∈ 2Z

l ∈ 2KZ + 1 β = 2, n ∈ 2Z

K+2+ℓ
K

K+2+ℓ
K

1 + ℓ /∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ + 1 β = 0, n ∈ 2Z

l ∈ 2KZ β = 2, n /∈ 2Z

K+2+ℓ
K

K−ℓ
K

1 − ℓ ∈ 2Z, 0 ≤ ℓ ≤ k
l ∈ 2KZ β = 0, n /∈ 2Z

l ∈ 2KZ + 1 β = 2, n ∈ 2Z

K+2+ℓ
K

ℓ+2

K

Table 7. Left- and right-moving C′-sector charges q′
c

and q′
c
, right-moving label ℓ, exponent l of x

and sign σ′ = (−1)γ in the EPP of C′ with terms ∼ σ′ xl tq
′

t
q′

.

4 Distler-Kachru models and the heterotic (0, 2) CFT/geometry connec-

tion

In analogy to the case of (2, 2) models, a very general framework for the description of

(0, 2) models can be given in terms of a gauged linear sigma model with (0, 2) worldsheet

supersymmetry, known as Dister-Kachru models. Since we want to compare the spectra

obtained by the counting algorithm of the previous section to that of Dister-Kachru mod-

els [10] let us briefly review their structure. In (0, 2) models there exists an additional

structure, as compared to (2, 2) models, which is the choice of rank r̃ stable, holomorphic

vector bundle V → M with vanishing first Chern class c1(V ) = 0 and c2(V ) = c2(T ),

where T is the holomorphic tangent bundle of M. As reviewed in [19], the defining data of

a (0, 2) sigma model on a Calabi-Yau manifold M is encoded in the superpotentials Wj(Φi)

and F l
a(Φi), where Wj(Φi) are transversal polynomials of degree dj which define the base

space M of the vector bundle V → M associated to the left-moving gauge fermions and

F l
a(Φi) are polynomials, with degree fixed by requiring charge neutrality of the action, that

define the global structure of the bundle V . The field content is given by a set of chiral su-

perfields Φi with U(1) charges wi with i = 1, . . . , Ni. Neutrality of the action then requires

additional Fermi superfields Σj with charge −dj with j = 1, . . . , Nj . The ingredients for

constructing the bundle V are Fermi superfields Λa with strictly positive24 U(1) charges

na with a = 1, . . . , Na and a chiral superfield Pl with charge −ml with l = 1, . . . , Nl such

that
∑

lml =
∑

a na. The (0, 2) superpotential action that summarizes the structure of

the total bundle is given by

SW =

∫
d2zdθ

(
ΣjWj(Φi) + PlΛ

aF l
a(Φi)

)
. (4.1)

24If the na are not strictly positive, the bundle V is never stable. [10]
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10 - non-aligned vectors

Fermat Kmod 4 σ′ ℓ m ν mod 4K h′

R q′R

ϕℓ,1

ℓ+1
1 − ℓ ∈ 2Z, 0 ≤ ℓ ≤ K−1

2
m = ℓ + 1 1 − βK ℓ+2+3K

2K
ℓ+2+2K

K

3 − ℓ /∈ 2Z, 0 ≤ ℓ ≤ K−1
2

m = ℓ + 1 1 − βK + 2K ℓ+2+3K
2K

ℓ+2+2K
K

ϕℓ,−1

−(ℓ+1)
1 + ℓ /∈ 2Z, K−3

2
≤ ℓ ≤ k m = −(ℓ + 1) −1 − 2ℓ − βK + 2K 4K−ℓ

2K
3K−ℓ

K

3 + ℓ ∈ 2Z, K−3
2

≤ ℓ ≤ k m = −(ℓ + 1) −1 − 2ℓ − βK + 2K 4K−ℓ
2K

3K−ℓ
K

ϕℓ,−1
m 1 − ℓ ∈ 2Z, 0 ≤ ℓ ≤ k

m /∈ 2Z, |m| < ℓ

(m − 1)2 ≥ ℓ(ℓ + 2) + 1 − K

(K − 1)(ℓ − m + 1) + 1 − βK 15K+2
8K

− hℓ,1
m − 1

2
qℓ,1
m

5K+2
2K

− qℓ,1
m

3 − ℓ /∈ 2Z, 0 ≤ ℓ ≤ k
m ∈ 2Z, |m| < ℓ

(|m| − 1)2 ≥ ℓ(ℓ + 2) + 1 − K

−(K + 1)(ℓ − m + 1) − 1 − βK 15K+2
8K

− hℓ,1
m − 1

2
qℓ,1
m

5K+2
2K

− qℓ,1
m

ϕℓ,1
m 1 + ℓ /∈ 2Z, 0 ≤ ℓ ≤ k

m ∈ 2Z, |m ± K| ≤ K − 2 − ℓ

(m±K−1)2 ≥ (K−2−ℓ)(K−ℓ)+1−K

(K − 1)(ℓ − m − 1) − 1 − βK 15K+2
8K

−hK−2−ℓ,1
m±K

− 1
2
qK−2−ℓ,1
m±K

5K+2
2K

−qK−2−ℓ,1
m±K

3 + ℓ ∈ 2Z, 0 ≤ ℓ ≤ k
m /∈ 2Z, |m ± K| ≤ K − 2 − ℓ

(|m±K|−1)2 ≥ (K−2−ℓ)(K−ℓ)+1−K

(K + 1)(−ℓ + m − 1) + 1 − βK 15K+2
8K

−hK−2−ℓ,1
m±K

− 1
2
qK−2−ℓ,1
m±K

5K+2
2K

−qK−2−ℓ,1
m±K

Table 8. Left-moving C′-sector charges q′R and conformal weights h′

R (in the Ramond sector), signs σ′ = (−1)γ and constraints for the admissible

terms in the CPP in C′ ∼ σ′xν/2qh′

R−
c′

24 tq
′
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The first term ensures that the fields Φi lie on the hypersurface Wj = 0, whereas the

second term ensures that the gauge fermions λa (lowest components of the Λa) are sections

of the bundle V . The (0, 2) gauge multiplets are determined by a real superfield V, which

contains the right-moving component of the gauge field, and a superfield A, which contains

the left-moving component of the gauge field.

The structure of the vector bundle V of rank r̃ = Na −Nl is given by the short exact

sequence (monad)

0 → V →
er+Nl⊕

a=1

O(na)
Fa−→

Nl⊕

l=1

O(ml) → 0 (4.2)

with Chern class

c(V ) =
c
(
⊕er+Nl

a=1 O(na)
)

c
(
⊕Nl

l=1 O(ml)
) . (4.3)

Restricting to the case of Nl = 1 the exact sequence defines a vector bundle of rank

r̃ = Na − 1 over a complete intersection Calabi-Yau variety M. The Fa are homogeneous

polynomials of degrees m − na which do not vanish simultaneously on M. For weighted

projective ambient spaces we can write this data as

Vn1...,ner+1
[m] −→ Pw1,...,wNj+4

[d1, . . . , dNj
] , (4.4)

where Nj is the codimension of the Calabi-Yau manifold and r̃ = 4, 5 corresponds to

unbroken gauge groups SO(10) and SU(5), respectively.

The Calabi-Yau condition c1(T ) = 0 and the condition c1(V ) = 0 imply

∑

j

dj −
∑

i

wi = m−
∑

a

na = 0 . (4.5)

Cancellation of gauge anomalies ch2(V ) = ch2(TX) with the second Chern character ch2 =
1
2c

2
1 − c2 implies the quadratic Diophantine constraint

∑

j

d2
j −

∑

i

w2
i = m2 −

∑

a

n2
a . (4.6)

In general there are not many solutions to this equation. In the (2, 2) case, which corre-

sponds to Fa = ∂aW and yields the gauge group E6, a solution is given by the choice of

m = d =
∑

j wj with na = wa.

Note, that the discrete gauge symmetry Zm that survives the breaking of the U(1) in

the gauged linear sigma model with m defined in (4.2) corresponds to the Zm quantum

symmetry [42] resulting from the GSO projection on the CFT side.

In [16, 17] R. Blumenhagen and A. Wißkirchen proposed a Gepner-type construction

of string models with (0, 2) worldsheet supersymmetry based on the simple current con-

struction to obtain heterotic compactifications yielding different gauge groups and massless

spectra. In [19] they, together with R. Schimmrigk, describe the analog of the (2, 2) tri-

ality between exactly solvable conformal field theories, (0, 2) Calabi-Yau manifolds and
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Landau-Ginzburg theories. The suggested CFT/geometry correspondence [16, 17, 19] , in

particular, associates the vector bundle V1,1,1,1,1[5] over the complete intersection Calabi-

Yau P1,1,1,1,2,2[4, 4] to a (0, 2) cousin of the exactly solvable (2, 2) Gepner model 35, which is

described by the Landau-Ginzburg model P1,1,1,1,1[5] and corresponds, in the sigma model

language, to the quintic Calabi-Yau manifold. Note, that the codimension of the Calabi-

Yau manifold for the (0, 2) cousin has increased as compared to the (2, 2) case. The bundle

data of the (0, 2) quintic cousin can be expressed by the exact sequence

0 →
5⊕

a=1

O(1) → O(5) → 0 . (4.7)

The underlying conformal field theory builds on a tensor product of five minimal model

factors and a supersymmetry breaking simple current that acts only on one factor. For

this class of (0, 2) models the Gepner model data directly determines the vector bundle

structure. Since the twist, that defines the (0, 2) model, only acts on one of the minimal

model factors, one might be tempted to expect that the conjecture can be generalized to a

larger picture, where a more general form of an exactly solvable theory directly translates

into the bundle data Vn1,...,n5[m]. In [13, 18] an ansatz for a solution to 4.5 and 4.6 was

made by setting wi = ni for i < 5 and w5 = 2n5

Vn1,...,n5[m] → Pn1,...,n4,2n5,w6[d1, d2] , (4.8)

and imposing (4.5) and (4.6) yielding

d1 + d2 = m+ n5 + w6 and d2
1 + d2

2 = m2 + 3n2
5 + w2

6 . (4.9)

It is quite non-trivial and encouraging that this non-linear system has a general solution

w6 = (m− n5)/2 = d1/2 and d2 = (m+ 3n5)/2 . (4.10)

By replacing all minimal model factors of the internal conformal field theory, except the

one on which the twist acts, by an arbitrary CFT the (0, 2) CFT/geometry correspondence

needs to be adapted to generic Landau-Ginzburg models. In [13, 18] it was conjectured

that there is a non-rational extension of the (0, 2) CFT/geometry correspondence between

the (0, 2) Gepner-type models and the Dister-Kachru models defined by the data

Vn1,...,n5[m] → P
n1,...,n4,2n5,

m−n5
2

[m− n5, (m+ 3n5)/2] , (4.11)

where m/n5 is an odd integer and there exists a transversal polynomial p(z1, . . . , z4) of

degree m that is quasi-homogeneous with weights w(zi) = ni for i ≤ 4. The increase of

the codimension of the Calabi-Yau manifold may be interpreted as providing an additional

field of degree w6 = d1/2 that generates the twisted sectors for the Z2 orbifolding due to

Jb.

In order to test the extension of the (0, 2) CFT/geometry correspondence to the non-

rational realm we have to compare the spectra we obtain using the counting algorithm

on the CFT side to that of non-linear sigma models at the infrared fixed point which are
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described by Landau-Ginzburg orbifold models. In particular, we compare the number of

generations and antigenerations as arising from both, the CFT and the geometry com-

putations. For a generic choice of data in a Dister-Kachru model, defined by the stable

bundle

Vn1,...,ner+1
[m] → Pw1,...,wNi

[d1, . . . , dNc ] (4.12)

of rank r̃ over a complete intersection space of codimension Nc, this can be computed by

using the elliptic genus ZLG as explained in [20, 43]. Its contribution in the α-th twisted

sector is given by

Zα
LG = TrHα(−1)F tJ0qH ∼ χα +O(q) . (4.13)

The χ-genus of a bundle of rank r̃ can be written as

χα =

∏
a(−1)[α νa](tνa qβa/2){ανa}(1 − tνa q{ανa})(1 − t−νa q−βa)∏

i(−1)[α qi](tqi qβi/2){αqi}(1 − tqi q{αqi})(1 − t−qi q−βi)

∣∣∣∣∣
q0 tn

, (4.14)

where (· · · )|q0 tn denotes the evaluation of the q0 tn terms in the Laurent expansion with

integer n and

{x} := x− [x], βa := {α νa} − 1, βi := {α qi} − 1 . (4.15)

The charges of the fields are

qi =
wi

m
, νa = 1 − na

m
and νer+1+l =

dl

m
. (4.16)

The number of generations is the sum of the positive coefficients of monomials in t1 (as α

varies), while the number of antigenerations is the sum of positive coefficients of monomials

in t3.

These numbers are independent on the defining DK data25 and are reliable if no extra

gauginos or generation/antigeneration pairings occur. In the latter case it turns out that

the number of generations nN and antigenerations n
N

need not be constant over the moduli

space. In any case, the number of net generations nnet = nN − n
N

is constant in moduli

space as it is given by an index theorem nnet =
∣∣∣ 1
2

∫
c3(V )

∣∣∣. [10, 20] For vectors it is more

subtle. Since mass terms for states transforming in 10 are not forbidden in the spacetime

superpotential, the number of vectors might jump as we move from the Calabi-Yau phase

to the Landau-Ginzburg phase. [10]

Further subtleties arise when extra massless gauginos occur in the spectrum which,

in [10], is described to be the analog of the destabilization of the vacuum by worldsheet

instantons in the Calabi-Yau phase. In this case the DK model might be sensitive to

generic choices of its defining data and only certain constraints might lead to “honest”

(0, 2) SCFTs in the infrared limit. However, these might not have the desired gauge group.

For further reference see, in particular, [10, 20].

25By this, we mean that the χ-genus does not depend on the form of the superpotentials W or F which are

the defining data of a specific DK model. Nevertheless, we will call these (0, 2) LG models Distler-Kachru

models in order to emphasize that they have a geometric and a CFT phase.
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5 Checks and examples

So far the conjectured CFT/geometry correspondence is only based on the existence of a

“natural” solution to the anomaly cancellation constraints. We can test it by working out

the spectra by two different methods.

1. On the CFT side we use the counting algorithm that we have derived in the previous

sections and which works for a generic LG model. We can compute the number of

generations, antigenerations and vectors.

2. On the DK side we use the elliptic genus to compute the Euler characteristic of the

bundle. If no extra gauginos or generation/antigeneration pairings occur, it is possible

to extract the number of generations and antigenerations, separately, as explained

in [20].

In the following we will consider various examples including Fermat-type and non-

Fermat-type LG models. As a prominent example of Fermat-type models we show that

the number of generations, antigenerations and vectors of the (0, 2) cousin of the quintic

as computed on the CFT side by our counting algorithm agrees with those first calculated

in [16, 17]. A couple of non-Fermat-type examples are shown to give the same numbers of

generations and antigenerations on the CFT and the DK side. A couple of non-Fermat-

type examples are shown to give the same numbers of generations and antigenerations on

the CFT side as that computed by the χ-genus of DK models. Counting methods for both,

Fermat- and non-Fermat LG models have been computerized, hence allowing for a large

class of LG models to be easily tested.

5.1 Fermat-type LG models

We consider the following three models of type (k′1, . . . , k
′
n; k) with one minimal model

factor F of level k and i = 1, . . . , n minimal model factors of level k′i that comprise C′. The

results of the Blumenhagen-Wißkirchen algorithm carried out in [16, 17, 19, 20] is given in

table 9. We compute the number of generations, antigenerations and vectors by determining

admissible terms in the extended Poincaré polynomial and the complementary Poincaré

polynomial of C′ using the data and constraints from the tables derived in the previous

section. As an illustrative example the EPP and CPP of C′ for the (0, 2) quintic cousin

are given in the appendix together with a detailed analysis of the counting of generations,

antigenerations and vectors.

Counting in (3, 3, 3, 3; 3)

The number of aligned generations is computed by summing up the coefficients of all

admissible terms in the EPP of C′ which are characterized by the relevant data listed in

the table below.
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model N16 = NA
16

+NNA
16

N
16

= NA
16

+NNA
16

N10 = (NA2
10

+NA1
10

) +NNA
10

(3, 3, 3, 3; 3) 80 = 60 + 20 0 74 = (41 + 1) + 32

(8, 8, 8; 3) 113 = 85 + 28 5 = 1 + 4 108 = (60 + 0) + 48

(2, 2, 8, 3; 3) 34 = 24 + 10 10 = 8 + 2 40 = (15 + 7) + 18

Table 9. Number of generations, antigenerations and vectors for the models 34 ⊗ 3, 83 ⊗ 3 and

22 ⊗ 8⊗ 3⊗ 3 with the abbreviations: A = aligned, AN = non-aligned; A1 = aligned with qint = 1,

A2 = aligned with qint = 2.

16 - aligned generations

σ′ ℓ l q′
c

q′
c

NA
16

+ 0 0 7

5

7

5
40

+ 2 0 9

5

9

5
20

Hence, the number of aligned generations is 40 + 20 = 60. The necessary information in

order to count non-aligned generations in the complementary Poincaré polynomial is given

by the following table.

16 - non-aligned generations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,−1

−(ℓ+1)
1 + 2 10 3

10

3

5
20

The number of non-aligned generations is 20 which, together with the 60 of the aligned

generations, sums up to the famous number of 80 generations for the (0, 2) cousin of the

quintic. There are no antigenerations in this model. In order to count aligned vectors we

need the data of the following table.

10 - aligned vectors

qint σ′ ℓ l q′
c

q′
c

NA
10

2 + 1 0 8

5

8

5
31

2 + 3 0 10

5

10

5
10

1 + 1 2 8

5

4

5
1

Hence, there are 42 aligned vectors. The necessary information in order to count non-

aligned vectors in the complementary Poincaré polynomial is contained in the following

table.

10 - non-aligned vectors

Fermat K mod 4 σ′ ℓ m ν mod 4K h′R q′R NNA
10

ϕℓ,−1

−(ℓ+1)
1 + 1 −2 2 19

10

14

5
31

ϕℓ,1
m 1 + 1 4 8 11

10
2 1
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There are 32 non-aligned vectors which together with the 42 aligned vectors give a total of

74 vectors in the (0, 2) cousin of the quintic.

Counting in (8, 8, 8; 3)

We can carry out the same analyis as for the quintic cousin with the following results.

16 - aligned generations

σ′ ℓ l q′
c

q′
c

NA
16

+ 0 0 7

5

7

5
57

+ 2 0 9

5

9

5
28

Hence, the number of aligned generations is 85.

16 - non-aligned generations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,−1

−(ℓ+1)
1 + 2 20 3

10

3

5
28

The number of non-aligned generations is 28. In total there are 113 generations.

16 - aligned antigenerations

σ′ ℓ l q′
c

q′
c

NA
16

+ 2 3 3

5

9

5
1

Hence, there is only 1 aligned antigeneration.

16 - non-aligned antigenerations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,1

ℓ+1
1 + 2 16 9

10

9

5
1

ϕ−ℓ,1

−(ℓ+1)
1 − 3 18 7

10

7

5
3

There are 4 non-aligned antigenerations and, hence, there are 5 antigenerations in total.

10 - aligned vectors

qint σ′ ℓ l q′
c

q′
c

NA
10

2 + 1 0 8

5

8

5
45

2 + 3 0 10

5

10

5
15

Hence, there are 60 aligned vectors.

10 - non-aligned vectors

Fermat K mod 4 σ′ ℓ m ν mod 4K h′R q′R NNA
10

ϕℓ,−1

−(ℓ+1)
1 + 1 −2 2 19

10

14

5
45

ϕℓ,−1

−(ℓ+1)
1 + 3 −4 18 17

10

12

5
3

There are 48 non-aligned vectors and, hence, 108 vectors in total.
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Counting in (2, 2, 8, 3; 3)

16 - aligned generations

σ′ ℓ l q′
c

q′
c

NA
16

+ 0 0 7

5

7

5
13

+ 2 0 9

5

9

5
7

+ 0 2 7

5

7

5
3

+ 2 2 9

5

9

5
1

Hence, the number of aligned generations is 24.

16 - non-aligned generations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,1

ℓ+1
1 − 3 16 1

2
1 1

ϕℓ,−1

−(ℓ+1)
1 + 0 24 1

2
1 1

ϕℓ,−1

−(ℓ+1)
1 + 2 20 13

10

3

5
1

ϕℓ,−1

−(ℓ+1)
1 + 2 40 13

10

3

5
7

The number of non-aligned generations is 10 which, together with the 24 of the aligned

generations gives a total of 34 generations.

16 - aligned antigenerations

σ′ ℓ l q′
c

q′
c

NA
16

− 1 5 3

5

8

5
1

− 3 5 1 2 1

+ 0 6 1 7

5
1

+ 0 11 1 7

5
1

+ 0 16 1 7

5
3

+ 2 13 3

5

9

5
1

Hence, there are 8 aligned antigenerations.

16 - non-aligned antigenerations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,1

ℓ+1
1 + 2 16 9

10

9

5
1

ϕ−ℓ,1

−(ℓ+1)
1 − 1 32 9

10

9

5
1

The number of non-aligned antigenerations is 2. In total there are, hence, 10 antigenera-

tions.
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10 - aligned vectors

qint σ′ ℓ l q′
c

q′
c

NA
10

2 + 1 0 8

5

8

5
10

2 + 1 10 8

5

8

5
2

2 + 3 0 2 2 3

1 − 0 5 7

5

2

5
1

1 − 2 5 9

5

4

5
1

1 + 1 0 8

5

4

5
1

1 + 1 0 8

5

4

5
3

1 + 1 0 8

5

4

5
1

Hence, there are 22 aligned vectors.

10 - non-aligned vectors

Fermat K mod 4 σ′ ℓ m ν mod 4K h′R q′R NNA
10

ϕℓ,−1

−(ℓ+1)
1 + 1 −2 2 19

10

14

5
10

ϕℓ,−1

−(ℓ+1)
1 + 1 −2 22 19

40

14

5
2

ϕℓ,−1

m 1 − 2 −1 32 11

10
2 1

ϕℓ,1
m 1 + 1 −6,+4 38 11

10
2 1

ϕℓ,1
m 1 + 1 −6,+4 18 11

10
2 1

ϕℓ,1
m 1 + 1 −6,+4 8 11

10
2 3

There are 48 non-aligned vectors which, together with the 60 aligned vectors, give a total

of 108 vectors.

5.2 Non-Fermat-type examples

Counting in P1,2,2,3,2[10]

This model has K = 5 and can therefore be used for checking the case where K ≡ 1

mod 4. The conjecture predicts equivalence with the DK model

V1,2,2,3,2[10] −→ P1,2,2,3,4,4[8, 8] . (5.1)
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Its χ-genus can be computed by applying (4.14) and we obtain

α χα

0 −t4 − 55t3 + 55t+ 1

1 t4

2 −2t2

3 t2 + t

4 −t
5 5t− 5t3

6 t3

7 −t3 − t2

8 2t2

9 −1

(5.2)

Summing up the positive coefficients of monomials in t and t3, respectively, we get 61

generations and 1 antigeneration for the DK model. Using our counting method we can

compare this result with that on the CFT side. The relevant data for admissible terms in

the EPP of C′ for counting aligned generations is listed in the table below.

16 - aligned generations

σ′ ℓ l q′
c

q′
c

NA
16

+ 0 0 7

5

7

5
27

+ 2 0 9

5

9

5
14

+ 0 5 7

5

7

5
3

+ 2 5 9

5

9

5
1

Hence, the number of aligned generations is 45. The necessary information in order to

count non-aligned generations in the complementary Poincaré polynomial is given by

16 - non-aligned generations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,−1

−(ℓ+1)
1 + 0 14 1

2
1 1

ϕℓ,−1

−(ℓ+1)
1 + 2 10 3

10

3

5
1

ϕℓ,−1

−(ℓ+1)
1 + 2 0 3

10

3

5
14

There are 16 non-aligned vectors. In total thera are, hence, 61 vectors which agrees with

the prediction from the DK model. In order to count aligned antigenerations we need the

following data.

16 - aligned antigenerations

σ′ ℓ l q′
c

q′
c

NA
16

+ 0 6 1 7

5
1
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Since there are no non-aligned antigenerations in this model there is in total only 1 anti-

generation. This agrees with the prediction of the DK model. Moreover, we predict the

following data for aligned vectors.

10 - aligned vectors

qint σ′ ℓ l q′
c

q′
c

NA
10

2 + 1 0 8

5

8

5
21

2 + 3 0 2 2 7

2 + 1 5 8

5

8

5
2

1 + 1 2 8

5

4

5
1

1 + 1 7 8

5

4

5
1

Hence, there are 32 aligned vectors.

10 - non-aligned vectors

Fermat K mod 4 σ′ ℓ m ν mod 4K h′R q′R NNA
10

ϕℓ,1

(ℓ+1)
1 − 0 1 2 17

10

12

5
1

ϕℓ,−1

−(ℓ+1)
1 + 1 −2 22 19

40

14

5
21

ϕℓ,−1

−(ℓ+1)
1 + 1 −2 32 11

10
2 2

ϕℓ,1
m 1 + 1 −6,+4 18 11

10
2 1

ϕℓ,1
m 1 + 1 −6,+4 8 11

10
2 1

There are 26 non-aligned vectors. We, therefore, predict a total number of 58 vectors.

Counting in P1,1,2,2,1[7]

This model has K = 7 and is, hence, a check for the case K ≡ 3 mod 4. The conjecture

predicts equivalence with the DK model

V1,1,2,2,1[7] −→ P1,1,2,2,2,3[6, 5] . (5.3)

Its χ-genus can be computed by applying (4.14) and we obtain

α χα

0 −t4 − 66t3 + 66t+ 1

1 t4

2 −t2
3 3t2 − 3t

4 3t3 − 3t2

5 t2

6 −1

(5.4)

Summing up the positive coefficients of monomials in t and t3, respectively, we get 66

generations and 3 antigenerations for the DK model. On the CFT side we use the data in

the tables below to count aligned generations and antigenerations.
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16 - aligned generations

σ′ ℓ l q′
c

q′
c

NA
16

+ 0 0 9

7

9

7
36

+ 2 0 11

7

11

7
18

+ 4 0 13

7

13

7
8

Hence, the number of aligned generations is 52.

16 - non-aligned generations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,−1

−(ℓ+1)
3 + 3 14 2

7

4

7
14

There are 14 non-aligned vectors. Hence, we get a total number of 66 vectors which agrees

with the prediction from the DK model. There are no aligned antigenerations in this model.

In order to count non-aligned antigenerations we need the following data.

16 - non-aligned antigenerations

Fermat K mod 4 σ′ ℓ ν mod 4K h′R q′R NNA
16

ϕℓ,1

ℓ+1
3 + 1 8 5

7

10

7
2

ϕℓ,1

ℓ+1
3 + 3 8 6

7

12

7
1

There are in total 3 antigenerations which is in agreement with the prediction of the DK

model.

6 Conclusions and perspectives

In this paper, we have investigated the non-rational generalization [20] of the CFT/geometry

connection proposed for (0, 2) heterotic compactifications in [13, 18]. To this aim, we first

reformulated the construction of Blumenhagen et al. [16, 17, 19] in terms of simple current

modular invariants identified with orbifolds with discrete torsion [13, 15]. In this language

the breaking of E6 to the GUT gauge group SO(10) is achieved thanks to the discrete

torsions associated with a simple current Jb spoiling the algebra extension in the gauge

sector and corresponding to a Z2 orbifold.

We have proposed a simple counting algorithm for charged massless states. Counting

in untwisted sectors goes as in (2, 2) compactifications and can be reduced to the sector of

BPS states. Instead, even for non-gauge-singlet states, the spectrum in Jb-twisted sectors

gets contributions from non-BPS states that we analyzed in detail.

The counting algorithm can be used to compare the CFT side with the Distler-Kachru

models appearing on the geometry side. These are characterized by a rank 4 vector bundle

E on a Calabi-Yau manifold X whose data are constrained by the anomaly matching con-

dition c2(E) = c2(X) and make sense also for certain non-rational internal superconformal

theories like Landau-Ginzburg models and orbifolds thereof.
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While we focus on the SO(10) case, the generalization to E4 = SU(5) and E3 =

SU(3) × SU(2) gauge groups is straightforward, at least on the CFT side [16, 17]. Since

a minimal model factor is required in each reduction step, the number of these classes of

models becomes slim in RCFT, but the generalization to Landau-Ginzburg orbifolds should

partially make up for this and hopefully create some room for interesting phenomenology.

Besides, an important additional topic which could be explored with the methods

of this paper is the singlet spectrum which is interesting for the study of deformations, in

particular on the geometry side and in combination with mirror symmetry for (0, 2) models

that are not deformations of the tangent bundle [24, 25, 44].
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A Proof that P(x, 0, t) = P (t−1, 1, x)

We want to compute

lim
q→0

[
q

bc
2
ℓ2 tbcℓ

N∏

i=1

ϑ1(q, t
1−ωi qℓ(1−ωi))

ϑ1(q, tωi qℓωi)

]
= lim

q→0

[
N∏

i=1

q
1−2ωi

2
ℓ2 t(1−2ωi)ℓ

ϑ1(q, t
1−ωi qℓ(1−ωi))

ϑ1(q, tωi qℓωi)

]
.

(A.1)

Let us consider a specific superfield Φi and its contribution to the above limit. There

are two possibilities. If ℓωi ∈ N, the exponent of q in ϑ1(q, t
1−ωi qℓ(1−ωi)) is minimum for

n = −ℓ(1 − ωi) and n = −ℓ(1 − ωi) + 1 with the same value. Similarly, the exponent of

q in ϑ1(q, t
ωi qℓωi) is minimum for n = −ℓωi and n = −ℓωi + 1 with the same value. The

contribution to P(x, 0, t−1) is a factor

(−1)ℓt−
1−2ωi

2
1 − t1−ωi

1 − tωi
, (A.2)

If instead ℓωi 6∈ N, let θ
(ℓ)
i = ℓωi−[ℓωi]. Let us assume 0 < θ

(ℓ)
i < 1/2 (a similar computation

can be done in the case 1/2 < θ
(ℓ)
i < 1). The exponent of q in ϑ1(q, t

1−ωi qℓ(1−ωi)) is

minimum for n = 1 − ℓ + ℓωi − θ
(ℓ)
i . Similarly, the exponent of q in ϑ1(q, t

ωi qℓωi) is

minimum for n = ℓωi − θ
(ℓ)
i . The contribution to P(x, 0, t−1) is a factor

(−1)ℓ−1t−
1−2ωi

2 tθ
(ℓ)
i −ωi . (A.3)

Taking the product over the superfields and writing

∏

ℓωi∈Z

(−1)ℓt−
1−2ωi

2

∏

ℓωi 6∈Z

(−1)ℓ−1t−
1−2ωi

2 = (−1)N−Ntw(ℓ)t−
bc
2 , (A.4)
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where Ntw(ℓ) is the number of twisted fields in the ℓ-twisted sector, we recognize the EPP

from [14] evaluated at t = 1.

B The quintic 34 ⊗ 3

In order to derive the spectrum (80, 0, 74) of the (0, 2) cousin of the quintic [16, 17, 19] we

decompose the “quintic Gepner model” 35 into C′ = 34 and an additional Fermat factor

φ5, i.e. minimal model at level k = 3, on which the Bonn-twist acts [13].

We encode the charge degeneracies of the GSO-twisted but unprojected N = 2 SCFT

C′, with alignment between C′ and the Fermat factor, in its extended Poincaré polyno-

mial [14]: For the untwisted sector we obtain the standard Poincaré polynomial (in the

(c, c) ring)

P (t, t̄) =
(1 − T 4)4

(1 − T )4
= (1 + T + T 2 + T 3)4 = 1 + 4T + 10T 2 + 20T 3 +

+31T 4 + 40T 5 + 44T 6 + 40T 7 + 31T 8 + 20T 9 + 10T 10 + 4T 11 + T 12 (B.1)

with T = (tt̄)1/5. In the twisted sectors only the ground states contribute since there are

no invariant fields. Hence the EPP continues with the terms

P (x, t5, t̄5) = P (t5, t̄5) + x t̄ 12 + x2 t4t̄ 8 + x3 t8t̄ 4 + x4 t12 + . . . (B.2)

and then “periodically” with x5P (t5, t̄5) + x6 t̄ 12 + . . .

For the (2, 2) version of the quintic we would multiply with an additional 1+T+T 2+T 3

and obtain the famous 101 = 10 + 20 + 31 + 40 from P (t, t̄), which is the Kähler modulus

from the x2-term. In order to determine the number of aligned generations, antigenerations

and vectors for the (0, 2) cousin we read off the relevant data from the tables 3, 5 and 7

to get NA
16

= 60 from the T 7 and T 9 terms, NA
16

= 0 and NA
10

= 74 from the T 8 and T 10

terms in B.1 and from the x2t4t
8

term in B.2.
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The complementary Poincaré polynomial P(x, q, t) reads (up to O(q8/5) terms)

P(x, q, t5) =
1

t6
+

4

t5
+

10

t4
+

20

t3
+

31

t2
+

40

t
+ 44 + 40t+ 31t2 + 20t3 + 10t4 + 4t5 + t6

+ x

[
t6 + q1/5

(
−4t2 + 4t7

)
+ q2/5

(
6

t2
− 16t3 + 10t8

)
+ q3/5

(
− 4

t6
+

24

t
−

−40t4 + 20t9
)

+ q4/5

(
60 +

1

t10
− 16

t5
− 76t5 + 31t10

)
+ · · ·+

+q8/5

(
4

t11
− 57

t6
+

168

t
− 150t4 + 4t9 + 31t14

)]

+ x2

[
t2 + q2/5

(
− 4

t2
+ 4t3

)
+ q3/5

(
4t− 4t6

)
+ q4/5

(
6

t6
− 16

t
+ 10t4

)
+

+ · · · + q8/5

(
1

t14
− 16

t9
+

20

t4
+ 28t− 57t6 + 24t11

)]

+ x3

[
1

t2
+ q2/5

(
4

t3
− 4t2

)
+ q3/5

(
− 4

t6
+

4

t

)
+ q4/5

(
10

t4
− 16t+ 6t6

)
+

· · · + q8/5

(
24

t11
− 57

t6
+

28

t
+ 20t4 − 16t9 + t14

)]

+ x4

[
1

t6
+ q1/5

(
4

t7
− 4

t2

)
+ q2/5

(
10

t8
− 16

t3
+ 6t2

)
+ q3/5

(
20

t9
− 40

t4
+

+24t− 4t6
)

+ q4/5

(
60 +

31

t10
− 76

t5
− 16t5 + t10

)
+ · · ·+

+q8/5

(
31

t14
+

4

t9
− 150

t4
+ 168t− 57t6 + 4t11

)]
+ · · · , (B.3)

with the next terms being “periodic” in x. The number of non-aligned generations, anti-

generations and vectors as read off from B.3 using the information of the tables 4, 6 and 8.

We get NNA
16

= 20 from the q0t3 term and NNA
10

= 32 from the coefficients of xq8/5t14 and

x4q4/5t10.
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