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1 Introduction

Anisotropic scaling plays a fundamental role in quantum phase transitions in condensed

matter and ultracold atomic gases [1, 2]. Recently, such studies have received consider-

able momenta from the community of string theory in the content of gauge/gravity dual-

ity [3–5]. This is a duality between a quantum field theory (QFT) in D-dimensions and

a quantum gravity, such as string theory, in (D+1)-dimensions. An initial example was
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found between the supersymmetric Yang-Mills gauge theory with maximal supersymmetry

in four-dimensions and a string theory on a five-dimensional anti-de Sitter space-time in

the low energy limit [6–8]. Soon, it was discovered that such a duality is not restricted

to the above systems, and can be valid among various theories and in different spacetime

backgrounds [3–5].

One of the remarkable features of the duality is that it relates a strong coupling QFT

to a weak coupling gravitational theory, or vice versa. This is particular attractive to

condensed matter physicists, as it may provide hopes to understand strong coupling systems

encountered in quantum phase transitions, by simply studying the dual weakly coupling

gravitational theory [9–12]. Otherwise, it has been found extremely difficult to study those

systems. Such studies were initiated in [13], in which it was shown that nonrelativistic

QFTs that describe multicritical points in certain magnetic materials and liquid crystals

may be dual to certain nonrelativistic gravitational theories in the Lifshitz space-time

background,1

ds2 = −
(
r

`

)2z

dt2 +

(
r

`

)2

dxidxi +

(
`

r

)2

dr2, (1.1)

where z is a dynamical critical exponent, and ` a dimensional constant. Clearly, the above

metric is invariant under the anisotropic scaling,

t→ bzt, x→ bx, (1.2)

provided that r scales as r → b−1r. Thus, for z 6= 1 the relativistic scaling is broken,

and to have the above Lifshitz space-time as a solution of general relativity (GR), it is

necessary to introduce gauge fields to create a preferred direction, so that the anisotropic

scaling (1.2) becomes possible. In [13], this was realized by two p-form gauge fields with

p = 1, 2, and was soon generalized to different cases [17–20].

It should be noted that the Lifshitz space-time is singular at r = 0 [13], and this

singularity is generic in the sense that it cannot be eliminated by simply embedding it

to high-dimensional spacetimes, and that test particles/strings become infinitely excited

when passing through the singularity [21, 22]. To resolve this issue, various scenarios

have been proposed [23–27]. There have been also attempts to cover the singularity by

horizons [28–49], and replace it by Lifshitz solitons [50–52].

On the other hand, starting with the anisotropic scaling (1.2), recently Hořava con-

structed a theory of quantum gravity, the so-called Hořava-Lifshitz (HL) theory [53], which

is power-counting renormalizable, and lately has attracted a great deal of attention, due

to its remarkable features when applied to cosmology and astrophysics [54–57]. The HL

theory is based on the perspective that Lorentz symmetry should appear as an emergent

symmetry at long distances, but can be fundamentally absent at short ones [58, 59]. In the

ultraviolet (UV), the system exhibits a strong anisotropic scaling between space and time

with z ≥ D, while at the infrared (IR), high-order curvature corrections become negligible,

1Another space-time that is conjectured to be holographically dual to such strongly coupled systems is the

Schrödingier space-time [14–16], in which the related symmetry algebra is Schrödingier, instead of Lifshitz.

However, to realize such an algebra, it was found that the space-time needs to be (D + 2)-dimensions,

instead of (D + 1)-dimensions.
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and the lowest order terms R and Λ take over, whereby the Lorentz invariance (with z = 1)

is expected to be “accidentally restored,” where R denotes the D-dimensional Ricci scalar

of the leaves t = Constant, and Λ the cosmological constant.

Since the anisotropic scaling (1.2) is built in by construction in the HL gravity, it

is natural to expect that the HL gravity provides a minimal holographic dual for non-

relativistic Lifshitz-type field theories with the anisotropic scaling and dynamical exponent

z. Indeed, recently it was showed that the Lifshitz spacetime (1.1) is a vacuum solution of

the HL gravity in (2+1) dimensions, and that the full structure of the z = 2 anisotropic

Weyl anomaly can be reproduced in dual field theories [60], while its minimal relativistic

gravity counterpart yields only one of two independent central charges in the anomaly.

In this paper, we shall provide further evidence to support the above speculations, by

constructing various solutions of the HL gravity, and show that these solutions provide all

the space-time structures found recently in GR with various matter fields, including the

Lifshitz solitons [50–52] and generalized BTZ black holes. Some solutions represent incom-

plete space-time, and extensions beyond certain horizons are needed. After the extension,

they may represent Lifshitz black holes [28–49]. The distinguishable features of these solu-

tions are that: (i) they are exact vacuum solutions of the HL gravity without any matter;

and (ii) the corresponding metrics are given explicitly and in closed forms, in contrast to

the relativistic cases in which most of the solutions were constructed numerically [28–52].

We expect that this will facilitate considerably the studies of the holographic dual between

the non-relativistic Lifshitz QFTs and theories of quantum gravity.

It should be noted that the definition of black holes in the HL gravity is subtle [61–71],

because of the inclusions of high-order derivative operators, for which the dispersion rela-

tionship is in general becomes nonlinear,

E2 = c2
pp

2

(
1 + α1

(
p

M∗

)2

+ α2

(
p

M∗

)4)
, (1.3)

where E and p denote, respectively, the energy and momentum of the particle, and cp and

αi are coefficients, depending on the particular specie of the particle, while M∗ denotes

the suppression energy scale of the higher-dimensional operators. Then, both of the phase

and group velocities of the particle become unbounded as its momentum increases. As

a result, black holes may not exist at all in the HL theory [62–71]. However, in the IR

the high-order terms of p are negligible, and the first term in eq. (1.3) becomes dominant,

so one may still define black holes, following what was done in GR [72–80]. Therefore,

in this paper we shall consider the HL gravity in the IR limit. Nevertheless, cautions

must be taken even in this limit: because of the Lorentz violation of the theory, spin-0

gravitons generically appear [54–57], whose velocity in general is different from that of

light. To avoid the Cherenkov effects, it is necessary to require it to be no smaller than the

speed of light [81, 82]. As a result, even they are initially trapped inside the horizons, the

spin-0 gravitons can escape from them and make the definition of black holes given in GR

invalid.2 Fortunately, it was shown recently that universal horizons might exist inside the

event horizons of GR, where the preferred time foliation simply ceases to penetrate them

2One might argue that black holes then can be defined in terms of the light cone of these spin-0 gravi-
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within any finite time [85]. Universal horizons have already attracted lot of attention, and

various interesting results have been obtained [86–90]. For more detail regarding to black

holes in the HL gravity, we refer readers to [61–71, 85–90], and references therein.

To simplify the technique issues and be comparable to the studies carried out in [60],

in this paper we shall restrict ourselves only to (2+1) dimensional spacetimes,3 although

we find that exact vacuum solutions of the HL gravity in any dimensional spacetimes

exist, and have similar space-time structures [91]. Specifically, the paper is organized as

follows: in section 2, we give a brief introduction to the non-projectable HL theory in (2+1)

dimensions. In section 3, we first present all the static diagonal vacuum solutions of the HL

theory, and then study their local and global structures. We find that the Lifshitz space-

time (1.1) is only one of the whole class of solutions, and the rest of them can represent

either Lifshitz solitons, in which space-time is not singular, or generalized BTZ black holes.

Some solutions represent incomplete space-time, and extensions beyond certain horizons

are needed. After the extension, they may represent Lifshitz black holes [28–49]. In section

4, we construct several classes of static non-diagonal (gtr 6= 0) vacuum solutions of the

HL theory, and find that there exist similar space-time structures as found in the diagonal

case. In section 5, we present our main conclusions.

2 Non-projectable HL gravity

Because of the anisotropic scaling, the symmetry of general covariance is necessarily broken.

Hořava assumed that it is broken only down to the foliation-preserving diffeomorphism,

δt = −f(t), δxi = −ζi(t,x), (2.1)

often denoted by Diff(M, F). Then, the lapse function N , shift vector N i, and 3-spatial

metric gij in the Arnowitt-Deser-Misner (ADM) decompositions [92, 93] transform as

δN = ζk∇kN + Ṅf +Nḟ,

δNi = Nk∇iζk + ζk∇kNi + gikζ̇
k + Ṅif +Niḟ ,

δgij = ∇iζj +∇jζi + fġij , (2.2)

where ḟ ≡ df/dt, ∇i denotes the covariant derivative with respect to gij , Ni = gikN
k, and

δgij ≡ g̃ij
(
t, xk

)
− gij

(
t, xk

)
, etc.

In the HL gravity, the development usually follows two different lines [54–57], one is

with the projectability condition, in which the lapse function is a function of t only, and

the other is without the projectability condition, in which the lapse function is a function

of both time and space coordinates, that is,

N = N(t, x). (2.3)

In this paper, we shall assume this non-projectable condition.

tons. However, due to the Lorentz violation, other excitations with different speeds might exist, unless a

mechanism is invented to prevent this from happening, for example, by assuming that the matter sector

satisfies the Lorentz symmetry up to the Planck scale [83, 84].
3In (2+1)-dimensions, observational constraints from the Cherenkov effects are out of question, so in

principle the speed of the spin-0 gravitons can be smaller than that of light.
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In (2+1)-dimensional spacetimes, the Riemann and Ricci tensors Rijkl and Rij of the

2-dimensional spatial surfaces t = constant are uniquely determined by the 2-dimensional

Ricci scalar R via the relations [94],

Rijkl =
1

2
(gikgjl − gilgjk)R,

Rij =
1

2
gijR, (i, j = 1, 2). (2.4)

Then, the general action of the HL theory without the projectability condition in (2+1)-

dimensional spacetimes can be cast in the form,

S = ζ2

∫
dtd2xN

√
g
(
LK − LV + ζ−2LM

)
, (2.5)

where g = det(gij), ζ
2 = 1/(16πG), and

LK = KijK
ij − λK2,

Kij =
1

2N
(−ġij +∇iNj +∇jNi) , (2.6)

where λ is a dimensionless coupling constant. LM is the Lagrangian of matter fields.

The potential LV can be easily obtained from [95–97], by noting the special rela-

tions (2.4) in (2+1)-dimensions and the fact that to keep the theory power-counting renor-

malizable only up to the fourth-order derivative terms are needed. Then, it can be cast in

the form [95–97],

LV = γ0ζ
2 + βaia

i + γ1R+
γ2

ζ2
R2 (2.7)

+
1

ζ2

[
β1

(
aia

i
)2

+ β2

(
ai i
)2

+ β3

(
aia

i
)
aj j + β4a

ijaij + β5

(
aia

i
)
R+ β6Ra

i
i

]
,

where β(≡ −β0), βn and γn are all dimensionless and arbitrary coupling constants, and

ai ≡
N,i

N
, aij ≡ ∇iaj . (2.8)

2.1 Field equations

Variation of the action (2.5) with respect to the lapse function N yields the Hamiltonian

constraint

LK + LRV + FV = 8πGJ t, (2.9)

where

J t = 2
δ(NLM )

δN
, (2.10)

LRV = γ0ζ
2 + γ1R+

γ2

ζ2
R2, (2.11)

and FV is given by eq. (A.1) in appendix A.
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Variation with respect to the shift vector Ni yields the momentum constraint

∇jπij = 8πGJ i, (2.12)

where

πij ≡ −Kij + λKgij , J i ≡ −δ (NLM )

δNi
. (2.13)

The dynamical equations are obtained by varying S with respect to gij , and are given by

1
√
gN

∂

∂t

(√
gπij

)
+ 2(KikKj

k − λKK
ij)

−1

2
gijLK +

1

N
∇k(πikN j + πkjN i − πijNk)− F ij − F ija = 8πGτ ij , (2.14)

where

F ij ≡ 1
√
gN

δ(−√gNLRV )

δgij
=

s=2∑
s=0

γ̂sζ
ns(Fs)

ij ,

F ija ≡
1
√
gN

δ(−√gNLaV )

δgij
=

s=6∑
s=0

β̂sζ
ms(F as )ij ,

τ ij ≡ 2
√
gN

δ(
√
gNLM )

δgij
, (2.15)

with

γ̂s = (γ0, γ1, γ2) ,

ns = (2, 0,−2),

β̂s = (β, βn) (n = 1, 2, . . . , 6),

ms = (0,−2,−2,−2,−2,−2,−2). (2.16)

The functions (Fs)
ij and (F as )ij are given by eq. (A.2) in appendix A.

In addition, the matter components (J t, J i, τ ij) satisfy the conservation laws of energy

and momentum, ∫
d3x
√
gN

[
ġijτ

ij − 1
√
g
∂t(
√
gJ t) +

2Ni√
gN

∂t(
√
gJ i)

]
= 0, (2.17)

1

N
∇i(Nτik)−

1
√
gN

∂t(
√
gJk)−

J t

2N
∇kN −

Nk

N
∇iJ i −

J i

N
(∇iNk −∇kNi) = 0. (2.18)

2.2 Ghost-free and stability conditions

When Λ = 0, the flat space-time,

(N,Ni, gij) = (1, 0, δij), (2.19)

is a solution of the above HL theory in the IR. It can be shown that in this model spin-0

gravitons appear due to the reduced symmetry (2.1) [60], in contrast to GR. The speed of

these particles is given by,

c2
s = − γ

2
1(1− λ)

β(1− 2λ)
. (2.20)
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The ghost-free and stability of the flat background require [60],

1− λ
1− 2λ

> 0, (2.21)

− 1− λ
β(1− 2λ)

≥ 0, (2.22)

which yield

β < 0, (2.23)

(i) λ ≥ 1, or (ii) λ ≤ 1

2
. (2.24)

3 Static vacuum solutions in the IR limit

The general static spacetimes without the projectability condition are described by,

N = rzf(r), N i = (N r(r), 0),

gijdx
idxj =

g2(r)

r2
dr2 + r2dx2, (3.1)

in the coordinates (t, r, x). Then, we find that

Kij =
g

rz+1f

((
H

r

)′
δi
rδi

r +
r2

g2
Hδi

xδxi

)
,

Rij =
rg′ − g
r2g

δri δ
r
j +

r2 (rg′ − g)

g3
δxi δ

x
j ,

ai =
(zf + rf ′)

rf
δri , H ≡ gN r, (3.2)

where a prime denotes the ordinary derivative with respect to r.

In the IR, all the high-order derivative operators proportional to the coupling constants

γ2,3,4 and β1,...,4 are suppressed by 1/Mn−2
∗ , so are negligible for E �M∗, where n denotes

the order of the operator, and M∗[=
√

1/(8πG)] is the Planck mass of the HL theory

(which can be different from that of GR). Therefore, in the IR these high-order terms can

be safely set to zero. Then, for the vacuum solutions where

τ ij = J t = J i = 0,

the Hamiltonian and momentum constraints (2.9) and (2.12) reduce, respectively, to

1

2r2zf2

[
(1− λ)(H ′)2 − 2H

(
H

r

)′]
+ Λg2

−β
[
g

(
rW

g

)′
+
W 2

2

]
+ γ1

(
r
g′

g
− 1

)
= 0, (3.3)(

1

rz−1fg

)′
H + (λ− 1)r2

(
H ′

rzfg

)′
= 0, (3.4)
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where

W ≡ z +
rf ′

f
, Λ ≡ γ0ζ

2

2
. (3.5)

The (rr) and (xx) components of the dynamical equations (2.14) are

(1− λ)g

[
(H ′)2

2rzgf
−H

(
H ′

rzgf

)′]
−
H
(
rz−2gfH

)′
r2z−1gf2

+rzf

[
Λg2 − γ1W −

β

2
W 2

]
= 0, (3.6)

(1− λ)g

[
(H ′)2

2rzgf
+H

(
H ′

rzgf

)′]
− gr

[
H

rzgf

(
H

r

)′]′
+rzf

{
Λg2 − γ1

[
W 2 − rg

(
W

g

)′ ]
+
β

2
W 2

}
= 0.

(3.7)

It can be shown that eq. (3.7) is not independent, and can be obtained from eqs. (3.3)–(3.6).

Thus, we need only consider eqs. (3.3), (3.4) and (3.6) for the three unknowns, f(r), g(r)

and N r(r).

In the rest of this section, we consider only the diagonal case where N r = 0, and leave

the studies of the non-diagonal case N r 6= 0 to the next section.

When N r = 0 (or H = 0), it is clear that eq. (3.4) is trivially satisfied, while eqs. (3.3)

and (3.6) reduce to

Λg2 − β
[
g

(
rW

g

)′
+
W 2

2

]
− γ1g

(
r

g

)′
= 0, (3.8)

Λg2 − γ1W −
β

2
W 2 = 0. (3.9)

From eq. (3.9), we obtain

W± =
s± sr∗(r)

1− s
, (3.10)

where

s ≡ γ1

γ1 − β
, r∗(r) ≡

√
1 +

2βΛ

γ2
1

g(r)2. (3.11)

Inserting the above into eq. (3.8), we obtain a master equation for r∗(r),

(s− 1)rr′∗ + (r2
∗ − 1)(r∗ ± s) = 0. (3.12)

To solve this equation, let us consider the cases with different s, separately.

3.1 Lifshitz spacetime

A particular solution of eq. (3.12) is r∗ = ∓s. Then, from eqs. (3.5) and (3.10), we find that

f = f0, z = s =
γ1

γ1 − β
, (3.13)

– 8 –
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while eq. (3.11) yields,

g = g0, Λ =
γ2

1(2γ1 − β)

2g2
0(γ1 − β)2

, (3.14)

where f0 and g0 are two constants. Thus, the corresponding line element takes the form,

ds2 = L2

{
−
(
r

`

)2z

dt2 +

(
`

r

)2

dr2 +

(
r

`

)2

dx2

}
, (3.15)

where f0 ≡ L/`z and g0 ≡ L`. Rescaling the coordinates t, r, x, without loss of the

generality, one can always set L = ` = 1. The above solution is exactly the one obtained

in [60] for the case D = 1. The metric is invariant under the anisotropic scalings,

t→ b−zt, r → br, x→ b−1x. (3.16)

In addition, from eq. (3.2) we find that the corresponding curvature R is given by

R = −4Λ (γ1 − β)2

γ2
1(2γ1 − β)

, (3.17)

which is a constant. However, it can be shown that the space-time at r = 0 is singular,

and the nature of it is null [21, 22].

3.2 Asymptotical Lifshitz spacetimes

In order for a static solution to be asymptotically to the Lifshitz solution (3.15), the

functions f and g must be

lim
r→∞

f(r) = lim
r→∞

g−1(r) = 1. (3.18)

It is remarkable to note that eqs. (3.10) and (3.12) indeed allow such solutions,

W

r
' f ′

f
' 0,

r∗(r) ' r0
∗, (3.19)

for r � 1, where r0
∗ is a constant, and the asymptotical conditions (3.18) require

r0
∗ =

√
1 +

2βΛ

γ2
1

. (3.20)

To solve eq. (3.12), let us first write it in the form,

dr

r
=

(
1± s
r∗ + 1

+
1∓ s
r∗ − 1

− 2

r∗ ± s

)
dr∗

2(1 + s)
, (3.21)

which has the general solutions,

r± (r∗) = rH |r∗ + 1|
1±s

2(1+s) |r∗ − 1|
1∓s

2(1+s) |r∗ ± s|−
1

s+1 , (3.22)

– 9 –
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where rH is an integration constant, and r+ (r−) corresponds to the choice W = W+

(W = W−). It is interesting to note that we can obtain r+ (r∗) from r− (r∗) by replacing

r∗ by −r∗, i.e., r+ (r∗) = r− (−r∗). The same are true for W±, and the functions f(r∗) and

g(r∗) to be derived below. Therefore, in the following we shall take the region r∗ < 0 as a

natural extension of the one defined by eq. (3.11), and, without loss of the generality, in

the following we shall consider only the solution r+ (r∗). Then, from eq. (3.11) we find that

g2(r) =
γ2

1

2βΛ

(
r2
∗ − 1

)
, (3.23)

while from eqs. (3.5) and (3.10), we find that

df(r)

f(r)
=
s− z(1− s) + sr∗

(1− s)
dr

r
. (3.24)

Inserting eq. (3.21) with the upper signs into the above expression and then integrating it,

we find

f(r) = f0 |r∗ + 1|−
z
2 |r∗ − 1|

2s−z(1−s)
2(1+s) |r∗ + s|

z−s
1+s , (3.25)

where f0 is an integration constant. In summary, we obtain the following general solutions,

r2zf2(r) = N2
0

∣∣∣∣r∗ − 1

r∗ + s

∣∣∣∣ 2s
1+s

,

g2(r) =
γ2

1

2βΛ

(
r2
∗ − 1

)
, (3.26)

where N0 ≡ f0r
z
H . Then, in terms of r∗ the line element becomes

ds2 = −N2
0

∣∣∣∣r∗ − 1

r∗ + s

∣∣∣∣ 2s
1+s

dt2 +
γ2

1(1− s)2dr2
∗

2βΛ (r2
∗ − 1) (r∗ + s)2

+r2
H

∣∣∣∣r∗ − 1

r∗ + s

∣∣∣∣ 1−s
1+s
∣∣∣∣r∗ + 1

r∗ + s

∣∣∣∣ d2x. (3.27)

As noted previously, the functions g(r∗), f(r∗), and the metric given in the present case

are well-defined for r∗ < 0. So, in the following we simply generalize the above solutions

to r∗ ∈ (−∞,+∞). Then, from eq. (3.2) we find that

R =
4βΛ (r∗ + s− 1)

γ2
1(1− s) (r∗ − 1)

. (3.28)

Thus, the space-time is always singular at r∗ = +1, unless s = 1 that will be considered in

the next subsection. Actually, near r∗ ' 1, we have

r ' L0|r∗ − 1|
1−s

2(1+s) , (3.29)

where L0 ≡
√

2rH |1 + s|−1/(1+s), and the metric (3.27) becomes

ds2 '
(
r

L0

) 4s
1−s
[
−L̃2

0dt
2 +

(
ε+γ2

1

βΛL2
0

)
dr2

]
+ r2dx2, (r∗ ' 1), (3.30)
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where L̃0 = |1+s|−s/(1+s)N0 and ε+ ≡ sign(r∗−1). Recall that the stability and ghost-free

conditions require β < 0, as given by eq. (2.23). Then, for the metric to have a proper

signature in the neighborhood r∗ = 1, we must assume that

ε+Λ < 0. (3.31)

Note that the metric is also singular at r∗ = −1. However, this singularity is not a

scalar one, as shown above. In fact, when r∗ ' −1, we have

r ' r̃0|r∗ + 1|1/2, (3.32)

where r̃0 ≡ 2(1−s)/[2(1+s)]rH |1 − s|−1/(1+s). Then, the metric (3.27) takes the asymptoti-

cal form,

ds2 ' −Ñ2
0dt

2 +

(
ε−γ2

1

−βΛr̃2
0

)
dr2 + r2d2x, (r∗ ' −1), (3.33)

which is locally flat, where Ñ0 ≡ N0 |2/(1− s)|s/(1+s) and ε− ≡ sign(r∗ + 1). Since β < 0,

the cosmological constant Λ needs to be chosen so that

ε−Λ > 0, (3.34)

in order for the metric to have a proper signature in the neighborhood of r∗ = −1. To

study further the solutions in the neighborhood of r∗ = −1, let us calculate the tidal forces.

Following [21, 22], we can show that the radial timelike geodesics are given by

dr∗
dτ

= ±ξE|r∗ + 1|
1
2 |r∗ − 1|

1−s
2(1+s) |r∗ + s|

1+2s
1+s

√
1− N2

0

E2

∣∣∣∣r∗ − 1

r∗ + s

∣∣∣∣ 2s
1+s

, (3.35)

where E is an integration constant, and τ is the proper time. The constant ξ is defined by

ξ ≡

√
2βΛε+ε−

γ2
1(1− s)2N2

0

. (3.36)

The “+′′ and “−′′ denote, respectively, the outgoing and ingoing radial geodesics. In what

follows we would like to calculate the tidal forces felt by the freely falling explorer at

r∗ = −1. We therefore choose the following orthonormal frame

eµ(0) =

(
E

N2
0

∣∣∣∣r∗ + s

r∗ − 1

∣∣∣∣ 2s
1+s

,−
∣∣∣∣dr∗dτ

∣∣∣∣ , 0),
eµ(1) =

(
E

N2
0

∣∣∣∣r∗ + s

r∗ − 1

∣∣∣∣ 2s
1+s

√
1− N2

0

E2

∣∣∣∣r∗ − 1

r∗ + s

∣∣∣∣ 2s
1+s

,−ξE|r∗ + 1|
1
2 |r∗ − 1|

1−s
2(1+s) |r∗ + s|

1+2s
1+s , 0

)
,

eµ(2) =

∣∣∣∣r∗ + s

r∗ − 1

∣∣∣∣ 1−s
2(1+s)

∣∣∣∣r∗ + s

r∗ + 1

∣∣∣∣ 1
2)
(

0, 0,
1

rH

)
, (3.37)

which are obviously orthonormal

gµνe
µ
(a)e

ν
(b) = ηab, (3.38)
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with ηab being the Minkowski metric. The tidal forces are measured by the components of

the Riemann curvature tensor with respect to the above orthonormal frame, i.e.,

Rabcd = Rµνρσe
µ
(a)e

ν
(b)e

ρ
(c)e

σ
(d). (3.39)

One can show that in the limit r∗ → −1, the nonzero components of Rabcd are given by

R0101 '
ε−

2
ξ2N2

0 s(1− s),

R0202 '
ε−

2
ξ2N2

0 (s− 1)(s− 2)− 4ξ2E2

∣∣∣∣s− 1

2

∣∣∣∣ 2+4s
1+s

,

R1212 '
ε−

2
ξ2N2

0 s(s− 1)− 4ξ2E2

∣∣∣∣s− 1

2

∣∣∣∣ 2+4s
1+s

,

R0212 ' −ε−ξ2E22
−2s
1+s |s− 1|

2+3s
1+s

√
E2|s− 1|

2s
1+s − 2

2s
1+sN2

0 . (3.40)

Clearly, they are all finite and there is no singularity at r∗ = −1 (or r = 0), even the null

curvature ones, as found in the Lifshitz space-time at the origin r = 0 [21, 22].

On the other hand, as r∗ → −s, we have

r → r̂0|r∗ + s|−
1

1+s , (3.41)

where r̂0 ≡ rH |s − 1|1/2|s + 1|(1−s)/[2(s+1)]. Then, the metric (3.27) takes the asymptoti-

cal form,

ds2 ' −r2sdt̂2 +
dr2

r2
+ r2d2x, (r∗ → −s), (3.42)

which is precisely the Lifshitz space-time (3.15) with z = s, where t̂ = N0r
−s
H |(1 + s)/(1−

s)|−s/2t. Note that in writing the above metric we had used a generalized condition (3.20)

for r0
∗ = −s, so that

γ2
1(s2 − 1) = 2βΛ. (3.43)

The behavior r vs r∗ depends on the values of s. Therefore, in the following let us

consider the cases with different values of s, separately.

3.2.1 s > 1

In this case, we have

r(r∗) =



rH , r∗ → −∞,
∞, r∗ = −s,
0, r∗ = −1,

∞, r∗ = +1,

rH , r∗ → +∞.

(3.44)

figure 1 shows the function r(r∗) vs r∗, from which we can see that the region r ∈ [0,∞)

is mapped into the region r∗ ∈ [−1,+1) or r∗ ∈ (−s,−1]. The region r∗ ∈ (−∞,−s) or

r∗ ∈ (+1,+∞) is mapped into the one r ∈ (rH ,+∞).
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Figure 1. The function r ≡ r+(r∗) defined by eq. (3.22) vs r∗ for s > 1. The space-time is singular

at r∗ = 1, locally flat at r∗ = −1 and asymptotically approaching the Lifshitz space-time (3.15)

with z = s as r∗ → −s.

Considering the fact that the space-time is singular at r∗ = 1, a physically well-defined

region is r∗ ∈ (−s,−1], which corresponds to the region r ∈ [0, +∞). At r = 0 (or

r∗ = −1), the space-time is locally flat, and as r → ∞ (or r∗ → −s), it is asymptotically

approaching to the Lifshitz space-time (3.15) with z = s. Therefore, in this region the

solution represents a Lifshitz soliton [50–52]. Since s > 1, then in the region r∗ ∈ (−s,−1],

we have ε− = sign(r∗ + 1)|r∗'−1 = −1. Thus, the conditions (3.34) and (3.43) require

Λ < 0, (s > 1). (3.45)

To study the solutions further, let us rewrite eq. (3.22) (with r = r+) in the form(
r

rH

)2

=
(s− 1)ε−

s+ 1

(
ε+R

2
1−s +

2εs

s− 1
R

)
, (3.46)

where εs ≡ sign(r∗ + s) and

R ≡
∣∣∣∣r∗ − 1

r∗ + s

∣∣∣∣ 1−s
1+s

. (3.47)

It should be noted that the above two equations are valid not only for s > 1, but also for

other values of s.

In general it is difficult to obtain an explicit expression of R for any given s in terms

of r. Therefore, in the following let us consider the representative case s = 3, for which

eqs. (3.46) and (3.47) reduce to,(
r

rH

)2

=
ε−

2R

(
ε+ + εsR2

)
,

R =

∣∣∣∣r∗ + 3

r∗ − 1

∣∣∣∣1/2 . (3.48)

As shown in figure 1, the whole axis r∗ ∈ (−∞,∞) is divided into four different segments,

and in each of them the space-time has different properties. Therefore, in the following we

consider the space-time in each of the four segments, separately.
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(a) In the region r∗ ∈ (−∞,−3], we have ε+ = ε− = εs = −1. Then, from eq. (3.48)

we obtain

R =

(
r

rH

)2
(

1±
√

1−
(rH
r

)4
)
,

r∗ =
R2 + 3

R2 − 1
. (3.49)

Since R ∈ [0, 1), as it can be seen from eq. (3.48), we find that only the root R−
satisfies this condition. On the other hand, from eq. (3.26) we find,

r2zf2 =
N2

0

R3
−
, g2 =

(
4γ2

1

βΛ

)
1 + R2

−(
R2
− − 1

)2 , (3.50)

where

R− =

(
rH
r

)2
1 +

√
1−

(
rH
r

)4 =

{
1, r = rH ,

0, r =∞
(3.51)

Thus, we obtain the following asymptotic behavior

f2 → 8f2
0 , g2 → 6γ1

Λ
,

which is just what is expected. In terms of r, the metric can be written in the form,

ds2 = −r
6

8

(
1 +

√
1−

(rH
r

)4
)3

dt2 +
1 +

√
1−

(
rH
r

)4
2
(
1−

(
rH
r

)4 ) dr2

r2
+ r2dx2. (3.52)

Note that in writing the above metric, we had used the asymptotic condition (3.13)

and (3.14), and meanwhile rescaled t by t→ 2
√

2f0t. From the above expressions it

can be seen clearly that the solution is valid only in the region r ≥ rH , and r = rH
represents a horizon. To have a complete space-time, extension beyond this surface

is needed.

(b) In the region r∗ ∈ (−3,−1], we have ε+ = ε− = −εs = −1. Then, we find that

R =

(
r

rH

)2
(√

1 +
(rH
r

)4
− 1

)
,

r∗ =
R2 − 3

R2 + 1
, (3.53)

are solutions to eq. (3.46). This immdeiately leads to the line element,

ds2 = −r
6

8

(
1 +

√
1 +

(rH
r

)4
)3

dt2 +
1 +

√
1 +

(
rH
r

)4
2
(
1 +

(
rH
r

)4 ) dr2

r2
+ r2dx2. (3.54)

Note that to derive eq. (3.54), t has been rescaled and the relation (3.43) has been

used. As mentioned above, this solution is locally flat at the origin r = 0, and

asymptotically to the Lifshitz spacetime as r → ∞ with z = 3. The space-time in

this region is complete and free of any kind of space-time curvature singularities. So,

it represents a Lifshitz soliton [50–52].
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On the other hand, in both of the ranges r∗ ∈ [−1, 1] and r ∈ [1,∞), the space-time

is singular at the spatial infinity r =∞ (or r∗ = 1). Then, the physical interpretations of

the solutions in these ranges are not clear (if there is any).

It is not difficult to convince oneself that the same is true for other choices of s

with s ≥ 1.

3.2.2 0 < s < 1

In this case, we find that

r(r∗) =



rH , r∗ → −∞,
0, r∗ = −1,

∞, r∗ = −s,
0, r∗ = +1,

rH , r∗ → +∞.

(3.55)

figure 2 shows the function r(r∗) vs r∗, from which we can see that the region r ∈ [0,∞)

is mapped into the region r∗ ∈ [−1,−s) or r∗ ∈ (−s,+1]. The region r∗ ∈ (−∞,−1] or

r∗ ∈ [+1,+∞) is mapped into the one r ∈ [0, rH). At the origin r = 0, the metric takes

the form (3.33) for r∗ ' −1, and the form (3.30) for r∗ ' +1. At r∗ ' −1 the space-time

is locally flat, while at r∗ ' +1 it is singular. On the other hand, at the spatial infinity

(r →∞) (or r∗ → −s), it takes the Lifshitz form eq. (3.42) with z = s.

Note that, in the region r∗ ∈ [−1,−s), we have ε− = sign(r∗ + 1)|r∗'−1 = +1. Then,

the conditions (3.34) and (3.43) now require

Λ > 0, (0 < s < 1). (3.56)

On the other hand, if we choose to work in the region r∗ ∈ (−s,+1], we find that

ε+ = sign(r∗ − 1)|r∗'+1 = −1. Then, the conditions (3.31) and (3.43) require Λ > 0,

which is the same as that given by eq. (3.56). However, as pointed out above, the space-

time is locally flat at r∗ = −1, while has a curvature singularity at r∗ = +1. Moreover,

since the metric coefficients are well-defined in this region, the singularity is naked.

Therefore, in the present case the solution in the region r∗ ∈ [−1,−s) (or r ∈ [0,∞))

represents the Lifshitz soliton [50–52], while in the region r∗ ∈ (−s, 1], which also corre-

sponds to r ∈ [0,∞), the solution represents the Lifshitz space-time but with a curvature

singularity located at r = 0 (or r∗ = 1).

The spacetimes in the regions r∗ ∈ (−∞,−1] and r∗ ∈ [1,+∞) are incomplete, and

extensions beyond r∗ = ±∞ (or r = rH) are needed. As a representative example, let us

consider the case s = 1/3. Then, from eqs. (3.46) and (3.47) we find that,(
r

rH

)2

= −ε
−

2
R
(
ε+R2 − 3εs

)
,

R ≡

∣∣∣∣∣ r∗ − 1

r∗ + 1
3

∣∣∣∣∣
1/2

. (3.57)

To study the solutions further, we consider it in each region marked in figure 2, separately.
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(a) In the region r∗ ∈ [−1,−1/3), we have ε+ = −ε− = εs = −1. Then, from eq. (3.46)

we find that

R(r) =

( r

rH

)2

+

√(
r

rH

)4

− 1

− 1
3

+

( r

rH

)2

+

√(
r

rH

)4

− 1

 1
3

. (3.58)

Note that the above expression is seemingly real only in the region r ≥ rH . However,

a more careful study reveals that it is real for all r ∈ (0,∞). To see this, let us

introduce θ, defined via the relations,

cosh θ =

(
r

rH

)2

, sinh θ =

√(
r

rH

)4

− 1. (3.59)

Then, in terms of θ, we find that

R(r) = 2 cosh
θ

3
. (3.60)

From eq. (3.59) we can see that θ is well-defined even for r < rH , for which it just

becomes imaginary, but R(r) is still well-defined and real. The only difference now

is to replace cosh(θ/3) by cos(θ̄/3), that is,

R(r) = 2 cos
θ̄

3
, (r < rH), (3.61)

with

cos θ̄ =

(
r

rH

)2

, sin θ̄ =

√
1−

(
r

rH

)4

, (r < rH), (3.62)

where θ̄ ∈ [0, π/2]. Therefore, for any r ∈ (0,∞), eq. (3.58) is well-defined, and

always real. It is smoothly crossing r = rH , at which R = 2 and θ̄ = 0. The origin

r = 0 corresponds to θ̄ = π/2, at which we have R(π/2) =
√

3. In terms of r, the

metric takes the form,

ds2 = −r2zf2(r)dt2 +
g2(r)

r2
dr2 + r2dx2, (3.63)

where the functions f and g are given by,

f2 = N2
0 r
−2zR,

g2 =
2R
(
r
rH

)2

1 + 2
(
r
rH

)2
R + R2

, (3.64)

with R ≥
√

3, as it can be seen from eqs. (3.60) and (3.61). At r = 0 we have

θ̄ = π/2 and R =
√

3. But, as shown above, this singularity is a coordinate one, and

the space-time now is free of any kind of curvature singularities. So, it represents a

Lifshitz soliton [50–52].
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(b) In the region r∗ ∈ (−1/3, 1], we have −ε+ = ε− = εs = 1. Then, from eq. (3.46)

we find

R(r) =

(
r

rH

) 2
3


[

1−
√

1 +
(rH
r

)4
] 1

3

+

[
1 +

√
1 +

(rH
r

)4
] 1

3

 , (3.65)

for which we have,

f2 = N2
0 r
−2zR,

g2 =

(
R2 + 2

) (
R2 − 1

)
(1 + R2)2

. (3.66)

Clearly, the functions f and g vanish at R = 0 and R = 1, respectively. To see the

natures of these singularities, let us first note that in this region we have(
r

rH

)2

=
1

2
R
(
R2 + 3

)
,

R ≡
√

1− r∗
r∗ + 1

3

, (−1/3 ≤ r∗ ≤ 1). (3.67)

Therefore, R = 0 corresponds to r = 0 (or r∗ = 1), at which the space-time is

singular, as shown above. On the other hand, R = 1 corresponds to r =
√

2 rH
(or r∗ = 1/3). This is a coordinate singularity, since in terms of r∗, the metric is

well-defined at this point, as can be seen from eq. (3.27), which now reduces to,

ds2 = −N2
0

√
1− r∗
r∗ + 1

3

dt2 +
2γ2

1dr
2
∗

9βΛ (r2
∗ − 1)

(
r∗ + 1

3

)2
+r2

H

√
1− r∗
r∗ + 1

3

(
r∗ + 1

r∗ + 1
3

)
d2x. (3.68)

Therefore, the space-time in this region represents a Lifshitz space-time, but now

with a time-like singularity located at the origin r = 0 (or r∗ = 1).

(c) In the region r∗ ∈ [1,+∞), we have ε+ = ε− = εs = 1. Then, from eq. (3.46) we find,

2

(
r

rH

)2

= −R(R2 − 3), (3.69)

which in general has three real roots for r < rH . In fact, introducing the angle θ̄ as

defined by eq. (3.62), the three roots can be written in the form,

Rk = 2 cos
(2k + 1)π + θ̄

3
, k = 0,±1. (3.70)

Since R ≥ 0 in the region r ≤ rH , it can be seen that only R0 and R−1 satisfy

this condition. However, with R = R−1, we find that R ∈ [1,
√

3], which leads to

r∗ ∈ (−∞,−1], as now we have

r∗ =
1

3

(
4

1−R2
− 1

)
. (3.71)
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On the other hand, for R = R0, we find that R ∈ [0, 1] and r∗ ∈ [1,+∞). Therefore,

R0 is the solution we are looking for. With this root, the metric takes the form of

eq. (3.63), but now the functions f and g are given by

f2 = N2
0 r
−2zR,

g2 =
2R
(
r
rH

)2
1 + 2

(
r
rH

)2
R + R2

. (3.72)

It must be noted that R0 becomes complex when r > rH . Therefore, simply taking

r > rH in the above expressions will result in complex metric coefficients, and cannot

be considered as a viable extension of the solution to the region r > rH .

On the other hand, the root R+1[= −2 cos(θ̄/3)] is real in both of the regions r ≥ rH
and r ≤ rH . In particular, for r > rH , it takes the form,

R+1 = −

( r

rH

)2

−

√(
r

rH

)4

− 1

− 1
3

−

( r

rH

)2

−

√(
r

rH

)4

− 1

 1
3

. (3.73)

However, for this root we have R ∈ [−2,−
√

3], which is not allowed by eq. (3.47).

(d) In the region r∗ ∈ (−∞,−1], we have ε+ = ε− = εs = −1. Then, R satisfies the

same equation (3.69), which for r < rH has the three real roots, given by eq. (3.70).

However, as shown above, only the one

R = 2 cos
π − θ̄

3
, (3.74)

corresponds to r∗ ∈ (−∞,−1). The functions f and g are the same as those given

by eq. (3.72).

3.2.3 −1 < s < 0

In this case, we find that

r(r∗) =



rH , r∗ → −∞,
0, r∗ = −1,

∞, r∗ = |s|,
0, r∗ = +1,

rH , r∗ → +∞.

(3.75)

figure 3 shows the function r(r∗) vs r∗. The space-time near the points r∗ = ±1 and r∗ = −s
have similar behavior, at which the metric is given, respectively, by eq. (3.30), (3.33)

and (3.42). As a result, the singularity at r∗ = 1 (r = 0) is a scalar one and naked, while at
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Figure 2. The function r ≡ r+(r∗) defined by eq. (3.22) vs r∗ for 0 < s < 1. The space-time is

singular at r∗ = 1, locally flat at r∗ = −1, and asymptotically to the Lifshitz space-time (3.15) with

z = s as r∗ → −s (r →∞).

|s|

rH

-1 0 1
r
*

r

Figure 3. The function r ≡ r+(r∗) defined by eq. (3.22) vs r∗ for −1 < s < 0. The space-time is

singular at r∗ = +1, locally flat at r∗ = −1, and asymptotically to the Lifshitz space-time (3.15)

with z = s as r∗ → |s| (r →∞).

r∗ = −1 (r = 0) it is locally flat. As r∗ → |s| (or r →∞) it is asymptotically Lifshitz space-

time with z = s, that is, −1 < z < 0. Since now we have ε− = sign(r∗ + 1)|r∗'|s| = +1.

Then, in the region r∗ ∈ [−1, |s|), the conditions (3.34) and (3.43) now require

Λ > 0, (−1 < s < 0). (3.76)

On the other hand, if we choose to work in the region r∗ ∈ (|s|,+1], we find that near

r = 1 we have ε+ = sign(r∗ − 1)|r∗'1 = −1. Then, the conditions (3.31) and (3.43) also

require eq. (3.76) to be held, although now the space-time has a curvature singularity at

r∗ = 1 (r = 0).

In review of the above solutions, it is remarkable to note that a positive cosmologi-

cal constant always produces an asymptotically Lifshitz space-time with the anisotropic

scaling exponent z less than one, while a negative cosmological constant always produces

an asymptotically Lifshitz space-time with the anisotropic scaling exponent z greater than
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one, that is,

z =

{
< 1, Λ > 0,

> 1, Λ < 0.
(3.77)

Similar to the previous cases, let us consider the case with s = −1/3 in detail. Then,

we find that (
r

rH

)2

= R |r∗ + 1|
∣∣∣∣r∗ − 1

3

∣∣∣∣1/2 ,
R =

(
r∗ − 1

r∗ − 1
3

)2

. (3.78)

Following what we did for the cases s = 3 and s = 1/3, one can solve it for R in the

following four regions.

(a) r∗ ∈ [−1, 1/3). In this region, we have the following solution

R
1
2 = −1

2
+

1

2

 r

rH
+

√
1 +

(
r

rH

)2
− 2

3

+
1

2

 r

rH
+

√
1 +

(
r

rH

)2
 2

3

. (3.79)

Then, the functions f and g are given by

f2 = N2
0 r
−2zR−

1
2 , g2 =

2R− 3R
1
2

2
(

1−R
1
2

)2 , (3.80)

where we had used the relation

R =

(
r∗ − 1

r∗ − 1
3

)2

=


9

4
, r∗ = −1,

∞, r∗ =
1

3
.

(3.81)

From the above expressions one can see that when R = 9/4 (corresponding to r = 0)

the function g is vanishing. At this point, we have r∗ = −1 which is not a curvature

singularity as what we had proved in the previous section. In fact, the space-time in

the present case is free of any kind of space-time curvature singularity, and represents

a Lifshitz soliton.

(b) r∗ ∈ (1/3, 1]. R in this region is given by

R
1
2 =


−1

2
+

1

2
A(r)−

2
3 +

1

2
A(r)

2
3 , r ≥ rH ,

−1

2
+ cos

2θ̃

3
, r < rH ,

(3.82)

where we have defined

A(r) =
r

rH
+

√(
r

rH

)2

− 1, (3.83)
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with θ̃ being given by

cos θ̃ =
r

rH
, sin θ̃ =

√
1−

(
r

rH

)2

. (3.84)

The functions f and g are given by

f2 = N2
0 r
−2zR−

1
2 , g2 =

2R + 5R
1
2

2
(
1 + R

1
2

)2 . (3.85)

Note that the metric coefficients are well-defined along the whole real axis r ∈ (0,∞),

except at the origin r = 0 (or r∗ = 1), which corresponds to R = 0. As shown above,

this represents a real space-time curvature singularity. Therefore, the solution in this

case represents a Lifshitz spacetime with a curvature singularity at r = 0.

(c) r∗ ∈ (1,+∞). In this region R is given by

R =
1

2
+ cos

2θ̃ + π

3
=

{
1, r = rH ,

0, r = 0,
(3.86)

where θ̃ is defined by eq. (3.84), so that R ∈ (0, 1). Then, the functions f and g are

given by

f2 = N2
0 r
−2zR−

1
2 , g2 =

2R− 3R
1
2

2
(
1−R

1
2

)2 . (3.87)

Clearly, the metric becomes singular at r = rH . But, this singularity is a coordinate

one and extension beyond this surface is needed. Simply assuming that eq. (3.84)

holds also for r > rH will lead to R to be a complex function of r, and so are the

functions f and g. Therefore, this will not represent a desirable extension.

(d) r∗ ∈ (−∞,−1]. Similar to the region r∗ ∈ (1,+∞), in the present case we have

R =
1

2
+ cos

2θ̃

3
=


3

2
, r = rH ,

1, r = 0.
(3.88)

Since θ̃ ∈ [0, π/2], we have R ≥ 1 for r ∈ [0, rH ]. The functions f and g are also

given by eq. (3.87), from which we can see that g becomes unbounded at r = 0 (or

r∗ = −1). As shown above, this is a coordinate singularity.

To extend the above solution to the region r > rH , one may simply assume that

eq. (3.84) hold also for r > rH . In particular, setting θ̃ = iθ̂, we find that

R =
1

2
+ cosh

2θ̂

3
≥ 3

2
, (r ≥ rH), (3.89)
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where θ̂ is defined by

cosh θ̂ =

(
r

rH

)
, sinh θ̂ =

√(
r

rH

)2

− 1. (3.90)

The above represents an extension of the solution originally defined only for r ≤ rH .

Note that R ' r4/3 as r →∞. Then, from eq. (3.87) we find that

r2zf2 ∼ r−2/3, g2 ' 1, (3.91)

as r →∞. That is, the space-time is asymptotically approaching to a Lifshitz space-

time with its dynamical exponent now given by z = −1/3. But, at the origin r = 0

(or r∗ = −1), the space-time is free of any kind of space-time curvature singularity.

Therefore, the extended solution represents a Lifshitz soliton.

3.2.4 s < −1

In this case, we find that

r(r∗) =



rH , r∗ → −∞,
0, r∗ = −1,

∞, r∗ = +1,

0, r∗ = |s|,
rH , r∗ → +∞.

(3.92)

figure 4 shows the function r(r∗) vs r∗, from which we can see that the space-time is

singular at the spatial infinity r = ∞ (or r∗ = +1). Then, it is not clear whether the

space-time in the region r∗ ∈ [−1,+1] represents any physical reality. However, in the

regions r∗ ∈ (−∞,−1] and r∗ ∈ [1,+∞) they may represent the interns of Lifshitz black

holes. To see this explicitly, we take s = −3 as a specific example. Just follows what we

have done in the previous subsections. In the region r ∈ (s,−1], from eq. (3.46) we can

obtain the functions f and g

f2 = N2
0 r
−2z

(
r

rH

)6
1 +

√
1−

(
r

rH

)2
3

,

g2 =
1−

√
1−

(
r
rH

)2
2
(
1−

(
r
rH

)2) . (3.93)

This solution is only well defined in the region r ∈ [0, rH ].

On the other hand, if we focus on the region r ∈ [−1, 1], which may physically be

viewed as a Lifshitz soliton. To see this clearly, we solve eq. (3.46) and obtain the following
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Figure 4. The function r ≡ r+(r∗) defined by eq. (3.22) vs r∗ for s < −1. The space-time is

singular at r∗ = +1 (r =∞).

expressions

f2 = N2
0 r
−2z

(
r

rH

)6
√1 +

(
r

rH

)2

− 1

3

,

g2 =
1−

√
1 +

(
r
rH

)2
2
(
1 +

(
r
rH

)2) . (3.94)

It should be noted that the above analysis is not valid for s = 0,±1, as one can

see from eqs. (3.11), (3.21) and (3.25). In the following, let us consider these particular

cases, separately.

3.3 Generalized BTZ black holes

When s = 1, from eq. (3.11) we find that β = 0, which leads to cs to become unbounded

unless λ = 1, as can be seen from eq. (2.20). This corresponds to the relativistic limit

that requires (β, λ, γ1) = (0, 1,−1). These values are protected by the symmetry (general

covariance) of the theory, and they remain the same even after radiative corrections are

taken into account. In this limit, the spin-0 gravitons disappear, and the corresponding

gravity is purely topological [94]. Nevertheless, the theory still provides valuable informa-

tion on various important issues, such as black holes [98]. In the HL gravity, the general

covariance is replaced by the foliation-preserving diffeomorphisms, and in principle these

parameters now can take any values, when radiative corrections are taken into account.

However, as shown in the last section, the stability and ghost-free conditions in the IR

limit require λ = 1 when β = 0. Therefore, in the rest of the paper, we shall assume that

λ = 1 whenever β = 0.

When s = 1, eq. (3.10) becomes invalid, and nor is eq. (3.12). Then, we must come

back to the original equations (3.8) and (3.9), which now become,

γ1(rg′ − g) + Λg3 = 0, (3.95)

γ1W − Λg2 = 0, (3.96)
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and have the general solutions,

g2 =
γ1r

2

M + Λr2
, f2 = f2

0

|M + Λr2|
r2z

, (3.97)

where M and f0 are the integration constants. By rescaling t, without loss of the generality,

we can always set f0 = 1, and the metric takes the form,

ds2 = −

∣∣∣∣∣M ±
(
r

`

)2
∣∣∣∣∣ dt2 +

(
γ1

M ±
(
r
`

)2
)
dr2 + r2dx2, (3.98)

where “+” (“-”) corresponds to Λ > 0 (Λ < 0), and ` ≡ 1/
√
|Λ|. Clearly, to have grr

non-negative, we must require

M ±
(
r

`

)2

=

{
≥ 0, γ1 > 0,

≤ 0, γ1 < 0.
(3.99)

The BTZ black hole solution [98] corresponds to (λ, γ1) = (1,−1) and Λ < 0, for which the

corresponding action becomes generally covariant, and the constant M denotes the mass

of the BTZ black hole.

It is interesting to note that black holes with Λ < 0 exist for any given γ1. Then, we

refer them to as the generalized BTZ black holes.

3.4 Solutions with s = −1

When s = −1, from eq. (3.11) we find that β = 2γ1. Then, for W = W+ eq. (3.12) becomes,

2rr′∗ −
(
r2
∗ − 1

)
(r∗ − 1) = 0, (3.100)

which has the solution,

r+(r∗) = rH

∣∣∣∣r∗ + 1

r∗ − 1

∣∣∣∣1/2 e− 1
r∗−1 , (3.101)

where rH is a constant. It can be shown that the corresponding functions g and f are

given by

f(r∗) = f0

∣∣∣∣r∗ − 1

r∗ + 1

∣∣∣∣z/2 e 1+z
r∗−1 ,

g2(r∗) =
γ1

4Λ

(
r2
∗ − 1

)
. (3.102)

By properly rescaling the coordinates t and x, the corresponding line element can be cast

in the form,

ds2 = −e
2

r∗−1dt2 +
(γ1

Λ

) dr2
∗

(r2
∗ − 1) (r∗ − 1)2

+

∣∣∣∣r∗ + 1

r∗ − 1

∣∣∣∣ e− 2
r∗−1d2x. (3.103)

Note that the functions g(r∗) and f(r∗) given by eq. (3.102) are well-defined even for r∗ < 0,

although according to eq. (3.11) it is non-negative. Therefore, similar to the previous cases,
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Figure 5. The function r ≡ r+(r∗) defined by eq. (3.101) vs r∗ for s = −1. The spacetime is

singular at r∗ = ±1.

we consider the region r∗ < 0 as a natural extension, and consider spacetimes defined over

the whole region r∗ ∈ (−∞,+∞).

In addition, in this particular case, r∗ is dimensionless, while x has the dimension of

length, as one can see from eq. (3.103). From eq. (3.101), we find that

r(r∗) =



rH , r∗ → −∞,
0, r∗ = −1,

∞, r∗ → 1−,

0, r∗ → 1+,

rH , r∗ → +∞.

(3.104)

figure 5 shows the curve of r vs r∗. The space-time is singular at r∗ = ±1, as one can see

from the corresponding Ricci scalar, given by

R =
32Λ2(r2

∗ − r∗ − 1)

γ2
1(r2
∗ − 1)2

. (3.105)

Therefore, one may restrict the space-time to the region r∗ ∈ (1,∞) or r∗ ∈ (−∞,−1). In

each of these two regions, to have a proper sign of the metric, we must require γ1/Λ < 0,

as one can see from eq. (3.103). However, as |r∗| → ∞ we always have r → rH (finite). So,

to have a complete space-time, extension of the solutions to the region r > rH is needed.

It can be shown that the solution with the choice W = W− can be also obtained from

the one of W = W+ by replacing r∗ by −r∗. So, in the following we shall not consider it.

3.5 Solutions with s = 0

When s = 0 from eq. (3.11) we have γ1 = 0. Then, the function r∗ defined there becomes

unbound, and eq. (3.12) is no longer valid. In fact, when γ1 = 0, from eq. (3.9) we find that

W = αg, (3.106)
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where α ≡
√

2Λ/β. Inserting it into eq. (3.8) we obtain

αg(r) = 0. (3.107)

Since g 6= 0, we must have α = 0 or Λ = 0. Then, the function g(r) is undetermined. On

the other hand, from eqs. (3.5) and (3.106) we find that

f =
f0

rz
, (3.108)

where f0 is a constant. By rescaling t, one can always set it to one. Thus, in this case the

metric takes the form,

ds2 = −dt2 +
g2(r)dr2

r2
+ r2dx2, (3.109)

where g is an arbitrary function of r, and Λ = 0. Setting

r∗ =

∫
g(r)dr

r
+ r0
∗, (3.110)

where r0
∗ is a constant, the above metric takes the form,

ds2 = −dt2 + dr2
∗ + r2(r∗)dx

2, (3.111)

where r(r∗) is an arbitrary function of r∗.

4 Static vacuum solutions for the non-diagonal case N r 6= 0

When N r 6= 0, it is found convenient to consider solutions with λ = 1 and the ones with

λ 6= 1, separately.

4.1 Solutions with λ = 1

In this subcase, the Hamiltonian constraint (3.3), the momentum constraint (3.4) and the

dynamical equation (3.6) reduce, respectively, to

H

r2zf2

(
H

r

)′
+ β

[
(rzfW )′

rz−1f
+

1

2
W 2

]
+ γ1W − Λg2 = 0, (4.1)(

rz−1gf
)′

= 0, (4.2)

H

r2zf2

(
H

r

)′
+
β

2
W 2 + γ1W − Λg2 = 0. (4.3)

From eq. (4.2) we find that

g =
g0

rz−1f
=
g0r

N
, (4.4)

where g0 is an integration constant. On the other hand, the combination of eqs. (4.1)

and (4.3) yields,

β (rzfW )′ = 0. (4.5)

Thus, depending on whether β vanishes or not, we obtain two different classes of solutions.
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4.1.1 β = 0

As mentioned above, β = 0 is allowed when λ = 1. Then, eq. (4.5) holds identically, while

eq. (4.1) reduces to eq. (4.3). Hence, now there are only two independent equations, (4.2)

and (4.3), for three unknowns, f(r), g(r) and N r(r). Therefore, in the present case the

system is underdetermined. Taking N r(r) as arbitrary, from eq. (4.3) we find that(
gN r

r

)2

= g2
0

(
M + Λr2

)
− γ1N

2, (4.6)

where M is a constant. Inserting eq. (4.4) into the above expression, we find that

N2 =
g2

0

2γ1

[ (
M + Λr2

)
±

√
(M + Λr2)− 4γ1

(
N r

g0

)2
]
. (4.7)

Without loss of the generality, we can always set g0 = 1, by rescaling t → g0t and N r =

g0N̄
r, so that the metric can be finally cast in the form,

ds2 = −N2dt2 +
1

N2
(dr +N rdt)2 + r2dx2, (4.8)

where N2 is given by eq. (4.7) with g0 = 1. When N r = 0, the above metric reduces to

the generalized BTZ solutions (3.98). When N r 6= 0, the corresponding solutions can be

considered as a further generalization of the BTZ solution [98].

To understand the question of the underdetermination of the system in the current

case, it is suggestive to consider the diagonal metric

ds2 = −e2Ψ(r)dτ2 + e−2Ψ(r)dr2 + r2dx2. (4.9)

Then, setting

τ = t− Σ(r), (4.10)

where Σ(r) is an arbitrary function, we find that in terms of t, the above metric takes

the form,

ds2 = −e2Ψ(r)dt2 + 2Σ′e2Ψ(r)dtdr +
(
e−2Ψ − Σ′

2
e2Ψ
)
dr2 + r2dx2. (4.11)

Therefore, for any given diagonal solution Ψ(r), we can always obtain a non-diagonal one

(Ψ,Σ) by the coordinate transformation (4.10), where Σ is an arbitrary function of r, as

mentioned above. Identifying the two metrics (4.8) and (4.11), we obtain

e2Ψ = N2 −
(
N r

N

)2

, (4.12)

Σ′ =
N r

N4 − (N r)2 . (4.13)

Therefore, the underdetermination of the system can be considered as due to the “free

coordinate transformations” (4.10). However, in the HL theory, the symmetry (2.1) in

general does not allow such transformations. If it is forced to do so, the resulted solutions

usually do not satisfy the corresponding HL field equations. Examples of this kind were

provided in [99]. However, it can be shown that the current case is an exception.
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4.1.2 β 6= 0

Then, eq. (4.5) yields

(rzfW )′ = 0. (4.14)

It is found convenient to consider the cases W = 0 and W 6= 0, separately.

Case A.2.1) Solutions with W = 0: in this case, from eqs. (3.5) and the definition of

W we find that

f = f0r
−z, (4.15)

where f0 is a constant. Substituting it into eqs. (4.4) and (4.3) we find that

g = g0r,

H = ±g0f0r
√

1 +M + Λr2, (4.16)

where g0 ≡ C0/f0, and M is another integration constant. Then, we find that

N r = ±f0

√
1 +M + Λr2. (4.17)

Rescaling the coordinates t, r and x, without loss of then generality, we can set f0 =

g0 = 1, so the corresponding metric of the solution finally takes the form,

ds2 = −dt2 +
(
dr2 +

√
1 +M + Λr2 dt

)2
+ r2dx2, (4.18)

which is nothing but the BTZ solution written in the Painleve-Gullstrand coordinates [100,

101], where M denotes the mass of the BTZ black hole. Note that in writing the above

metric, we had chosen the “+” sign of N r. The corresponding metric for the choice of “-”

sign can be trivially obtained by simply flipping the sign of t. Therefore, in the following

we shall always choose its “+” sign, whenever the possibility raises.

Case A.2.2) Solutions with W 6= 0: then, eqs. (3.5) and (4.14) yield,

f = f0r
−z
(

ln
r

rH

)
, W =

(
ln

r

rH

)−1

, (4.19)

where f0 and rH are two integration constants. Then, from eqs. (4.3) and (4.4) we find that

g = g0r

(
ln

r

rH

)−1

, H = f0rH,

N r =
f0

g0
H ln

(
r

rH

)
, (4.20)

where

H ≡
[
B − β ln

(
r

rH

)
− γ1 ln2

(
r

rH

)
+ g2

0Λr2

]1/2

, (4.21)

with B being another integration constant. By rescaling the coordinates, we can always

set f0 = g0 = 1, and the metric takes the form,

ds2 = − ln2

(
r

rH

)
dt2 +

1

ln2
(
r
rH

)[dr +H ln

(
r

rH

)
dt

]2

+ r2dx2. (4.22)
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Clearly, the metric becomes singular at r = rH . To see the nature of the singularity, let us

consider the qantities K and R, which are given by

K =
H
r

[
1−

β + 2γ1 ln
(
r
rH

)
− 2Λr2

2H2

]
,

R = − 2

r2
ln

(
r

rH

)
, (4.23)

which are finite at r = rH , and indicate that the singularity at r = rH is a coordinate one.

On the other hand, to have the metric real, we must assume H ≥ 0, where

H =


√
B + Λr2

H , r = rH ,

√
Λr, r � rH .

(4.24)

Clearly, we must assume Λ ≥ 0 and B ≥ −Λr2
H . Otherwise, H will becomes negative for

r > r∞, where r∞ is a root of H(r) = 0, at which the spacetime becomes singular, as one

can see from eq. (4.23). An interesting case is where Λ = 0. Since β < 0, we find that the

condition H > 0 always holds for B > 0 and γ1 < 0. In this case, eq. (4.23) shows that the

spacetime is also asymptotically flat as r →∞.

4.2 Solutions with λ 6= 1

When λ 6= 1, from the Hamiltonian constraint (3.3) and the dynamical equation (3.6)

we obtain

β

[
gr

(
W

g

)′
+W

]
− γ1

(
r
g′

g
− 1 +W

)
= 0. (4.25)

To solve the above equations, let us consider some representative cases.

4.2.1 W = 0

In this case, from eqs. (3.5) and (4.25) we find that

f = f0r
−z, g = g0r. (4.26)

Substituting them into the momentum constraint (3.4), we find

H = H0r
2 +H1, (4.27)

where H0 and H1 are two constants, which can be determined by the dynamical equa-

tion (3.6),

H0 =

√
Λ

2λ− 1
f0g0, H1 = 0. (4.28)

Then, we find that

N r =

√
Λ

2λ− 1
f0r. (4.29)
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It can be shown that we can awlays set f0 = g0 = 1 by resacling the cooridinates, so

that the metric can be written in the form,

ds2 = −dt2 +

(
dr +

√
Λr2

2λ− 1
dt

)2

+ r2dx2, (4.30)

which is the BTZ solution written in the Painleve-Gullstrand cooridnates, with

Λeff. ≡
Λ

2λ− 1
, M = −1. (4.31)

That is, the corresponding mass is negative in the current case.

4.2.2 W = z

In this case, it can be shown that the functions f and g are all constants, provided that z

satisfies the relation,

z = s =
γ1

γ1 − β
. (4.32)

Without loss of the generality, we set f = g = 1, so that N r = H, and the corresponding

metric takes the form,

ds2 = −r2zdt2 +
1

r2
(dr +Hdt)2 + r2dx2, (4.33)

where H can be obtained form the momentum constraint,

r2H ′′ − zrH ′ + 1− z
λ− 1

H = 0. (4.34)

This is the Euler equation, and has the general solution

H = H0r
σ1+σ2 +H1r

σ1−σ2 , (4.35)

where H0 and H1 are two integration constants, and

σ1 ≡
z + 1

2
, σ2 ≡

√
(z + 1)2 + 4(z−1)

λ−1

2
. (4.36)

Inserting the above expressions into eq. (3.6), we find that

α1H
2
0r

2(σ1+σ2−1) + α2H
2
1r

2(σ1−σ2−1)

+ α3H0H1r
2(σ1−1) + α4r

2z = 0, (4.37)

where

α1 =
1

2
(1− λ)(σ1 + σ2)2 − (σ1 + σ2 − 1),

α2 =
1

2
(1− λ)(σ1 − σ2)2 − (σ1 − σ2 − 1),

α3 = (1− λ)(σ2
1 − σ2

2)− 2(σ1 − 1),

α4 = Λ− βz2

2
− γ1z. (4.38)

Therefore, there are four possibilities, depending on the values of the constants H0 and H1.
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Case B.2.1) H0 = H1 = 0: in this case, eq. (4.37) yields,

Λ =
β

2
z2 − γ1z =

γ2
1(2γ1 − β)

2(γ1 − β)2
. (4.39)

Since now H = N r = 0, so the corresponding solution is exactly the Lifshitz space-time

given by eq. (3.15).

Case B.2.2)H0 6= 0,H1 = 0: in this case, Λ is still given by eq. (4.39), and in addition,

eq. (4.37) also requires α1 = 0, which yeilds,

σ1 + σ2 = α±, (4.40)

where

α+ ≡
1 +
√

2λ− 1

1− λ
=


2, λ = 1/2,

∞, λ = 1,

< 0, λ > 1,

0−, λ→∞,

, α− ≡
2

1 +
√

2λ− 1
=


2, λ = 1/2,

1, λ = 1,

< 1, λ > 1,

0+, λ→∞.
(4.41)

Then, combining it with eq. (4.36), we find that z = z(λ) and is given by

2α± =

√
(z + 1)2 +

4(z − 1)

λ− 1
+ (z + 1). (4.42)

Thus, H is given by,

H = H0r
α± . (4.43)

Clearly, to have real solutions, we must require λ ≥ 1/2. The corresponding K and R are

given by

K = H0α±r
α±−(z+1), R = −2, (4.44)

from which we find that the non-singular condition of the spacetime at r = ∞ requires

α± ≤ z+1, for which the spacetime is singular at r = 0, unless only the equality α± = z+1

holds. The latter is possible only for z = 1 and λ = 1/2, as it can be seen from eqs. (4.41)

and (4.42), for which the metric takes the form,

ds2 = −r2dt2 +
1

r2

(
dr +H0r

2dt
)2

+r2dx2, (z = 1, λ = 1/2). (4.45)

It is interesting to note that the above solution can be obtained from the anti-de

Sitter solution,

ds2 = −L−2

(
r2dτ̂2 +

dr2

r2
+ r2dx̂2

)
, (4.46)

by the “coordinate transformation” (4.10) with Σ = −H0/[(1−H2
0 )r], τ̂ = L2τ, x̂ = x/L,

where L ≡
√

1−H2
0 . As mentioned above, this is not allowed by the symmetry of the

theory. Therefore, the above solution represents a different spacetime in the HL theory.
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Case B.2.3) H0 = 0, H1 6= 0: in this case we must have α2 = 0 = α4. The latter

yeilds eq. (4.39), while the former α2 = 0 yields,

σ1 − σ2 = α±, (4.47)

where α± are given by eq. (4.41). Then, the function H is also given by eq. (4.43) with H0

being replaced by H1. As a result, the solutions are identical to the ones obtained in the

last case.

Case B.2.4) H0H1 6= 0: in this case, once again we find that Λ is given by eq. (4.39).

In addition, we must also have α1 = α2 = α3 = 0, which yields,

σ1 = α±, σ2 = 0. (4.48)

This in turn gives

H = N r = (H0 +H1)rα± . (4.49)

Therefore, in this case the soltuions are also the same as these given in Case B.2.2).

4.2.3 Solutions with W 6= 0, z and β = 0

In this case, from eq. (4.25) we find that

rz−1gf = c1, (4.50)

where c1 is an integration constant. Then, the momentum constraint (3.4) and the dynam-

ical equation (3.6) imply

H = H0r
2, N r = c0r

√
r2 −M,

f =
f0

√
r2 −M
rz

, g =
g0r√
r2 −M

, (4.51)

where c0 ≡ H0/g0, c1 ≡ f0g0, and f0 and g0 are other two constants. Thus, the corre-

sponding metric takes the form,

ds2 = L2

{
−
(
r2 −M

)
dt2 +

(
dr + c0r

√
r2 −M dt

)2
r2 −M

+ r2dx2

}
, (4.52)

where L ≡ g0. Note that in writing the above metric, we had set f0 = L by rescaling t.

The corresponding K and R are given by

K =
2c0

L
, R = − 2

L2
, (4.53)

from which we find that the spacetime is not singular at any point, including r = M . From

the above analysis, it can be shown that this class of solutions can be also obtained from

the generalized BTZ solutions (3.98) by the “illegal” coordinate transformation (4.10).
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4.2.4 Solutions with W 6= 0, z and λ = 1/2

When λ = 1/2, the corresponding theory has conformal symmetry. In this particular case,

if we take

H = H0r
2, (4.54)

where H0 is a constant, then we find that eq. (3.4) holds identically, and

(1− λ)(H ′)2 − 2H

(
H

r

)′
= 0, (4.55)

(1− λ)g

[
(H ′)2

2rzgf
−H

(
H ′

rzgf

)′ ]
−
H
(
rz−2gfH

)′
r2z−1gf2

= 0. (4.56)

Then, it can be shown that the contributions of the parts involved with H in eqs. (3.3)

and (3.6) are zero. As a result, the functions f and g satisfy the same equations as in the

case H = 0, i.e., eqs. (3.8) and (3.9). Hence, any solution f and g found in section IV with

H = 0 is also a solution of the current case with H being given by eq. (4.54). Thus, we

have the following theorem.

Theorem. If (f, g) = (f∗, g∗) is a solution of the field equations (3.8) and (3.9), then

(f, g,N r) =

(
f∗(r), g∗(r),

H0r
2

g∗(r)

)
, (4.57)

is a solutions of eqs. (3.3), (3.4) and (3.6) with λ = 1/2. In terms of f∗ and g∗, the metric

takes the form,

ds2 = r2zf∗(r)2dt2 +
g∗(r)2

r2

(
dr +

H0r
2

g∗(r)
dt

)2

+ r2dx2, (4.58)

for which we find that

K =
2H0r

N∗g∗
, R =

2[r(g∗)′ − g∗]
(g∗)3

, (4.59)

where N∗ ≡ rzf∗. For each of the solution (f∗, g∗) given in the last section, we can analyze

the global structure of the corresponding spacetime given by the metric (4.58).

Following what we did above, such studies are quite strainghtforward. So, in the

following we shall not consider them, but simply note that conformal symmetry plays

an important role in the AdS/CFT correspondence, and this class of solutions deserves

particular attention.

5 Conclusions

In this paper, we have studied static vacuum solutions of quantum gravity at a Lifshitz

point, proposed recently by Hořava [53], using the anisotropic scaling between time and

space (1.2). The same scaling was also used in [13] to construct the Lifshitz spacetimes (1.1)

in the content of the non-relativistic gauge/gravity duality. Because of this same scaling,
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lately it was argued [60] that the HL gravity should provide a minimal holographic dual

for non-relativistic Lifshitz-type field theories.

In this paper, we have provided further evidences to support such a speculation. In par-

ticular, in section III we have found all the static vacuum diagonal (gtr = 0) solutions of the

HL gravity, and shown that the corresponding spacetimes have very rich structures. They

can represent the generalized BTZ black holes, Lifshitz spacetimes and Lifshitz solitons,

depending on the choice of the free parameters involved in the solutions [cf. figures 1–5].

In section IV, we have generalized our studies presented in section III to the non-

diagonal case where gtr 6= 0 (or N r 6= 0), and found several classes of exact solutions.

We have shown that there exist similar space-time structures as those found in the diago-

nal case.

Note that some solutions presented in sections III and IV represent incomplete space-

time, and extensions beyond certain horizons are needed. After the extension, they may

represent Lifshitz black holes [28–49]. It would be very interesting to study those spacetimes

in terms of the universal horizons [85–90]. In addition, Penrose’s notion of conformal

infinity of spacetime was generalized to the case with anisotropic scaling [61], and one

would wonder how one can define black holes in terms of anisotropic conformal infinities?

Further more, what is the corresponding thermodynamics of such defined black holes?

Clearly, such studies are out of scope of the current paper, and we would like very much

to come back to these important issues soon in another occasion.

Finally, we note that, although our studies presented in this paper have been restricted

to (2+1)-dimensional spacetimes, we find that static vacuum solutions of the HL gravity

in higher dimensional space-times exhibit similar space-time structures [91]. This is not

difficult to understand, if we note that the higher dimensional space-time ds2
D+1 is simply

the superposition of the (2+1)-dimensional space-time given in this paper, and a (D − 2)-

spatial partner,

ds2
D+1 = ds2

2+1 ⊕ ds2
D−2

= −f2(r)r2zdt2 +
g2(r)

r2
(dr +N r(r)dt)2 + r2dx2 + r2

D−2∑
i=1

dxidxi. (5.1)

Therefore, the space-time structures are mainly determined by the sector gabdx
adxb

(a, b = t, r).

With these exact vacuum solutions, it is expected that the studies of the non-relativistic

Lifshitz-type gauge/gravity duality will be simplified considerably, and we wish to return

to these issues soon.
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A Functions FV , F
ij and F ij

a

The function FV presented in eq. (2.9) is given by

FV = −β(2aii + aia
i)− β1

ζ2

[
3(aia

i)2 + 4∇i(akakai)
]

+
β2

ζ2

[
(aii)

2 +
2

N
∇2(Nakk)

]
−β3

ζ2

[
(aia

i)ajj + 2∇i(ajja
i)− 1

N
∇2(Naia

i)

]
+
β4

ζ2

[
aija

ij +
2

N
∇j∇i(Naij)

]
−β5

ζ2

[
R(aia

i) + 2∇i(Rai)
]

+
β6

ζ2

[
Raii +

1

N
∇2(NR)

]
, (A.1)

The functions (Fn)ij and (F as )ij , defined in eq. (2.15), are given, respectively, by

(F0)ij = −1

2
gij ,

(F1)ij = Rij −
1

2
Rgij +

1

N
(gij∇2N −∇j∇iN),

(F2)ij = −1

2
gijR

2 + 2RRij +
2

N

[
gij∇2(NR)−∇j∇i(NR)

]
, (A.2)

(F a0 )ij = −1

2
gija

kak + aiaj ,

(F a1 )ij = −1

2
gij(aka

k)2 + 2(aka
k)aiaj ,

(F a2 )ij = −1

2
gij(a

k
k )2 + 2a k

k aij −
1

N

[
2∇(i(Naj)a

k
k )− gij∇l(alNa k

k )
]
,

(F a3 )ij = −1

2
gij(aka

k)a l
l + akkaiaj + aka

kaij −
1

N

[
∇(i(Naj)aka

k)− 1

2
gij∇l(alNakak)

]
,

(F a4 )ij = −1

2
gija

mnamn + 2akiakj −
1

N

[
∇k(2Na(iaj)k −Naijak)

]
,

(F a5 )ij = −1

2
gij(aka

k)R+ aiajR+ akakRij +
1

N

[
gij∇2(Naka

k)−∇i∇j(Nakak)
]
,

(F a6 )ij = −1

2
gijRa

k
k + a k

k Rij +Raij +
1

N

[
gij∇2(Na k

k )−∇i∇j(Na k
k )

−∇(i(NRaj)) +
1

2
gij∇k(NRak)

]
. (A.3)
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structures of spherical spacetimes in Hořava-Lifshitz theory, Phys. Rev. D 84 (2011) 084040

[arXiv:1105.4259] [INSPIRE].
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