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A new scheme of concatenating the block turbo code (BTC) with the space-time block code (STBC) for an OFDM system in
dispersive fading channels is investigated in this paper. The good error correcting capability of BTC and the large diversity gain
characteristics of STBC can be achieved simultaneously. The resulting receiver outperforms the iterative convolutional Turbo
receiver with maximum a posteriori probability expectation-maximization (MAP-EM) algorithm. Because of its ability to perform
the encoding and decoding processes in parallel, the proposed system is easy to implement in real time.
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1. INTRODUCTION

In wireless communications, frequency-selective fading in
unknown dispersive channels is a dominant problem in high
data rate transmission. The resultingmultipath effects reduce
the received power and cause intersymbol interference (ISI).
Orthogonal frequency division multiplexing (OFDM) is of-
ten applied to combat this problem [1]. OFDM is a special
case of multicarrier transmission, where a single data stream
is distributed and transmitted over a number of lower trans-
mission rate subcarriers. Therefore, OFDM in effect slices a
broadband frequency-selective fading channel into a set of
parallel narrow band flat-fading channels.

In a flat-fading channel, the extra transmit diversity gain
can be obtained by applying space-time block coding (STBC)
[2, 3]. However, reference [4] shows that even with feedback
from the decoder subsequent to the STBC decoder, the per-
formance of the STBC decoder itself will not be improved
by soft decoding since there is no new independent extrinsic
information. Consequently it is necessary to concatenate an
outer channel code with the STBC code in order to enhance
the error correcting capability of the system. The turbo code
appears to be a good candidate for that purpose. Currently,
most of the work on turbo codes has essentially been focused
on convolutional turbo codes (CTC), while much less effort
has been spent on block turbo codes (BTC).

The system performance comparisons within three dif-
ferent channel codes, that is, convolutional codes, CTC, and

BTC, have been studied in [5], which suggests that CTC may
be the best choice. Subsequently, another report [6] shows
that an iterative maximum a posteriori (MAP) expectation-
maximization (EM) algorithm for an STBC-OFDM system
in a dispersive channel with a CTC can enable a receiver
without channel state information (CSI) to achieve a perfor-
mance comparable to that of a receiver with perfect CSI.

Yet, some results given in [5] show that BTC outperforms
CTC for code rates of R = 3/4 and 5/6. On the other hand,
the discussion in [6] points out that such BTC codes have
instituted the trellis structure, which can lead to a high com-
plexity because the number of states in the trellis of a block
code increases exponentially with the number of redundant
bits. Hence those BTC codes may not be practical. Instead,
a new BTC is proposed with a balanced compromise be-
tween performance and complexity [6]. The proposed BTC
can guarantee a minimum distance of 9, while the mini-
mum distance of a CTC can be as low as 2 [7]. If one more
check bit is padded to each elementary block code, the min-
imum distance is increased to 16 for the BTC at the cost of
a slightly lower code rate. Another attractive feature of this
BTC is that the decoding speed can be increased by employ-
ing a bank of parallel elementary decoders for the rows and
columns of the product code since they are independent but
with the same structure. Hence, we propose here to investi-
gate by means of simulations the receiver performance of an
STBC-OFDM system in a dispersive fading channel where
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Figure 1: Block diagram of the BTC-STBC-OFDM wireless com-
munication system.
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Figure 2: The encoding scheme of the block turbo code.

the BTC is employed as the outer channel code. The simu-
lations are based on four kinds of dispersive channels: two-
ray (2R) model, rural area (RA) model, typical urban (TU)
model, and hilly terrain (HT) model.

The rest of the paper is organized as follows. Section 2 de-
scribes the system model. The soft detection method for the
BTC codes is given in Section 3. Section 4 presents the simu-
lation results of the proposed system. Finally, conclusions are
drawn in Section 5.

2. SYSTEMMODEL

The system model in a dispersive channel is shown in
Figure 1, where AWGN is the additive white Gaussian noise
in the channel, b(t) is the information bit stream fed into the
BTC encoder, and d(t), an estimate of b(t), is the final recov-
ered bit stream output from the BTC decoder.

An example of a two-dimensional BTC encoding scheme
with a code structure of (n1, k1, δ1) × (n2, k2, δ2) is shown in
Figure 2, where ni, ki, and δi (i = 1, 2) denote the length of a
codeword, the length of information bits, and the minimum
Hamming distance, respectively [6]. The data rate of this
BTC encoder is (k1 × k2)/(n1 × n2) and its minimum Ham-
ming distance is δ = δ1 × δ2. Such a BTC code can correct
up to s = �(δ − 1)/2� error bits, where �X� is the largest in-
teger not greater than the real number X . Thus, a long block
code with a large Hamming distance can be constructed by
combining short codes with small Hamming distances. The
resulting error correction capability will be strengthened sig-
nificantly.

Subsequent to the BTC encoder, the information stream
is modulated by PSK or M-QAM constellations where M =
16 or 64. It is then fed to the STBC encoder, where it is pro-
cessed into N streams according to the STBC encoder de-

sign and finally transmitted from N transmit antennas. The
details of those modulation schemes can be found in [8, 9].
The data streams are further grouped into K subcarriers af-
ter the IFFT and such K subcarriers are independent of one
another. The symbols in different subcarriers can be trans-
mitted on the same antenna without introducing additional
interference. The diversity gain is N times of that with only
one transmit antenna if the appropriate rank criterion [10]
has been satisfied.

By adopting Alamouti’s scheme [2] in our simulations,
the matrix of an encoder withN = 2 transmit antennas using
the OFDMmodulation scheme is

G2 =
[

x1 x2
−x∗2 x∗1

]
=
[
c1,1 c2,1
c1,2 c2,2

]
, (1)

where xk0 = [xk0,0, xk0,1, . . . , xk0,K−1]T (k0 = 1, 2, . . . ,K0) and
xk0,k (k = 0, 1, . . . ,K − 1) is the symbol to be transmitted in
the kth subcarrier of an STBC-OFDM block composed of K
subcarriers, and ci,t = [c0i,t, c

1
i,t, . . . ,c

K−1
i,t ]T (i = 1, 2, . . . ,N and

t = 1, 2, . . . ,P). Note that both K0 and P are equal to 2 in the
G2 STBC design and P is the number of OFDM slots, where
each OFDM slot contains K symbols. The symbols cki,t in the
ith column are transmitted by the ith transmit antenna.

For the kth subcarrier, the code is as follows:

Gk
2 =

[
x1,k x2,k
−x∗2,k x∗1,k

]
=
[
ck1,1 ck2,1
ck1,2 ck2,2

]
, (2)

where the superscript “∗” denotes the conjugation opera-
tion. Each OFDM symbol is transmitted after the K-point
IFFT.

In the receiver, the signal detected by the jth ( j = 1, 2, . . . ,
M) antenna after the K-point FFT is

r j,t =
N∑
i=1

diag
(
ci,t
)
Hi, j + ηj,t, (3)

where r j,t = [r0j,t, r
1
j,t, . . . , r

K−1
j,t ]T and diag(ci,t) is a square

matrix of order K and its diagonal elements are the ele-
ments of the vector ci,t = [c0i,t, c

1
i,t, . . . ,c

K−1
i,t ]T and all off-

diagonal elements are zero. Hi, j is the channel gain matrix
withHi, j = [h0i, j ,h

1
i, j , . . . ,h

K−1
i, j ]T and ηj,t is the additive Gaus-

sian noise. For the kth subcarrier, the received signal is

rkj,t =
N∑
i=1

Gk
2h

k
i, j + ηkj,t . (4)

In dispersive channels, the time-domain channel impulse re-
sponse hki, j can be modeled as a tapped delay line given by

hki, j =
L∑
l=1

αli, j exp
(
− J2πkl

K

)
, (5)

where L is the number of delay taps, J is the unity imaginary
number, αli, j is the path gain between the ith transmit an-
tenna and the jth receive antenna at the lth delay tap and its
value follows the Rayleigh distribution.
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Figure 3: A half-iteration for the BTC soft detection.

In general, the CSI is unknown to the receiver, but it can
be assumed to be constant during an STBC-OFDM frame
comprising one training STBC block and subsequent STBC
data blocks for each subcarrier. In such a case, the estimation
can be simplified by calculating (4) and using only the over-
all hki, j instead of the many αli, j values in all the taps. Here,
the general method of estimating the CSI is adopted [11].
From two long training symbols Tr1 and Tr2 that are denoted
as GTr and encoded identically to the design form in (1) [2],
covering all K subcarriers, the received signals calculated ac-
cording to (4) give the channel estimation for each subcarrier
as

ĥki, j = GkH
Tr

[
rkj,1Tr rkj,2Tr

]T
, (6)

where the superscript “H” is the Hermite operation. This es-
timation method is easy to implement without any matrix
inversion. If more accurate estimation methods are chosen,
the overall performance can be improved further. Without
incurring ambiguity, the symbol “ˆ” over h will be omitted in
the following description.

After the CSI has been estimated and the received sym-
bols have been successfully separated amongst the different
subcarriers, hard decisions for the symbols of the kth sub-
carrier will be obtained by finding the minimal Euclidean
distance from the received codewords [3]:

x̂1,k = argmin
x1,k∈Ω


∣∣∣∣∣∣
 M∑

j=1

(
rkj,1h

k∗
1, j + rk∗j,2h

k
2, j

)− x1,k

∣∣∣∣∣∣
2

+

 M∑
j=1

2∑
i=1

∣∣hki, j∣∣2 − 1

∣∣x1,k∣∣2
,

(7)

x̂2,k = argmin
x2,k∈Ω


∣∣∣∣∣∣
 M∑

j=1

(
rkj,1h

k∗
2, j − rk∗j,2h

k
1, j

)− x2,k

∣∣∣∣∣∣
2

+

 M∑
j=1

2∑
i=1

∣∣hki, j∣∣2 − 1

∣∣x2,k∣∣2
,

(8)

where Ω is the symbol constellation of the chosen modula-
tion scheme.

The output of the STBC decoder is then demodulated
and decoded by the soft BTC detection to be described in
the next section.

3. BTC SOFT DECODER

A BTC soft decoder applies the Chase algorithm [12] itera-
tively on the rows and columns of a product code. Its main
idea is to form test patterns by perturbing the p least reli-
able bit positions in the received noisy sequence, where p is
selected such that p � k to reduce the number of reviewed
codewords. After decoding the test patterns, the most prob-
able pattern amongst the generated candidate codewords is
selected from the codeword D (D = d0, . . . ,dq−1, q = n1 or
n2) which has the minimum Euclidean distance from the re-
ceived signal Y (Y = y0, . . . ,yq−1). If C (C = c0, . . . ,cq−1) is
the most likely competing codeword amongst the candidate
codewords with cj �= dj , then the reliability information at
bit position j is expressed as

y′j =
|Y − C|2 − |Y −D|2

4
dj , (9)

where |A − B|2 denotes the squared Euclidean distance be-
tween vectors A and B. The extrinsic information wj at the
jth bit position is found by

wj =
y′j − yj if C exists,

βdj if C does not exist,
(10)

where β (β > 0) is a reliability factor to estimate wj in case
no competing codeword C can be found in the test patterns.
It is determined empirically. Once the extrinsic information
has been determined, the input to the next decoding stage is
updated as

Y(m) = Y + γ(m)w(m), (11)

where γ(m) is a weighting factor from zero to one and m is
the step of the present half-iteration. A half-iteration for a
row or column decoding is shown in Figure 3. When m is
even, there will be a hard decision output d(m, t). The pro-
cedures described above are then iterated for the remaining
column (or row) decoding.

In [13], the complexities of different kinds of channel de-
coders have been investigated. For a CTC(2, 1, ξ), the com-
plexity per bit is approximated as

comp
{
CTC(2, 1, ξ)

} = 3× 2× 2ξ−1×2× no. of iterations

= 3× 2ξ+1 × no. of iterations.
(12)

For a BTC(n, k) × (n, k), the corresponding complexity per
bit is approximated as

comp
{
BTC(n, k)× (n, k)

}
= 3× 2×

[
(2k − n + 2)× 2n−k

k

]
× 2× no. of iterations

= 3× (2k − n + 2)× 2n−k+2 × no. of iterations
k

.

(13)

Since the operations in (9), (10), and (11) can be imple-
mented in parallel, the detection efficiency of a BTC can be
further improved at least k times, which makes BTC decod-
ing even faster.
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Figure 4: Gray mapping for π/4 QPSK modulation.

When the above soft detection is included in the pro-
posed system, some modifications to (7) and (8) are needed.
Taking BPSK modulation as an example, (7) should be
changed to

x̂1,k = sign

real
 M∑

j=1

(
rkj,1h

k∗
1, j + rk∗j,2h

k
2, j

). (14)

Therefore, the initial reliability value for x̂1,k is

y1,k = real

 M∑
j=1

(
rkj,1h

k∗
1, j + rk∗j,2h

k
2, j

). (15)

Similarly, the initial reliability value for x̂2,k is

y2,k = real

 M∑
j=1

(
rkj,1h

k∗
2, j − rk∗j,2h

k
1, j

). (16)

For QPSK modulation, two bits comprise a symbol and the
frequently used π/4 Gray mapping scheme shown in Figure 4
is adopted. Then according to the mapping and (7), the ini-
tial reliability values for each bit in x̂1,k can be represented as

y11,k = real

 M∑
j=1

(
rkj,1h

k∗
1, j + rk∗j,2h

k
2, j

),
y21,k = imag

 M∑
j=1

(
rkj,1h

k∗
1, j + rk∗j,2h

k
2, j

).
(17)

Similarly, the initial reliability values for each bit in x̂2,k can
be represented as

y12,k = real

 M∑
j=1

(
rkj,1h

k∗
2, j − rk∗j,2h

k
1, j

),
y22,k = imag

 M∑
j=1

(
rkj,1h

k∗
2, j − rk∗j,2h

k
1, j

).
(18)

For the QAM-16 or QAM-64 scheme [8, 9], the reliability
values for each bit in a symbol are calculated by separating
the received symbols in several levels as described in [8].

When all the initial reliability values for a BTC codeword
have been obtained, soft detection can be performed with the
iterative Chase algorithms.

4. SIMULATIONS

The binary BCH (15,11,3)-code is used in both the row and
column encoding in our simulations. Thus, the data rate is
121/225, the Hamming distance is δ = 9, and the error cor-
rection capability is s = 4. The QPSK modulation and the
G2 STBC coding given in (1) are employed with two receive
antennas (M = 2) and K = 128 subcarriers. To obtain a
better error correcting capability with a slightly lower trans-
mission rate, one check bit is actually padded to each row
or column code, that is, the BCH (16,11,4)-code is applied
with a code rate of 121/256 and a Hamming distance of 16
with an error correction capability s = 7. The resulting BTC
(16, 11, 4) × (16, 11, 4)-code comprises two OFDM blocks
and hence one STBC-OFDM block. According to (13), the
complexity is about 279 for each iteration step. If parallel
decoding is implemented with more memory, the averaged
complexity per bit is approximated as 279/11 ≈ 25. On the
other hand, the convolutional code (2,1,3) adopted in the
CTC scheme [11] has a corresponding complexity of 96 per
bit for each iteration step according to (12), which is obvi-
ously larger than 25. Therefore, the proposed system using
BTC should be more efficient than the one using CTC.

To make a fair comparison with results using CTC as the
outer channel code [11], similar modeling parameters are
adopted in the present simulations. The available bandwidth
is 800 kHz and is divided into 128 subcarriers. The symbol
rate in each subcarrier is 5000 symbols/s (Ts = 1/5000 =
0.0002 second) and oneOFDMdata word lasts 160microsec-
onds. In each OFDM word, a cyclic prefix interval of 40 mi-
croseconds is added to combat the effect of interblock inter-
ference. Hence, the duration of one complete OFDM word
is 200 microseconds. Therefore, the total information rate is
reduced to 0.7563, which is comparable with the rate 0.8 in
[11]. The OFDM system transmits in data bursts, each con-
sisting of 22 OFDM words. The first two OFDM words are
the training symbols and the next 20 OFDMwords span over
the duration of 10 STBC codewords. Simulation results are
shown in terms of the bit error rate (BER) performance ver-
sus the signal-to-noise ratio (SNR). The soft detection pa-
rameters are γ = [0 0.2 0.3 0.5 0.7 0.9 1 1 1 1], β =
[0.2 0.4 0.6 0.8 1 1 1 1 1 1], p = 4 and five iterations
are performed.

The receiver performance is simulated with different de-
lay profiles in four typical channel models described in COST
207 [14], namely the two-ray (2R) model, the typical ur-
ban (TU) model, the hilly terrain (HT) model, and the ru-
ral area (RA) model with a Doppler frequency of fd = 50Hz
( fdTs = 0.01) or fd = 200Hz ( fdTs = 0.04). The latter three
channels have six different paths. The corresponding channel
profiles, that is, the delays and fading gains of the paths, are
shown in Table 1 [14].

The simulation results of our proposed BTC algorithm
for the four channel models are shown in Figure 5 for
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Table 1: Channel parameters: delay (µs)/fading gain. The path fading gain with # is equal to 0 dB.

Model Path 1 Path 2 Path 3 Path 4 Path 5 Path 6

2R 0.0/1.000# 0.1/0.500 — — — —

TU 0.0/0.189 0.2/0.379# 0.5/0.239 1.6/0.095 2.3/0.061 5.0/0.037

HT 0.0/0.413# 0.1/0.293 0.3/0.145 0.5/0.074 15.0/0.066 17.2/0.008

RA 0.0/0.602# 0.1/0.241 0.2/0.096 0.3/0.036 0.4/0.018 0.5/0.006
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Figure 5: The BER performance for the BTC-based STBC-OFDM system in different dispersive channels with the Doppler frequency equal
to 50Hz and 200Hz, respectively: (a) 2R: two ray; (b) TU: typical urban; (c) HT: hilly terrain; (d) RA: rural area.
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Figure 6: The BER performance comparison with different
Doppler frequencies in 2R channels: (a) 50Hz; (b) 200Hz.

different Doppler frequencies. For all the models, iteration
gain has been obtained. For the 2R model, the iteration gain
appears only between the first and the third iterations but
the fifth iteration shows little gain over the third iteration.
In the latter three models, it can be predicted that the BER
performance can be further improved with more iterations.
Not surprisingly, the performance in the RAmodel surpasses
those in the other three models since the RA model is similar
to the ideal free-space model.
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Figure 7: The BER performance comparison with different
Doppler frequencies in TU channels: (a) 50Hz; (b) 200Hz.

The results for the iterative turbo receiver with MAP-EM
algorithm in the STBC-OFDM system are given for different
models and different Doppler frequencies in Figures 6, 7, 8
and 9 where the performance of the concatenated STBC-BTC
system in an AWGN channel after four iterations [15] is also
shown as a reference. The comparison shows that the pro-
posed BTC-based system outperforms the CTC-based system
in almost any environment, except where the SNR is from
0 dB to 4.5 dB in the 2R model. The SNR improvements at
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Figure 8: The BER performance comparison with different
Doppler frequencies in HT channels: (a) 50Hz; (b) 200Hz.

the fifth iteration and at the BER value of 10−3 for all the
cases considered are shown in Table 2. Clearly, there is an im-
provement of about 0.2 ∼ 3.6 dB. All these results confirm
the validity and advantage of the BTC-based STBC-OFDM
system in dispersive channels. However, in the TU model
(Figures 5b and 7) and HT model (Figure 5c), the proposed
systems also exhibit asymptotic error floors at high SNR val-
ues, which shows the sensitivity of OFDM in the presence of
large Doppler shifts. Then, a single-carrier transmission sys-
tem [16, 17] employing the Alamouti scheme on a block ba-
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Figure 9: The BER performance comparison with different
Doppler frequencies in RA channels: (a) 50Hz; (b) 200Hz.

sis rather than the symbol basis may be a better choice than
OFDM. Here, the OFDM technique is adopted just for a fair
comparison as it is also used in the STBC-OFDM-CTC sys-
tem [11].

5. CONCLUSIONS

The performance of a BTC-based STBC-OFDM system in
dispersive channels has been investigated in this paper.
The good error correcting capability of BTC and the large
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Table 2: SNR improvement of BTC-STBC-OFDM over CTC-STBC-OFDM at the fifth iteration and at the BER of 10−3.

Doppler frequency (Hz)
SNR improvement (dB)

2R model TU model HT model RA model
50 0.3 2.3 1.2 3.5
200 0.2 0.7 0.7 3.6

diversity gain characteristics of STBC can be achieved simul-
taneously. The simple concatenation of STBC and BTC leads
to a better BER performance than that of the CTC-based
STBC-OFDM system using the iterative turbo receiver with
the MAP-EM algorithm in any kind of simulated dispersive
fading channels. Furthermore, since the row (or column) en-
coding (or decoding) of the BTC coding can be implemented
in parallel, the computation efficiency can be further im-
proved. The simulation results confirm the validity of the
proposed system.
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