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Abstract
Quite recently, Alotaibi and Mohiuddine (Adv. Differ. Equ. 2012:39, 2012) studied the
idea of a random 2-normed space to determine some stability results concerning the
cubic functional equation. In this paper, we define and study the concepts of
I-convergence and I*-convergence for double sequences in random 2-normed
spaces and establish the relationship between these types of convergence, i.e., we
show that I*-convergence implies I-convergence in random 2-normed spaces.
Furthermore, we have also demonstrated through an example that, in general,
I-convergence does not imply I*-convergence in random 2-normed spaces.
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1 Introduction
Menger [] generalized the metric axioms by associating a distribution function with each
pair of points of a set. This system, called a probabilistic metric space, originally a statis-
tical metric space, has been developed extensively by Schweizer and Sklar []. The idea
of Menger was to use distribution functions instead of nonnegative real numbers. An im-
portant family of probabilisticmetric spaces are probabilistic normed spaces. Probabilistic
normed spaces are real linear spaces in which the norm of each vector is an appropriate
probability distribution function rather than a number. Such spaces were first introduced
by S̆erstnev in  []. In [], Alsina et al. gave a new definition of PN spaces that includes
S̆erstnev’s and leads naturally to the identification of the principal class of PN spaces,
the Menger spaces. Recently, the concept of probabilistic normed spaces was extended
to random/probabilistic -normed spaces by Golet [] using the concept of -norm of
Gähler [].
The concept of statistical convergence for sequences of real numbers was introduced

by Fast [] in , and since then several generalizations and applications of this notion
have been investigated by various authors (see [–]). The notion of statistical conver-
gence is a very useful functional tool for studying the convergence problems of numeri-
cal sequences/matrices (double sequences) through the concept of density. The concept
of I-convergence, which is a generalization of statistical convergence, was introduced by
Kastyrko, Salat andWilczynski [] by using the ideal I of subsets of the set of natural num-
bers N and further studied in [–] and references therein. Recently, Şahiner et al. [],
and Gürdal and Acik [] studied ideal convergence and I-Cauchy sequences respectively
in -normed spaces, and also Gürdal and Pehlivan [] studied statistical convergence in
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a -Banach space. Most recently, Alotaibi and Mohiuddine [] determined the stability
of a cubic functional equation in a random -normed space.
In this paper, we study the concept of I-convergence and I*-convergence in a more

general setting, i.e., in a random -normed space. We discuss the relationship between
I-convergence and I*-convergence and prove some interesting results.

2 Definitions, notations and preliminary results
In this section, we recall some basic definitions and notations which form the background
of the present work.
A distribution function is an element of �+, where �+ = {f : R → [, ]; f is left-

continuous, nondecreasing, f () =  and f (+∞) = }, and the subset D+ ⊆ �+ is the set
D+ = {f ∈ �+; l–f (+∞) = }. Here l–f (+∞) denotes the left limit of the function f at the
point x. The space �+ is partially ordered by the usual pointwise ordering of functions,
i.e., f ≤ g if and only if f (x) ≤ g(x) for all x ∈R. For any a ∈R, εa is a distribution function
defined by

εa(x) =

⎧⎨
⎩ if x ≤ a;

 if x > a.

The set �, as well as its subsets, can be partially ordered by the usual pointwise order: in
this order, ε is the maximal element in �+.
A triangle function is a binary operation on �+, namely a function τ : �+ × �+ → �+,

that is associative, commutative, nondecreasing, and has ε as unit; that is, for all f , g,h ∈
�+, we have:

(i) τ (τ (f , g),h) = τ (f , τ (g,h)),
(ii) τ (f , g) = τ (g, f ),
(iii) τ (f , g) = τ (g, f ) whenever f ≤ g ,
(iv) τ (f , ε) = f .
A t-norm is a binary operation ∗ : [, ]× [, ] → [, ] such that for all a,b, c,d ∈ [, ]

we have:
(i) ∗ is associative and commutative, (ii) ∗ is continuous, (iii) a ∗  = a, (iv) a ∗ b ≤ c ∗ d

whenever a ≤ c and b ≤ d.
The concept of a -normed space was first introduced by Gähler [].
Let X is a linear space of a dimension d, where  ≤ d < ∞. A -norm on X is a function

‖·, ·‖ : X × X → R satisfying the following conditions: for every x, y ∈ X, (i) ‖x, y‖ =  if
and only if x and y are linearly dependent; (ii) ‖x, y‖ = ‖y,x‖; (iii) ‖αx, y‖ = |α|‖x, y‖, α ∈R;
(iv) ‖x + y, z‖ ≤ ‖x, z‖ + ‖y, z‖. In this case (X,‖·, ·‖) is called a -normed space.

Example . Take X =R
 being equipped with the -norm ‖x, y‖ = the area of the paral-

lelogram spanned by the vectors x and y, which may be given explicitly by the formula

‖x, y‖ = |xy – xy|, where x = (x,x), y = (y, y).

Recently, Goleţ [] introduced the notion of a random -normed space as follows.
Let X be a linear space of a dimension greater than one, τ a triangle function, and F :

X × X → �+. Then F is called a probabilistic -norm on X and (X,F , τ ) a probabilistic
-normed space if the following conditions are satisfied:

http://www.advancesindifferenceequations.com/content/2012/1/149
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(i) Fx,y(t) = ε(t) if x and y are linearly dependent, where Fx,y(t) denotes the value of Fx,y

at t ∈R,
(ii) Fx,y 	= ε if x and y are linearly independent,
(iii) Fx,y =Fy,x for every x, y in X ,
(iv) Fαx,y(t) =Fx,y( t

|α| ) for every t > , α 	=  and x, y ∈ X ,
(v) Fx+y,z ≥ τ (Fxz,Fyz) whenever x, y, z ∈ X .

If (v) is replaced by

(v′) Fx+y,z(t + t) ≥Fx,z(t) ∗Fy,z(t), for all x, y, z ∈ X and t, t ∈R
+
 ,

then triple (X,F ,∗) is called a random -normed space (for short, RTN-space).

Example . Let (X,‖·, ·‖) be a -normed space with ‖x, z‖ = ‖xz – xz‖, x = (x,x),
z = (z, z) and a ∗ b = ab for a,b ∈ [, ]. For all x ∈ X, t >  and nonzero z ∈ X, consider

Fx,z(t) =

⎧⎨
⎩

t
t+‖x,z‖ if t > ,

 if t ≤ .

Then (X,F ,∗) is a random -normed space.

Remark . Note that every -normed space (X,‖·, ·‖) can be made a random -normed
space in a natural way, by setting Fx,y(t) = ε(t – ‖x, y‖), for every x, y ∈ X, t >  and a ∗ b =
min{a,b}, a,b ∈ [, ].

In , Pringsheim [] introduced the notion of convergence of double sequences as
follows: A double sequence x = (xjk) is said to converge to the limit L in Pringsheim’s sense
(shortly, P-convergent to L) if for every ε >  there exists an integerN such that |xjk –L| < ε

whenever j,k >N . In this case L is called the P-limit of x.
Let K ⊆ N × N be a two-dimensional set of positive integers and let Km,n = {(j,k) : j ≤

m,k ≤ n}. Then the two-dimensional analogue of natural density can be defined as follows.
In case the sequence (K(m,n)/mn) has a limit in Pringsheim’s sense, then we say that K

has a double natural density and is defined as

P- lim
m,n

K(m,n)
mn

= δ(K).

For example, let K = {(i, j) : i, j ∈N}. Then

δ(K) = P- lim
m,n

K(m,n)
mn

≤ P- lim
m,n

√
m

√
n

mn
= ,

i.e., the set K has double natural density zero, while the set {(i, j) : i, j ∈ N} has double
natural density 

 .
Statistical convergence for double sequences x = (xjk) of real numbers was introduced

and studied by Mursaleen and Edely [] and in intuitionistic fuzzy normed spaces by
Mursaleen and Mohiuddine [].

http://www.advancesindifferenceequations.com/content/2012/1/149
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A real double sequence x = (xjk) is said to be statistically convergent to the number � if
for each ε >  the set

{
(j,k), j ≤ m and k ≤ n : |xjk – �| ≥ ε

}
has double natural density zero. In this case we write st- limj,k xjk = � and denote the set
of all statistically convergent double sequences.
If X is a non-empty set, then a family of subsets of X is called an ideal in X if and only

if
(a) ∅ ∈ I ,
(b) A,B ∈ I implies A∪ B ∈ I ,
(c) for each A ∈ I and B ⊂ A we have B ∈ I ,

I is called a nontrivial ideal if X ∈ I 	= ∅ and P(X) is the power set of X.
Let X be a non-empty set. A non-empty family of sets F ⊂ P(X) is called a filter on X if

and only if
(a) ∅ 	∈ F ,
(b) A,B ∈ F implies A∩ B ∈ F ,
(c) for each A ∈ F and B⊃ A we have B ∈ F .
A nontrivial ideal I in X is called an admissible ideal if it is different from P(N) and

contains all singletons, i.e., {x} ∈ I for each x ∈ X.
Let I ⊂ P(X) be a nontrivial ideal. Then a class F(I) = {M ⊂ X :M = X \A, for some A ∈

I} is a filter on X, called the filter associated with the ideal I .
An admissible ideal I ⊂ P(N) is said to satisfy the condition (AP) if for every sequence

(An)n∈N of pairwise disjoint sets from I there are sets Bn ⊂N, n ∈N such that the symmet-
ric difference An � Bn is a finite set for every n and

⋃
n∈N Bn ∈ I .

Let I be a nontrivial ideal of N. A sequence x = (xk) is said to be I-convergent [] to
L ∈ X if, for each ε > , the set {k ∈N : |xk – �| ≥ ε} ∈ I . In this case we write I- limx = L.

3 Main results
In this section, we study the concept of I-convergence and I*-convergence of double se-
quences in a random -normed space. We shall assume throughout this paper that I as a
nontrivial ideal in N×N and (X,F ,∗) is a random -normed space.
We define:

Definition . A double sequence x = (xjk) is convergent in (X,F ,∗) or simply (F )-
convergent to � if, for every ε > , θ ∈ (, ), there exists a positive integer N such
that Fxjk–�,z(ε) >  – θ whenever j,k ≥ N and nonzero z ∈ X. In this case we write
(F )- limj,k→∞ xjk = � and � is called the F -limit of x = (xjk).

Definition . Let I a be nontrivial ideal of N×N. A double sequence x = (xjk) is said to
be I-convergent in (X,F ,∗) or simply IF -convergent to � if for every ε > , t ∈ (, ) and
nonzero z ∈ X, we have A(ε, t) ∈ I , where

A(ε, t) =
{
(j,k) ∈N×N :Fxjk–�,z(ε)≤  – t

}
.

In this case we write IF - limx = ξ .

http://www.advancesindifferenceequations.com/content/2012/1/149
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Definition . We say that a double sequence x = (xjk) is said to be I*-convergent in
(X,F ,∗) or simply I*

F -convergent to � if there exists a subsetK = {(jm,km) : j < j < · · · ;k <
k < · · · } of N × N such that K ∈ F(I) (i.e., N × N \ K ∈ I) and F- limm xjmkm = �. In this
case we write I*

F - limx = � and � is called the I*
F -limit of the double sequence x = (xjk).

Theorem . If a double sequence x = (xjk) is IF -convergent, then IF -limit is unique.

Proof Suppose that IF - limx = � and IF - limx = �. Given ε > , choose s >  such that
( – s) ∗ ( – s) >  – ε. Then, for any t >  and nonzero z ∈ X, define the following sets as:

D′
F (s, t) =

{
(j,k) ∈N×N :Fxjk–�,z(t)≤  – s

}
,

D′′
F (s, t) =

{
(j,k) ∈N×N :Fxjk–�,z(t) ≤  – s

}
.

SinceIF - limx = �, we haveD′
F (s, t) ∈ I . SimilarlyIF - limx = � implies thatD′′

F (s, t) ∈ I .
Now let DF (s, t) = D′

F (s, t) ∪ D′′
F (s, t). Then from the definition of I , DF (s, t) ∈ I ,

and hence its compliment DC
F (s, t) is a non-empty set which belongs to F(I). Now, if

(j,k) ∈N×N \DF (s, t), then we have

F�–�,z(t)≥Fxjk–�,z(t/) ∗Fxjk–�,z(t/) > ( – s) ∗ ( – s) >  – ε.

Since ε >  was arbitrary, we get F�-�,z(t) =  for all t >  and nonzero z ∈ X. Hence
� = �.
This completes the proof of the theorem. �

Theorem . Let I be an admissible ideal. If a double sequence x = (xjk) is (F )-convergent
to �, then it is IF -convergent to the same limit. But the converse need not be true.

Proof Let (F )- limx = �. Then for every ε > , t >  and nonzero z ∈ X, there is a positive
integer N such that

Fxjk–�,z(t) >  – ε

for all j,k ≥N . Since the set

A(ε) :=
{
(j,k) ∈N×N :Fxjk–�,z(ε) ≤  – ε

}
is contained in S × S, where S = {, , , . . . ,N – } and the ideal I is admissible, A(ε) ∈ I .
Hence IF - limx = �.
For the converse, we construct the following example.

Example . Let X = R
, with the -norm ‖x, z‖ = |xz – xz|, x = (x,x), z = (z, z),

and a ∗ b = ab for all a,b ∈ [, ]. Let Fx,z(t) = t
t+‖x,z‖ for all x, y ∈ X, t > . Now we define a

double sequence x = (xjk) by

xjk =

⎧⎨
⎩(jk, ) if j and k are squares;

(, ) otherwise.

http://www.advancesindifferenceequations.com/content/2012/1/149
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Write

Km,n(ε, t) :=
{
j ≤ m,k ≤ n :Fxjk–�,z(t)≤  – ε

}
,  < ε < ;� = (, ).

We see that

Fxjk–�,z(t) =

⎧⎨
⎩

t
t+jkz

if j and k are squares;

 otherwise.

Taking limit j,k → ∞, we get

lim
j,k→∞

Fxjk–�,z(t) =

⎧⎨
⎩ if j and k are squares;

 otherwise.

Hence, a double sequence x = (xjk) is not convergent in (X,F ,∗). But if we take I =
I(δ) = {A ⊂ N × N : δ(A) = }, then since Km,n(ε, t) ⊂ {(, ), (, ), (, ), (, ), . . .},
δ(Km,n(ε, t)) = , that is, IF - limx = �.

This completes the proof of the theorem. �

Theorem. Let I be an admissible ideal and x = (xjk) be a double sequence. If I*
F - limx =

� then IF - limx = �.

Proof Suppose that I*
F - limx = �. Then there exists a subsetK = {(jm,km) : j < j < · · · ;k <

k < · · · } of N×N such that K ∈ F(I) (i.e., N×N \ K ∈ I) and F- limm xjmkm = �. But, for
each ε >  and t >  there exists N ∈ N such that Fxjmkm–�,z(t) >  – ε for all m > N . Since
{(jm,km) ∈ K : Fxjmkm–�,z(t) ≤  – ε} is contained in {j < j < · · · < jN–} ∪ {k < k < · · · <
kN–} and the ideal I is admissible, we have

{
(jm,km) ∈ K :Fxjmkm–�,z(t) ≤  – ε

} ∈ I .

Thus

{
(j,k) ∈:Fxjk–�,z(t) ≤  – ε

} ⊆H ∪ {j < j < · · · < jN–} ∪ {k < k < · · · < kN–} ∈ I

for all ε >  and t > . Therefore, we conclude that IF - limx = �.
This completes the proof of the theorem. �

The following example shows that the converse of the above theorem need not be true.

Example . Let X = R
, with the -norm ‖x, z‖ = |xz – xz|, x = (x,x), z = (z, z),

and a ∗ b = ab for all a,b ∈ [, ]. Define Fx,z(t) = t
t+‖x,z‖ for all x, y ∈ X and t > . Then

(X,F ,∗) is a RTN-space. Let N × N =
⋃

i,j �ij be a decomposition of N × N such that,
for any (m,n) ∈ N × N each �ij contains infinitely many (i, j)’s, where i ≥ m, j ≥ n and
�ij ∩ �mn = ∅ for (i, j) 	= (m,n). Now we define a double sequence x = (xmn) by xmn = ( ij , )
if (m,n) ∈ �ij. Then Fxmn ,z(t) –→  asm,n→ ∞. Hence IF - limm,n xmn = .

http://www.advancesindifferenceequations.com/content/2012/1/149
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On the other hand, suppose that I*
F - limm,n xmn = . Then there exists a subset K =

{(mj,nj) :m <m < · · · ;n < n < · · · } of N × N such that K ∈ F(I) and F- limj xmjnj = .
Since K ∈ F(I), there is a set H ∈ I such that K =N×N \H . Now, from the definition of
I , there exists say p,q ∈N such that

H ⊂
( p⋃
m=

( ∞⋃
n=

�mn

))
∪

( q⋃
n=

( ∞⋃
m=

�mn

))
.

But �p+,q+ ⊂ K , therefore xmjnj = ( 
(p+)(q+) , ) >  for infinitely many (mj,nj)’s from K

which contradicts F- limj xmjnj = . Therefore, the assumption I*- limm,n xmn =  leads to
the contradiction. Hence the converse of the Theorem . need not be true.

Now the question arises under what condition the converse may hold. The following
theorem shows that the converse holds if the ideal I satisfies the condition (AP).
An admissible ideal I ⊂ P(N × N) is said to satisfy the condition (AP) if, for every se-

quence (An)n∈N of pairwise disjoint sets from I , there are sets Bn ⊂N, n ∈N such that the
symmetric difference An � Bn is a finite set for every n and

⋃
n∈N Bn ∈ I .

Theorem . Suppose the ideal I satisfies the condition (AP). If x = (xjk) is a double se-
quence in X such that IF - limx = �, then I*

F - limx = �.

Proof Suppose I satisfies the condition (AP) and IF - limx = �. Then, for each ε > , t > 
and nonzero z ∈ X, we have

{
(j,k) ∈N×N :Fxjk–�,z(t) ≤  – ε

} ∈ I .

We define the set Ap for p ∈N, t >  and z ∈ X as

Ap =
{
(j,k) ∈ N×N :  –


p

≤Fxjk–�,z(t) <  –


p + 

}
.

Obviously, {A,A, . . .} is countable and belongs to I , and Ai ∩Aj = ∅ for i 	= j. By the con-
dition (AP), there is a countable family of sets {B,B, . . .} ∈ I such that the symmetric
difference Ai � Bi is a finite set for each i ∈ N and B =

⋃∞
i= Bi ∈ I . From the definition of

the associated filter F(I) there is a set K ∈ F(I) such that K =N×N \B. To prove the the-
orem it is sufficient to show that the subsequence (xjk)(j,k)∈K is convergent to � in (X,F ,∗).
Let s >  and t > . Choose q ∈N such that 

q < s. Then

{
(j,k) ∈N×N :Fxjk–�,z(t) ≤  – s

} ⊂
{
(j,k) ∈N×N :Fxjk–�,z(t)≤  –


q

}
⊂

q+⋃
i=

Ai.

Since Ai � Bi, i = , , . . . ,q +  are finite, there exists (j,k) ∈N×N such that

(q+⋃
i=

Bi

)
∩ {

(j,k) : j ≥ j and k ≥ k
}
=

(q+⋃
i=

Ai

)
∩ {

(j,k) : j ≥ j and k ≥ k
}
. (.)

http://www.advancesindifferenceequations.com/content/2012/1/149
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If j ≥ j, k ≥ k and (j,k) ∈ K , then (j,k) 	∈ ⋃q+
i= Bi. Therefore by (.), we have (j,k) 	∈⋃q+

i= Ai. Hence, for every j ≥ j, k ≥ k and (j,k) ∈ K , we haveFxjk–�,z(t) > – s. Since s was
arbitrary, we have I*

F - limx = �.
This completes the proof of the theorem. �
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8. Çolak, R, Bektaş, CA: λ-statistical convergence of order α . Acta Math. Sci., Ser. B 31(3), 953-959 (2011)
9. Fridy, JA: On statistical convergence. Analysis 5, 301-313 (1985)
10. Karakaya, V: Some geometric properties of sequence spaces involving lacunary sequence. J. Inequal. Appl. 2007,

Article ID 81028 (2007)
11. Mohiuddine, SA, Danish Lohani, QM: On generalized statistical convergence in intuitionistic fuzzy normed space.

Chaos Solitons Fractals 42, 1731-1737 (2009)
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