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An algorithm for the segmentation of fingerprints and a criterion for evaluating the block feature are presented. The segmentation
uses three block features: the block clusters degree, the blockmean information, and the block variance. An optimal linear classifier
has been trained for the classification per block and the criteria of minimal number of misclassified samples are used. Morphology
has been applied as postprocessing to reduce the number of classification errors. The algorithm is tested on FVC2002 database,
only 2.45% of the blocks are misclassified, while the postprocessing further reduces this ratio. Experiments have shown that the
proposed segmentation method performs very well in rejecting false fingerprint features from the noisy background.
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1. INTRODUCTION

The segmentation of fingerprint images is an important step
in an automatic fingerprint recognition system. A captured
fingerprint image usually consists of two components which
are called the foreground and the background. The fore-
ground is the component that originated from the contact
of a fingertip with the sensor [1]. The noisy area at the bor-
ders of the image is called the background. The aim of seg-
mentation of fingerprint images is to separate the fingerprint
foreground area from the background area. Most feature-
extraction algorithms extract a lot of false features when ap-
plied to the noisy background area. So accurate segmentation
is especially important for the reliable extraction of features
like minutiae and singular points. And after segmentation,
the images needed to be enhanced are smaller, so the time
needed to enhance is less.

Several approaches to fingerprint image segmentation
are known from literature. In [1], Bazen and Gerez proposed

a segmentation algorithm based on pixels features, using the
criterion of Rosenblatt’s perceptron to classify the pixels. The
disadvantage of this algorithm is its low speed as it is based
on pixels features and moderate performance. The error rate
of this algorithm is 6.8%. In [2], the fingerprint is partitioned
in blocks of 16 × 16 pixels. Then, each block is classified ac-
cording to the distribution of the gradients in that block. In
[3], the previous method is extended by excluding blocks in
which gray-scale variance is lower than some threshold. The
shortcoming of the above two methods is its moderate seg-
mentation performance. In [4], an adaptive algorithm for
uneven background removing at image segmentation base
on morphological transformation is presented, but the au-
thors did not give out the detailed experimental results and
performance analysis.

In this paper, an algorithm for the segmentation of fin-
gerprints is presented. The algorithm is based on block fea-
tures so the speed is faster than [1]. The segmentation uses
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Figure 1: Framework of the segmentation algorithm.

three block features, being the block clusters degree, the
block mean information, and the block variance. An opti-
mal linear classifier has been trained for the classification per
block and the criteria of minimal number of misclassified
samples are used. The proposed algorithm has excellent seg-
mentation performance, only 2.45% of the blocks are mis-
classified on FVC2002 database (DB), while the postprocess-
ing further reduces this ratio.

This paper is organized as follows. First, Section 2 dis-
cusses the block features extraction and linear classification,
then Section 3 presents our detailed experimental results; fi-
nally, we conclude in Section 4.

2. BLOCK FEATURES EXTRACTION AND LINEAR
CLASSIFICATION

Steps of our fingerprint segmentation algorithm are shown
in Figure 1. The fingerprint is partitioned into blocks ofw×w
pixels (w = 12 in our algorithm).We select three features that
contain useful information for segmentation. These three
features are the block clusters degree, the block mean infor-
mation, and the block variance. An optimal linear classifica-
tion is used for our segmentation algorithm. Morphological
postprocessing is applied to reduce classification errors.

2.1. Feature extraction

The aim of feature extraction is to acquire a group of most
optimal features for classification. Here we give a criterion
for evaluating a feature which is the classification error rate
of the feature. The classification error rate Err is computed as
follows:

Err = Nerr

Ntotal
= p

(
ω0|ω1

)
+ p
(
ω1|ω0

)
, (1)

where ω0 represent background class, while ω1 represent
foreground class.

We select three block features: the block clusters degree,
the blockmean information, and the block variance. In order
to evaluate these features, we randomly select fingerprints
as samples in FVC2002 [5] DB3, and these fingerprints had
been segmented manually. On the other hand, in order to
verify whether these block features can be generalized to seg-
ment the fingerprints captured from other sensors, we also
select samples from FVC2002 DB1, DB2, and DB4. Accord-
ing to the quality of fingerprints, we select 30 fingerprints in
DB3 as samples because of its lower quality, 5 fingerprints in
DB1 as samples because of its higher quality, and 10 finger-
prints in DB2 and DB4 as samples because of their moderate
quality. All of these samples had been segmented manually.
In FVC2002, three different scanners and the synthetic fin-
gerprint generator (SFinGe) were used to collect fingerprints

DB1 DB2

DB3DB4

Figure 2: One fingerprint image from each database.

(see Table 1). Figure 2 shows an image for each database
at the same scale factor. Two examples of fingerprints seg-
mented manually of DB3 are shown in Figure 3.

2.1.1. The block clusters degree CluD

The block clusters degree CluD measures how well the ridge
pixels are clustering. It is mainly used for this case as in
Figure 4.

Using I as the intensity of image, the block clusters degree
is defined as follows:

CluD =
∑

i, j∈Block
sign

(
Ii j , Im gmean

) · sign(Dij , ThreCluD
)
,

(2)

where

Dij =
i+2∑

m=i−2

j+2∑
n= j−2

sign
(
Imn, Im gmean

)
,

sign(α,β) =

1 if (α < β),

0 otherwise,

(3)

Im gmean is the intensity mean of the whole image. The mean-
ing of Dij can be seen in Table 2. ThreCluD is an empirical
parameter, ThreCluD = 15 in our algorithm.
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Table 1: Scanners/technologies used for the collection of FVC2002 databases.

DB Technology Scanner Image size resolution

DB1 Optical Identix TouchView II 388× 374, 500 dpi

DB2 Optical Biometrika FX2000 296× 560, 569 dpi

DB3 Capacitive Precise Biometrics 100SC 300× 300, 500 dpi

DB4 Synthetic SFinGe v2.51 288× 384, 500 dpi

(a) Original fingerprint. (b) Fingerprint
segmented manually.

(c) Original fingerprint. (d) Fingerprint
segmented manually.

Figure 3: Two examples of fingerprints and segmented fingerprints
of DB3.

(a) (b)

Figure 4: The illustration of block clusters degree: (a) CluD is big-
ger and (b) CluD is smaller.

As we select 30 samples in DB3, the size of DB3 finger-
print images is 300×300, hence the total number of the sam-

Table 2: 25 pixels centered pi j for computing Dij .

Pi−2 j−2 Pi−2 j−1 Pi−2 j Pi−2 j+1 Pi−2 j+2

Pi−1 j−2 Pi−1 j−1 Pi−1 j Pi+1 j+1 Pi−1 j+2

Pij−2 Pij−1 Pij Pi j+1 Pij+2

Pi+1 j−2 Pi+1 j−1 Pi+1 j Pi+1 j+1 Pi+1 j+2

Pi+2 j−2 Pi+2 j−1 Pi+2 j Pi+2 j+1 Pi+2 j+2

ples’ blocks is (300/12)× (300/12)× 30 = 625× 30 = 18750.
From Figure 5, we can find that the feature of block clus-
ters degree has excellent classification performance for DB3.
When threshold = 2, we can get the minimal error rate Err
of this feature as Err = 1218/18750 = 0.06496.

This block feature is also used for segmenting the finger-
print images captured from other sensors.

(1) As we select 5 samples in DB1, the size of DB1 fin-
gerprint images is 388 × 374, hence the total number of the
samples’ blocks is (388/12)×(374/12)×5 = 1056×5 = 5280.
Figure 6 show the feature of block clusters degree of DB1
samples. When threshold = 1, we can get the minimal error
rate Err of this feature as Err = 577/5280 = 0.10928.

(2) As we select 10 samples in DB2, the size of DB2 finger-
print images is 296×560, hence the total number of the sam-
ples’ blocks is (296/12)×(560/12)×10 = 1175×10 = 11750.
Figure 7 show the feature of block clusters degree of DB2
samples. When threshold = 1, we can get the minimal error
rate Err of this feature as Err = 568/11750 = 0.04834.

(3) As we select 10 samples in DB4, the size of DB4 finger-
print images is 288×384, hence the total number of the sam-
ples’ blocks is (288/12)× (384/12)× 10 = 768× 10 = 7680.
Figure 8 show the feature of block clusters degree of DB4
samples. When threshold = 1, we can get the minimal error
rate Err of this feature as Err = 781/7680 = 0.10169.

2.1.2. The blockmean informationMeanI

For most fingerprint sensors, the ridge-valley structures can
be approximated by black and white lines, while the back-
ground, where the finger does not touch the sensor, is rather
white. This means that themean gray value in the foreground
is in general lower, that is, darker gray, than it is in the back-
ground. But in fact there are always some fingerprints that
are too wet or too dry. Examples are shown in Figure 9. So we
cannot only use the block mean, we should take into account
the mean intensity of the whole image. We use the difference
of local block mean and global image mean as the second
feature for fingerprints segmentation.
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Figure 5: The block clusters degree CluD of the samples. The horizontal coordinate represents the value of the block clusters degree, while
the vertical coordinate represents the frequency count of the value.
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Figure 6: The block clusters degree CluD of the samples. The horizontal coordinate represents the value of the block clusters degree while
the vertical coordinate represents the frequency count of the value.
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Figure 7: The block clusters degree CluD of the samples. The horizontal coordinate represents the value of the block clusters degree while
the vertical coordinate represents the frequency count of the value.
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Figure 8: The block clusters degree CluD of the samples. The horizontal coordinate represents the value of the block clusters degree while
the vertical coordinate represents the frequency count of the value.

(a) (b)

Figure 9: Examples of fingerprint: (a) too wet and (b) too dry.

The mean information MeanI for each block is given by

MeanI =
(

1
w ·w

∑
Block

I

)
− Im gmean. (4)

From Figure 10, we also can find that the feature of block
mean information have good classification performance for
DB3. When threshold = 14.5, we can get the minimal error
rate Err of this feature as Err = 2294/18750 = 0.12230.

On the other hand, we also use block mean to segment
the fingerprints. In Figure 11, the feature of block mean of
DB3 samples are shown. When threshold = 101, we can
get the minimal error rate Err of this feature as Err =
2662/18750 = 0.14197. From Figures 10 and 11, we can find
that block mean information MeanI has better classifier per-
formance than block mean.

This block feature is also used for segmenting the finger-
print images captured from other sensors.

(1) Figure 12 shows the feature of block mean informa-
tion of DB1 samples. When threshold = 16.5, we can get the
minimal error rate Err of this feature as Err = 858/5280 =
0.16250.

(2) Figure 13 shows the feature of block mean informa-
tion of DB2 samples. When threshold = 15.5, we can get the
minimal error rate Err of this feature as Err = 1826/11750 =
0.15540.

(3) Figure 14 shows the feature of block mean informa-
tion of DB4 samples. When threshold = 18.5, we can get the
minimal error rate Err of this feature as Err = 1035/7680 =
0.13476.

2.1.3. The block variance Var

The block variance Var is the third feature that is used. In
general, the variance of the ridge-valley structures in the
foreground is higher than the variance of the noise in the
background. The block variance Var for each block is given
by

Var = 1
w ·w

∑
Block

(I −mean)2. (5)

From Figure 15, we can also find that the feature of block
variance have excellent classification performance for DB3.
When threshold= 323, we can get the minimal error rate Err
of this feature as Err = 1396/18750 = 0.07445.

This block feature is also used for segmenting the finger-
print images from other kinds of sensors.

(1) Figure 16 shows the feature of block variance of DB1
samples. When threshold = 486, we can get the minimal er-
ror rate Err of this feature: Err = 536/5280 = 0.10151.

(2) Figure 17 shows the feature of block variance of DB2
samples. When threshold = 165, we can get the minimal er-
ror rate Err of this feature: Err = 1159/11750 = 0.09863.

(3) Figure 18 shows the feature of block variance of DB4
samples. When threshold = 190, we can get the minimal er-
ror rate Err of this feature as Err = 608/7680 = 0.07916.

2.1.4. Summary of block features

Usually, fingerprints captured from different kinds of sen-
sors have different characters. From Table 3, we can find that
CluD has better classification performance for DB2, but Var
has better classification performance for DB4; and CluD and
Var play an equivalently important role in segmention for
DB1 and DB3.
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Figure 10: The blockmean informationMeanI of the samples. The horizontal coordinate represents the value of the blockmean information
while the vertical coordinate represents the frequency count of the value.
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Figure 11: The block mean of the samples. The horizontal coordinate represents the value of the block mean while the vertical coordinate
represents the frequency count of the value.
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Figure 12: The blockmean informationMeanI of the samples. The horizontal coordinate represents the value of the blockmean information
while the vertical coordinate represents the frequency count of the value.
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Figure 13: The blockmean informationMeanI of the samples. The horizontal coordinate represents the value of the blockmean information
while the vertical coordinate represents the frequency count of the value.
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Figure 14: The blockmean informationMeanI of the samples. The horizontal coordinate represents the value of the blockmean information
while the vertical coordinate represents the frequency count of the value.
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Figure 15: The block variance Var of the samples. The horizontal coordinate represents the value of the block variance while the vertical
coordinate represents the frequency count of the value.
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Figure 16: The block variance Var of the samples. The horizontal coordinate represents the value of the block variance while the vertical
coordinate represents the frequency count of the value.
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Figure 17: The block variance Var of the samples. The horizontal coordinate represents the value of the block variance while the vertical
coordinate represents the frequency count of the value.
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Figure 18: The block variance Var of the samples. The horizontal coordinate represents the value of the block variance while the vertical
coordinate represents the frequency count of the value.
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Table 3: Summary of block features Err for each DB.

DB CluD MeanI Var

DB1 0.10928 0.16250 0.10151

DB2 0.04834 0.15540 0.09863

DB3 0.06496 0.12230 0.07445

DB4 0.10169 0.13476 0.07916

2.2. Linear classification design

In this paper, we will follow a supervised approach since the
block features of samples in both areas are available. Using
this method, a classification algorithm can be constructed
that minimizes the probability of misclassifying. Many dif-
ferent classification algorithms exist that can be applied to
this problem. One can for instance think of K-nearest neigh-
bor, neural networks, and so forth to find the optimal de-
cision boundaries [6]. However, it is very important to use
a classification algorithm that has the lowest computational
complexity possible. We have therefore chosen to use a lin-
ear classifier which tests a linear combination of the features
given by

ν = wTx = w0 CluD+w1 MeanI+w2 Var+w3, (6)

where ν is the value to be tested,w = [w0 w1 w2 w3]T is the

weight vector, and x = [CluD MeanI Var 1]T is the feature
vector. Then, using class ω1 for the foreground, class ω0 for
the background, and ω̂ for the assigned class, the following
decision function is applied:

ω̂ =

ω1 if wTx > 0,

ω0 otherwise.
(7)

If the samples are two linearly separable classes, we know
that there exists a vector w, satisfying

wTx > 0 ∀x ∈ ω1,

wTx < 0 ∀x ∈ ω0.
(8)

So we let

x′n =

xi ∀xi ∈ ω1,

−xi ∀xi ∈ ω0,
(9)

then our task is to find a weight vector w, where

wTx′n > 0, n = 1, 2, . . . ,N ; (10)

here N is the number of samples.
In [1], the criterion of Rosenblatt’s perceptron is used to

classify the pixels. But the criterion of Rosenblatt’s percep-
tron is only suited for linearly separable classes, and gener-
ally, samples are not linearly separable, so the classification
performance of [1] is moderate. In our algorithm, we use the
criteria of minimal number of misclassified samples [7] to
classify the blocks.

Using the form of matrix, (10) can be written as follows:

Xw > 0, (11)

where

X =




xT1
xT2
...

xTN


 =




x11 x12 · · · x14
x21 x22 · · · x24
...

...
...

...

xN1 xN2 · · · xN4


 . (12)

In order to make the solution more credible, let

Xw ≥ b > 0. (13)

In general, we let

b =




1

1
...

1



N×1

. (14)

Then the criteria function can be defined as follows:

J(w) = ∥∥(Xw − b)− |xw − b|∥∥2. (15)

If Xw ≥ b, then J(w) = 0, otherwise J(w) > 0. So
the more the number of samples unsatisfied are, the larger
the value of J(w) is. Then our aim is to find a vector w to
make the value of J(w) minimal. We use the conjugate gra-
dient algorithm [8]; for the detailed steps of algorithm see
[8].

2.3. Postprocessing

Unlike other images, fingerprint image has its own charac-
teristics [9]. It is valuable to introduce human knowledge
into the processing and postprocessing of the fingerprint im-
ages. More compact clusters can be obtained by a number of
different postprocessing methods. It is possible to use either
boundary-based methods like curve fitting and active con-
tour models, or region-based methods like region growing
and morphology [10]. We have chosen to apply morphol-
ogy to the classification estimate. It reduces the number of
false classifications. First, small clusters that are incorrectly
assigned to the foreground are removed by means of an open
operation [4]. Next, small clusters that are incorrectly as-
signed to the background are removed by a close operation.
After the morphological processing, we connect the edges
and corners using the lines.

Two examples of the postprocessing are shown in Figure
19. The segmented result is the fingerprint image bounded
by blue line.

3. EXPERIMENTAL RESULTS

The segmentation algorithm was tested on 4 databases of
FVC2002. All the experiments were done in Pentium 4 CPU
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(a) Before postprocessing. (b) After postprocessing. (c) Before postprocessing. (d) After postprocessing.

Figure 19: Two examples of the postprocessing.

Table 4: Segmentation time in P4 2.4GHz PC for each DB (sec-
onds).

Segmentation time DB1 DB2 DB3 DB4

Segmentation time of
0.018 0.019 0.015 0.016

our algorithm (s)

Segmentation time used in
0.125 0.145 0.094 0.110

the algorithm in [1] (s)

2.4 GHz PC. Table 4 gives the time needed to segment a fin-
gerprint image for each DB of FVC2002. Meanwhile, in or-
der to compare the proposed algorithm with [1], we have
done some experiments that used the algorithm in [1]. From
Table 4, we can conclude that our algorithm is enormously
faster than [1].

3.1. The result of FVC2002 DB3

Firstly, the segmentation algorithm has been trained on these
30 fingerprint samples. The weight vector of the trained re-
sults is

wT = (w0,w1,w2,w3
) = (1.152,−0.433, 0.067,−24.0).

(16)

Then we use this weight vector for classification by ex-
pression (7), the computed results is shown in Figure 20. We
can find that our classifier have excellent classification per-
formance.

In Figure 21, segmentation results are shown for three
fingerprints from FVC2002 DB3 using the proposed algo-
rithm. Figure 21a is from the training data, while Figures
21b and 21c are from the test data. Human inspection shows
that our algorithm provides satisfactory results. Meanwhile
in Figure 22, we have given out segmentation results of the
same three fingerprints using the algorithm in [1]. From
Figure 22, we find that the segmentation results of our al-
gorithm are better than the results of [1].

Apart from human inspection, we can quantitatively
evaluate the results of a segmentation algorithm. The num-
ber of classification errors could be used as a performance
measure. This is exactly the measure that was used during

training:

p
(
ω0|ω1

) = numerror classification

numtotal foreground blocks

= 335
9309

= 0.0359,

p
(
ω1|ω0

) = numerror classification

numtotal background blocks

= 328
9441

= 0.0347,

Err = numerror classification

numtotal blocks
= 663
18750

= 0.0353.

(17)

Here Err is the value before morphological postprocess-
ing; after postprocessing, the error rate will become smaller.

3.2. The result of FVC2002 DB1

Using the method above, the weight vector of trained results
is

wT = (w0,w1,w2,w3
) = (3.723,−0.389, 0.071,−12.6).

(18)

The computed results are shown in Figure 23 and seg-
mentation results are shown for three fingerprints from
FVC2002 DB1 in Figure 24.

The error rate of DB1 is the following:

p
(
ω0|ω1

) = 39
2802

= 0.0139,

p
(
ω1|ω0

) = 56
2478

= 0.0225,

Err = 95
5280

= 0.0180.

(19)

3.3. The result of FVC2002 DB2

The weight vector of trained results is

wT = (w0,w1,w2,W3
)

= (2.342,−0.793, 0.046,−11.9). (20)

The computed results are shown in Figure 25 and seg-
mentation results are shown for three fingerprints from
FVC2002 DB2 in Figure 26.
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Figure 20: The value of the (a) background and (b) foreground class in the linear classification in FVC2002 DB3.

(a) (b) (c)

Figure 21: Segmentation results of three fingerprints from FVC2002 DB3 using our algorithm: (a) is from the training data, (b) and (c) are
from the test data.

Figure 22: Segmentation results of three fingerprints from FVC2002 DB3 using the algorithm in [1].

The error rate of DB2 is the following:

p
(
ω0|ω1

) = 226
7346

= 0.0307,

p
(
ω1|ω0

) = 118
4404

= 0.0268,

Err = 344
11750

= 0.0293.

(21)

3.4. The result of FVC2002 DB4

The weight vector of trained results is

wT = (w0,w1,w2,w3
)

= (5.701,−0.263, 0.036,−10.5). (22)

The computed results are shown in Figure 27 and seg-
mentation results are shown for three fingerprints from
FVC2002 DB4 in Figure 28.
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Figure 23: The value of the (a) background and (b) foreground class in linear classification in FVC2002 DB1.

(a) (b) (c)

Figure 24: Segmentation results of three fingerprints from FVC2002 DB1: (a) is from the training data, (b) and (c) are from the test data.
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Figure 25: The value of the (a) background and (b) foreground class in linear classification in FVC2002 DB2.
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(a) (b) (c)

Figure 26: Segmentation results of three fingerprints from FVC2002 DB2: (a) is from the training data, (b) and (c) are from the test data.
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Figure 27: The value of the (a) background and (b) foreground class in linear classification in FVC2002 DB4.

The error rate of DB4 is the following:

p
(
ω0|ω1

) = 24
4060

= 0.0059,

p
(
ω1|ω0

) = 95
3620

= 0.0262,

Err = 119
7680

= 0.0155.

(23)

3.5. Summary on FVC2002

From Table 5, it can be seen that the four classifiers assign
most importance to CluD. From this point, we can get that
the feature of block clusters degree CluD play an important
role in classification. From Table 6, we can conclude that

our algorithm has excellent classification performance. In
the database of FVC2002, only 2.45% of the blocks are mis-
classified, while the postprocessing further reduces this ratio.
Compared with [1], experimental results show that our algo-
rithm is better than [1]. Human inspection has shown that
our algorithm provides accurate high-resolution segmenta-
tion results.

3.6. Segmentation of other fingerprints

The proposed algorithm is also used to segment the fin-
gerprints of National Institute of Standards and Technology
(www.nist.gov). Figure 29 shown two examples of segmented
fingerprints of NIST 27. Human inspection shows that the
algorithm provides satisfactory results.
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Table 5: Results of the linear classifier on FVC2002.

FVC2002 DB
Weight vector

p
(
ω0|ω1

)
p
(
ω1|ω0

)
perror(

w0,w1,w2,w3
)

DB1 (3.723,−0.389, 0.071,−12.6) 0.0139 0.0225 0.0180

DB2 (2.342,−0.793, 0.046,−11.9) 0.0307 0.0268 0.0293

DB3 (1.152,−0.433, 0.067,−24.0) 0.0359 0.0347 0.0353

DB4 (5.701,−0.263, 0.036,−10.5) 0.0059 0.0262 0.0155

Average error rate 0.0216 0.0275 0.0245

Table 6: The comparison of error rates of the proposed algorithm and the algorithm in [1] on FVC2002 DB.

FVC2002 DB DB1 DB2 DB3 DB4 Average error rate

Classification error rates of
0.0180 0.0293 0.0353 0.0155 0.0245

the proposed algorithm

Classification error rates of
0.0565 0.0659 0.0782 0.0532 0.0635

the algorithm in [1]

(a) (b) (c)

Figure 28: Segmentation results of three fingerprints from FVC2002 DB4: (a) is from the training data, (b) and (c) are from the test data.

Figure 29: Segmentation results of two fingerprints from NIST 27; the size of image is 800× 768.
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4. CONCLUSIONS AND FUTUREWORKS

In this paper, an algorithm for the segmentation of finger-
prints and a criterion for evaluating the block feature are
presented. The segmentation uses three block features, be-
ing the block clusters degree, the block mean information,
and the block variance. An optimal linear classifier has been
trained for the classification per block, the criterion of min-
imal number of misclassified samples is used. Morphology
has been applied as postprocessing to obtain compact clus-
ters and to reduce the number of classification errors.

Human inspection has shown that the proposed method
provides accurate high-resolution segmentation results. In
the database of FVC2002, only 2.45% of the blocks are mis-
classified while the postprocessing further reduces this ratio.

Other texture features of the fingerprint images and the
third class representing low quality regions will be investi-
gated in the near future.
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