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Abstract Contaminant leaks released from landfills are a

threat to groundwater quality. The groundwater monitoring

systems installed in the vicinity of such facilities are vital.

In this study the detection probability of a contaminant

plume released from a landfill has been investigated by

means of both a simulation and an analytical model for both

homogeneous and heterogeneous aquifer conditions. Since

the detection probability is a sensitive quantity, we first

compare the two methods for homogeneous aquifer condi-

tions to assess the errors that are encountered by performing

simulations. The analysis shows that the simulation model

yields the detection probabilities of a contaminant plume at

a given monitoring well quite well in the homogeneous

case. For heterogeneous aquifers we apply the approxi-

mated analytical model based on macro-dispersivities. Here

we find that this model is insufficient in monitoring system

design, since the obtained analytical values of the detection

probabilities at a given monitoring well differ significantly

from those computed by simulation.
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Introduction

Contaminants are introduced into the groundwater by

human activities rather than natural ones. Landfills, stor-

age, and transportation of commercial materials, mining,

agricultural operations, interaquifer exchange, and saltwa-

ter intrusion are the major sources of groundwater con-

tamination. Among these, landfills represent a widespread

and significant threat to groundwater quality, human

health, and even more to some of the ecosystems. In

communal language, landfill means waste disposal on land.

However, technically one may define landfill as ‘‘the

engineered deposit of waste onto or into land in such a way

that pollution or harm to the environment is prevented and

through restoration of land provided which may be used for

other purpose’’ (Bagchi 1994). Unfortunately, despite an

ideal site selection and a thriving design, on several

occasions the environmental impact of landfill leakage,

particularly on groundwater quality, has been quite severe.

Works by Mikac et al. (1998), Tatsi and Zouboulis (2002),

Chofqi et al. (2004), are only a few of the countless

examples presented in the literature. The risk of ground-

water contamination can be further reduced by installing a

monitoring system composed of a series of wells located

around the landfill and sampled periodically for contami-

nants. However, it is difficult to ensure that a specific

monitoring system will detect all of the contaminants

released from the landfill because of the numerous and
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significant uncertainties involved. Size and location of the

possible contaminant leak, spatial variability of the

hydrogeological characteristics (which make groundwater

flow and contaminant paths hard to predict), locations,

depths and number of monitoring wells, chemical charac-

teristics of contaminants and sampling procedures are the

sources of uncertainties that have a great influence on the

efficiency of a monitoring system.

Several studies on the monitoring problem have been

presented in the literature. Most of these studies do not

incorporate all the relevant factors due to the complexity of

the issue. In general approaches based on geostatistical

methods (i.e., Rouhani and Hall 1988; Haug et al. 1989),

optimization methods (i.e., Hudak and Loaiciga 1993;

Meyer et al. 1994; Storck et al. 1997), methods based on

extensive simulation (Massmann and Freeze 1987; Meyer

et al. 1994; Storck et al. 1997) and graphical methods

(Hudak 2001, 2002) are used to design monitoring systems.

In this study, the detection probability of a plume released

from a landfill has been investigated by means of both a

simulation and an analytical model. Analytical models are

generally available only for very simplified situations such

as a homogeneous medium and a uniform flow field.

Simulations are used in case of heterogeneous media. The

assumption of homogeneous field conditions in groundwater

flow problems may yield an appropriate approximation in

some situations. In contamination problems, however, the

extent and characteristics of a contaminant plume may be

significantly influenced by the heterogeneous nature of

geologic formations. Areas of low conductivity may slow

the flow and reduce the spreading of a plume, whereas high

conductivity zones may cause channeling of the plume.

These types of regimes cannot be properly analyzed under

assumptions of a homogeneous medium. Still, the signifi-

cance of analytical models should not be underestimated, as

they are important tools to verify the simulations and to

obtain a thorough understanding of the phenomena. The

detection probability is a particularly sensitive quantity;

therefore, we compare its analytical determination with the

results from simulations first for homogeneous aquifers.

Thus, we obtain an idea of the errors that might be

encountered with the simulation model and we have an

opportunity to study the sensitivity of the parameters.

In the second part of the paper, we follow the same

scenario for heterogeneous aquifers. Since there is a general

agreement that conductivity variations play an important

role in contaminant transport, a very primitive assumption

for homogenization of a heterogeneous medium might be to

use an effective conductivity. This may result in an over-

estimation of the velocity and extent of the plume. Conse-

quently, this may result in very conservative and costly

monitoring. On the other hand, if a very small conductivity

is used, non-conservative designs may result in

underestimation of the contaminant plume. In the last two

decades, a significant amount of research has been devoted

to understand the effects of natural heterogeneity on solute

transport and to the development of modeling techniques

which explicitly account for natural heterogeneity (e.g.

Gelhar et al. 1979; Gelhar and Axness 1983; Dagan 1984,

1986 Rubin 1990; Thompson and Gelhar 1990; Vomvoris

and Gelhar 1990; Kapoor and Gelhar 1994a, b; McLaughlin

and Ruan 2001; Hu et al. 2002). Apparently, modeling

of contaminant transport using an advection–dispersion

equation with macro-dispersivities is a common practice.

The macro-dispersion coefficient embodies the effect of

unresolved advective heterogeneity on the spatial second

moment and can be used to describe the average concen-

tration distribution. In this study, the mean concentration

field is determined using the macro-dispersion coefficient in

the analytical model (e.g., Kapoor and Gelhar 1994a, b).

Here the macro-dispersion coefficient is the summation of

the local dispersivities and constant macro-dispersivities as

computed by Gelhar and Axness (1983) and the detection

probability of the contaminant plume is computed for a

homogenized aquifer (it is assumed that the plume traveled

enough correlation scales to reach the asymptotic macro-

dispersivities, which is achieved in the model because the

wells are far enough from the landfill to reach the asymp-

totic regime). The results of the analysis based on the

simulation and analytical models are compared to find the

answers to the following questions: How far an analytical

model can be used in groundwater monitoring system

design while incorporating the effects of various heteroge-

neities on contaminant transport? How accurately can the

detection probability of a contaminant plume by a given

monitoring well be computed by an analytical model, which

uses macro-dispersivities to homogenize the heterogeneity?

How large will be the discrepancies between the results

obtained by the two models (simulation versus analytical)?

The simulation model

A Monte Carlo approach coupled with a two-dimensional

finite difference flow model and a random walk particle-

tracking model (adapted from Elfeki 1996) is used to

simulate a large number of contaminant plumes released

from a landfill. The heterogeneity of the subsurface and the

leak locations are the uncertainties incorporated in the

simulation model.

Two-dimensional groundwater flow model

A two-dimensional steady saturated groundwater flow in an

isotropic heterogeneous aquifer in a rectangular domain of

dimension (0� x� Lx; 0� y� Ly) is given by
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where K is the hydraulic conductivity [L/T] and h is the

hydraulic head [L]. A block-centered five-point finite dif-

ference method is used to solve Eq. 1 under different

boundary conditions and the inter-nodal Darcy’s velocity

and groundwater velocity components are computed

(Elfeki 1996).

Particle-tracking random walk for contaminant

transport

The movement of contaminants in the subsurface is

represented by the advection–dispersion equation. The

contaminant is assumed to be conservative. The two-

dimensional equation in this case is (Bear 1972):
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where C is the concentration of the contaminant at time t at

location (x, y) [M/L3], vx and vy are the average ground-

water flow velocity components in the x- and y-direction

respectively, and Dxx,…,Dyy are the components of the pore

scale hydrodynamic dispersion tensor [L2/T]. The terms Dxy

and Dyx only play a role if the medium is heterogeneous; in

the homogeneous case they are both equal to 0. Having

obtained the velocity field from the flow equation, the

solution of the transport equation can be obtained under

given initial and boundary conditions. In this study, the

random walk particle-tracking model is used since it does

not exhibit numerical dispersion (Kinzelbach 1986).

Probability of detection

A Monte Carlo simulation procedure is used to compute

the detection probability, Pd(mw) of a given monitoring well

(mw). First, a realization of a random hydraulic conduc-

tivity field is generated. After solving the flow model, a

random leak location is generated. Then the random walk

transport model is solved to determine the concentration

field until the plume reaches the compliance boundary.

Finally, the model checks whether the concentration value

at a given monitoring well location exceeds a detection

limit to determine whether a plume is detected.

Detection of a plume by a monitoring well, is defined as

the event where the concentration at the well location,

Cmw = C(xmw, ymw, t) at some time t is equal to or greater

than a given threshold concentration CTH. Therefore the

probability of detection Pd(mw)of a given plume by a given

monitoring well is:

PdðmwÞ ¼ PðCmw�CTH; at some time tÞ ¼ 1

NMC

XNMC

i¼1

I
ðiÞ
d

ð3Þ

Here NMC is the total number of simulated plumes, and I
ðiÞ
d

equals 1 if the simulated plume i is detected by the given

monitoring well, and equals zero otherwise.

The analytical model

Homogeneous aquifers

The concentration at position (x, y) and at time t due to an

instantaneous release of contaminant at location (x0, y0) is

given by (Bear 1972),

Cðx; y; tÞ ¼ M0=ðeHÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4paLvxt
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4paT vxt
p

� exp �ðx� x0 � vxtÞ2

4aLvxt
� ðy� y0Þ2

4aT vxt

" #
ð4aÞ

From this the solution in the case of continuous release

follows by integration:

Cðx;y; tÞ ¼
_M0=ðeHÞ

4pvx
ffiffiffiffiffiffiffiffiffiffi
aLaT
p

Z t

0

1

t� s

� exp �ðx� x0� vxðt� sÞÞ2

4aLvxðt� sÞ � ðy� y0Þ2

4aT vxðt� sÞ

" #
ds

ð4bÞ

Here aL is the longitudinal dispersivity [L], aT is the

transversal dispersivity [L], vx is the plume velocity in

x-direction [L/T], M0 is the injected mass [M], _M0 is the

injected mass rate [M/T], H is the aquifer thickness, e is

the effective porosity. Our motivation to study both the

instantaneous and the continuous release of contamination

is that these are in fact the two extreme cases. In real

landfills the actual process will be somewhere in between

these extreme cases, e.g., a plume of a specific contaminant

in a landfill results from a continuous release at a varying

rate during some period of time.

Note that Eqs. 4a and 4b both give a pointwise con-

centration whereas in the simulation model the concen-

tration is calculated by means of particles in a grid cell.

Hence one must average the concentration over the grid

cells in order to make a fair comparison. Therefore a

weighted average concentration with weights correspond-

ing to Simpson’s 2nd rule is used in the analytical model.

In highly dispersive media and/or far away from the source

the averaging does not make much difference since the

plumes are already quite spread out. However for the
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locations where the plume is very peaked the effect is

noticeable. But even in the region where the averaging

does not matter, Simpson approximation for the integral

over a grid cell gives a small bias.

To find the concentration of a plume resulting from a

continuous leak two different approaches can be taken. The

first approach is to approximate such a plume by repeated

small instantaneous plumes at short time intervals. In fact,

taking the intermittent time intervals shorter and shorter,

apart from inherent numerical instability around the origin,

in this way the exact concentration will be better approxi-

mated. The second approach is to use the approximation of

the concentration by the Hantush well function (Kinzelbach

1986). Calculations with Matlab showed that for wells not

too far from the source, the two approximations are quite

close, but further away the Hantush approximation breaks

down. The Hantush function looks like an elegant closed

form, but the improper integral it contains limits its

numerical application. For large x-values, numerical

breakdown occurs as in the Hantush formula a very large

number is multiplied with a number close to zero.

Heterogeneous aquifers

Heterogeneity can be dealt with by defining the homoge-

neous equivalent properties. The advection–dispersion

equation that includes the effect of the variations of

velocities at the local and regional scale can be written as

(Kapoor and Gelhar 1994a, b):

o �C

ot
þ v

o �C

ox1

� vðAij þ aijÞ
o2 �C

oxioxj
¼ 0 ð5Þ

where �C is the mean concentration at a regional scale [M/L3],

v is the mean regional velocity in the x1 direction [L/T], Aij

and aij are the macro- and local dispersivities [L],

respectively; for the indices i and j the Einstein summation

convention applies. The mean concentration, governed by

Eq. 5 for an instantaneous release of contaminant is assumed

to be Gaussian and the solution can be expressed as:

�Cðx;y; tÞ ¼ M0=ðeHÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pðALþ aLÞvxt
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Theoretically derived AL and AT values are given by

(Gelhar and Axness 1983),

AL ¼ r2
Yk=c2 and AT ¼

r2
YaL

8c2
1þ3

aT

aL

� �
ð7Þ

where k and rY are the correlation length [L] and the

standard deviation of the Y=ln K field. c is a flow factor,

which for the isotropic case is c ¼ 1þ r2
Y=6 and c = 1 if it

is assumed that the local dispersivity aL is small compared

to correlation length k. In this study, c is considered to be 1

since aL is taken in the order of centimeters, while k is in

the order of meters.

Probability of detection

Plumes start from a random location (x0, y0) where x0 is

fixed and y0 is between yc - L and yc ? L where 2L is the

length of the landfill. Detection of such a plume at a well

located at position (xmw, ymw) occurs if the concentration at

the monitoring well C(xmw, ymw, t) is greater than or equal

to the threshold concentration CTH at some moment in

time. By calculating the maximum concentrations on the

line x = xmw the maximum width of the plume (above a

given concentration threshold) at xmw can be found (See

Appendix A).

Define the detection region D(x0, y0, CTH) as the set of

the points (x, y) where at some moment in time a plume

starting from (x0, y0) will be detected at level CTH. Likewise

let the leak region L(xmw, ymw, CTH) be the set of points (x, y)

such that a plume starting from (x, y) will be detected by a

well at location (xmw, ymw). In a homogeneous medium the

shape of a plume is the same whatever its starting point and

the leak region and the detection region for one and the

same point (x, y) are each other’s image under reflection in

the point (x, y) (see Fig. 1). Suppose that the plume

released from (x0, y0) has width 2l at distance xmw from the

source. Any leak on the line x = x0 between ymw - l and

ymw ? l will be detected; any leaks with other y values will

not. The detection probability is thus simply the fraction of

the line segment x = x0, yc � L� y� yc þ L that is covered

by ½ymw � l; ymw þ l�. As long as l\L and ½ymw � l; ymw þ
l� falls completely within ½yc � L; yc þ L�, which happens if

P detection region 
for P

leak region 
for P

including four wells 
that detect

including four leaks 
that will be detected

xmw
2l2L

xmw

y = yc

2l

ymw

Fig. 1 Depiction of detect and leak regions
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yc � Lþ l� ymw� yc þ L� l, the detection probability is

therefore

PdðmwÞ ¼
2l

2L
¼ l

L
: ð8Þ

When calculating the detection probability of a well close

to the boundaries, or in case L� l� 2L, a boundary effect

should be taken into account (See Appendix B). Last of all,

if l [ 2L then any leak within ½yc � L; yc þ L� will be

detected.

Illustrative example

The model domain has size Lx = 500 m and Ly = 400 m

(Fig. 2). The model is discretized with grid cells of 2 m by

2 m in both x- and y- direction. The hypothetical landfill is

located at 30� x� 50 m and 180� y� 220 m in the model

domain. The monitoring wells are located in the rectangle

60� x� 450 m and 180� y� 220 m. In order to achieve a

detailed comparison between analytical and simulation

models in terms of estimated concentrations and detection

probability values the distance between the monitoring

wells is set to 10 m in the x-direction and 2 m in the

y-direction.

The boundary conditions of the groundwater flow are:

zero flux on top and bottom boundaries, and constant

head along left and right boundaries. The head values

at x = 0 m and x = 500 m were chosen to result in a

macroscopically constant hydraulic gradient of 0.001. The

porosity is equal to 0.25. The average conductivity K is set

to 10 m/day and for homogeneous aquifers, the y-location

of the leak is the only random input to the model. For the

heterogeneous aquifer, uncertainties due to leak location

and heterogeneity are considered.

Random conductivity fields are generated using the

turning bands method (Mantoglou and Wilson 1982). The

value of lY is set to 2.3, whereas the variance of Y, r2
Y , is

assigned four different values, namely 0.2, 0.4, 1.0 and 1.5,

respectively. The value of lY = 2.3 corresponds to a geo-

metric mean of the conductivity of 10 m/day; the isotropic

covariance of Y is chosen to be an exponential form with a

correlation length k = 15 m.

For the transport model, a condition of a zero dispersive

flux is imposed on the top and bottom boundaries, and the

initial background concentration in the model domain is set

to zero. Since the flow direction is parallel to the x axis, the

only source dimension that is treated as a random variable is

its y coordinate. Potential leak locations occur along the

down gradient edge of the landfill. The leak is assumed to be

a point source, as it would result in a plume which is most

difficult to detect, and the source location is drawn from a

uniform probability distribution between y coordinates of

180� y� 220 m for each Monte Carlo run. Calculations are

carried out for two types of leak, namely, instantaneous and

continuous leaks. The initial concentration for the instan-

taneous leak is assumed to be 1 mg/l whereas for the con-

tinuous the leak case injection rate is set to 1 mg/l/day. The

threshold concentration at which detection occurs is set at

0.5% of the initial source concentration. Contaminants are

assumed to be completely mixed over the depth of the

aquifer. The ratio between aL and aT is assumed to be 10

(Bear 1972), and aL is set to 0.1 and 0.5 m.

Results and discussion

Assessment of simulations by analytical methods

for the homogeneous case

Instantaneous leak

For sensitivity analysis, 500, 1,000, 2,000, 4,000, and 8,000

particles are used in order to investigate the appropriate

number of particles for estimation of the concentration

field. The simulations are performed for the cases where,

aL = 0.1 m, aT = 0.01 m and aL = 0.5 m, aT = 0.05 m,

respectively. Figure 3 shows the maximum concentration

reached by the plume over time for simulations with dif-

ferent numbers of particles on three different levels for y,

as well as the values that come from the analytical solution

for aL = 0.1 m, aT = 0.01 m. Figure 3 shows simulations

with 500, 1,000, 2,000, 4,000 and 8,000 particles. The

plume edge (which occurs around y = 204 m) is the best

using 8,000 particles. Since simulations using 8,000 parti-

cles are computationally very expensive, 2,000 particles

are used in the rest of the analysis.

0 50 100 150 200 250 300 350 400 450 500

100

50

0

150

200

250

300

350

400

Flow

(m
)

(m)

landfill monitoring wells

Fig. 2 Flow and transport domain with 840 monitoring wells
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Concentrations obtained by simulation are accurate over

most of the plume length. However, near the source there is

a slight discrepancy between the simulation and analytical

models especially when the dispersivity is low. The plumes

are narrow close to the source and widen as they move

away. Therefore, close to the source the concentration

determined by the analytical model is more peaked. The

averaging of the analytical solution using Simpson’s rule

overestimates the average concentration. This leads to

higher discrepancy between the two models in the low
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Fig. 3 Maximum
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aL = 0.1 m, aT = 0.01 m for

longitudinal sections along

a y = 200 m, b y = 202 m

and c y = 204 m
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dispersive medium (aL = 0.1 m, aT = 0.01 m, shown in

Fig. 3) compared to the highly dispersive medium

(aL = 0.5 m, aT = 0.05 m, not shown).

Figure 4 shows a comparison of detection probabilities

computed by the simulation and the analytical model at the

selected wells for both dispersivity cases. The possible leak

locations are now located at x = 50 m and randomly dis-

tributed over 180� y� 220 m. The values estimated by the

simulation model are compatible with those obtained from

the analytical model. The slight discrepancy seen in the

graphs especially in Fig. 4b is due to the fact that the plume

edges are not as sharply defined as in the analytical model.

Continuous leak

Plumes originate from a continuous leak located at

x = 50 m and y = 200 m with an injection rate of 1 mg/l/

day. In this case the plume converges to a steady state. As

in the instantaneous leak case, the simulation model esti-

mated the concentration correctly over most of the plume

length (see Fig. 5, which shows the concentration profile

on the long run, i.e., close to its steady state). The dis-

crepancy between the simulation and analytical model

estimations close to the source, particularly in the low

dispersive case, is due to the slender nature of the plume

when it is close to the source. The results are representative

for the case where aL = 0.5 m, aT = 0.05 m as well.

Figures 6 and 7 present detection probabilities at selected

wells for continuous leaks in the homogeneous case for

aL = 0.1 m, aT = 0.01 m and aL = 0.5 m, aT = 0.05 m,

respectively. The possible leak locations are at x=50 m and

180� y� 220 m. The discrepancy between the analytical

and simulation model is less than in the instantaneous case.

The particle-tracking procedure used for the continuous

case is based on an ‘addition trick’ which goes back to

Kinzelbach (1986). Instead of starting new ‘independent’

plumes at fixed time intervals, the new plumes are identical

copies of one plume of say N = 2,000 particles which

is followed at fixed intervals during a certain time span.

The domain is divided into a number of cells, and the
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information that is kept along the way are the numbers of

particles in each cell (i.e., the concentration at the cells is

registered). The updating from one time interval to the next

consists of adding the new positions of the foremost plume.

In a rather efficient way—after n time intervals only the

positions of N particles have to be known, whereas the total

number of the whole plume in fact consists of nN parti-

cles—this yields better representations of plumes in the

continuous case.

Assessment of simulations by analytical methods

for the heterogeneous case

The results of the analytical and simulation models

described are expressed in terms of concentration profiles

along the specified longitudinal sections and plots of the

detection probability as a function of the distance from

the contaminant source. The goal is to determine: (1) how

good is the mean concentration as a predictor of the

concentration at a given monitoring well location, and (2)

how accurate is it to use the mean concentration in

computing the detection probability of a plume by a given

well. The computations are carried out for eight scenarios.

Table 1 summarizes the parameters for the scenarios

considered.

Instantaneous leak

The concentration field observed in a single heterogeneous

aquifer is considered as a realization of a stochastic pro-

cess, whereas the ensemble mean represents the average

behavior of solute plumes in a large number of statistically

identical aquifers. The observed concentration distribution

does not show a smooth curve as the ensemble concen-

tration. Hence the ensemble mean is not sufficient for the

description the concentration field and a successful pre-

diction should be made by computing the uncertainty

bounds (i.e., the 95% confidence intervals). Figure 8 pre-

sents the concentration profile at given monitoring wells

for three single realizations, the ensemble mean concen-

tration over 700 simulations and their 95% (empirical)

confidence interval along with the mean concentration
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computed by the analytical model for Case 1a and Case 2d.

Case 1a represents the lowest while Case 2d represents the

highest dispersive and heterogeneous medium among the

scenarios considered.

The average concentrations computed by the two mod-

els are close to each other and present smooth curves

compared to concentrations of single realizations. The

concentration of a single realization is relatively scattered

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280

distance from contaminant source (m)

d
et

ec
ti

o
n

 p
ro

b
ab

ili
ty

simulation model (along y=200 m)
simulation model (along y=202 m)
simulation model (along y=204 m)
simulation model (along y=206 m)
simulation model (along y=210 m)
analytical model 

Fig. 6 Comparison of detection

probability at selected wells

computed by simulation and

analytical models for a

continuous leak in the

homogeneous case

(aL = 0.1 m, aT = 0.01 m)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

distance from contaminant source (m)

(a)

d
et

ec
ti

o
n

 p
ro

b
ab

ili
ty

simulation model 

analytical model 

y=200 m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280

distance from contaminant source (m)

(b)

d
et

ec
ti

o
n

 p
ro

b
ab

ili
ty

simulation model 

analytical model 

y=210 m

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280

Fig. 7 Comparison of detection

probability at selected wells

computed by simulation and

analytical models for a

continuous leak in the

homogeneous case

(aL = 0.5 m, aT = 0.05 m)

a along y = 200 m and

b along y = 210 m

Environ Earth Sci (2011) 64:2127–2140 2135

123



as expected, since each realization has a different plume

velocity and a different spreading. The 95% confidence

interval is wider close to the source: in all cases uncertainty

in concentration prediction decreases with distance from

the source. The ensemble standard deviation in the con-

centration is higher near the source and reduces signifi-

cantly as plume moves further away. Near the source the

plume is narrow and has a large degree of freedom to

spread in different forms from one realization to another.

However, further away from the source the plume widens

and since it covers a larger area the degree of freedom to

spread is not that high and the uncertainty is less. The 95%

confidence interval is narrower towards the edge of the

plume (y=204 m) for the same reason. The discrepancy

between the two models is more pronounced in the low

dispersive medium.

Figure 9 shows a comparison of detection probabilities

for four of the eight cases—the cases not shown are similar

to Case 1a respectively Case 2a. A discrepancy occurs

between the analytical and simulation models. The analyti-

cal model uses macro-dispersivities to compute the mean

concentration, which is smoother and produces relatively

Table 1 Parameters used in simulation and analytical models for computations for heterogeneous aquifers

Simulation model Analytical model

Longitudinal

dispersivity,

aL (m)

Transversal

dispersivity,

aT (m)

Mean

of Y, lY

Variance

of Y, r Y
2

Correlation

length, k (m)

Mean

velocity,

v (m/day)

Longitudinal

macro-dispersivity,

AL (m)

Transversal

macro-dispersivity,

AT (m)

Case1a 0.1 0.01 2.3 0.2 15 0.04 3.1 0.013

Case1b 0.1 0.01 2.3 0.4 15 0.04 6.1 0.016

Case1c 0.1 0.01 2.3 1.0 15 0.04 15.1 0.026

Case1d 0.1 0.01 2.3 1.5 15 0.04 22.6 0.034

Case2a 0.5 0.05 2.3 0.2 15 0.04 3.5 0.066

Case2b 0.5 0.05 2.3 0.4 15 0.04 6.5 0.082

Case2c 0.5 0.05 2.3 1.0 15 0.04 15.5 0.131

Case2d 0.5 0.05 2.3 1.5 15 0.04 23 0.171
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wider plumes. This results in a lower detection probability

than those obtained by the simulation model. Homogeni-

zation underestimates the plume size and its influence is

more pronounced when the dispersivity and/or r2
Y increase.

Continuous leak

This type of leak is mostly considered in monitoring sys-

tem design at landfill sites unless there are specific data for

the type of the leak. Figure 10 presents the comparison of

concentration profiles computed by the two models in the

case of a continuous leak with an injection rate of 1 mg/l/

day for Case 1a and Case 2d. We only show those, as 1a

and 2d can be considered as bounds for the remaining

cases.

The discrepancy between the average concentration

computed by the two models decreases as the dispersivity

of the medium increases since the plume gets wider and the

concentration gradient is smaller for larger dispersivity. As

described above for the instantaneous leak case the 95%

confidence interval is wider close to the source and nar-

rower towards the edge of the plume (y = 208 m) in the

continuous leak case as well, since the concentration gra-

dient decreases as the distance from the source increases.

However, in this case the influence of heterogeneity is

more visible compared to the instantaneous leak case: the

confidence interval close to the source appears to be wider

when r2
Y increases. This is because in the instantaneous

leak case the plumes spread faster when the heterogeneity

and dispersivity of the medium increases and accordingly

the concentration and hence the concentration gradient

become smaller.

However, in the case of a continuous leak the continu-

ous injection of contaminants results in higher concentra-

tion levels and therefore a larger concentration gradient,

which actually reflects the apparent influence of heteroge-

neity: the uncertainty in concentration prediction increases

as the degree of heterogeneity increases. This also explains

why the discrepancy between average concentrations

computed by the two models is higher than in the instan-

taneous case.

The detection probability is presented in Figs. 11 and

12. There is a big discrepancy between the detection

probabilities computed by the two models. The reason is

the overestimation of concentration computed by the ana-

lytical model. Therefore the detection probability increases

as the heterogeneity increases.

Conclusions

Simulation and analytical models are used to compute

concentration distributions and the associated detection

probabilities at given monitoring wells.
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Fig. 10 Concentration profile from simulation and analytical models from a continuous leak (y = 200 m) in the heterogeneous case for

longitudinal sections along y = 200 m (left column) and y = 204 m (right column) a Case 1a, and b Case 2d
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Fig. 11 Comparison of detection probability at selected wells computed by simulation and analytical models for continuous leak in a

heterogeneous medium along y = 200 m (left column) and y = 208 m (right column) a Case 1a, and b Case 1d
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For homogeneous aquifer conditions, the results show that

the simulation model estimates the concentration correctly

over the plume length, except near the source. We have

determined the detection probability analytically by intro-

ducing the notions of detection regions and leak regions.

Because of the sensitivity of the detection probability quan-

tity, a large number of particles is necessary in the simulation

model. The results in terms of detection probabilities match

quite well, in particular for the continuous leak.

For a heterogeneous aquifer, the use of macro-dispersion

coefficients in an analytical model to describe the con-

centration distribution leads to a discrepancy of both the

analytical and the simulation model, in particular in the

continuous leak case. The mean concentration plume that

results from such an approximation is smooth due to

homogenization. This overlooks the fluctuations in the

concentration field and is consequently reflected in the

detection probability. Modeling contaminant transport

using macro-dispersivities can describe the average con-

centration distribution fairly good under small degree of

variability; however, this approach is insufficient in mon-

itoring system design when the degree of variability is

large. The discrepancy between the detection probabilities

by the two models is significant, particularly when the

dispersivity and heterogeneity of the medium is large.

Therefore, despite the computational expenses, the simu-

lation model is more appropriate for monitoring system

design under conditions of heterogeneity.
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Appendix A: Determining the plume width

at fixed well distance

The (vertical) width of the plume at time t at a well dis-

tance xmw can be found by solving C(xmw, y, t) = CTH for y

which gives,

y2 ¼ 4aT vxt ln
C0

CTH

1

4p
ffiffiffiffiffiffiffiffiffiffi
aLaT
p

vxt

� �
� ðxmw � vxtÞ2

4aLvxt

" #
: ð9Þ

Define the abbreviation

A :¼ C0

CTH4p
ffiffiffiffiffiffiffiffiffiffi
aLaT
p : ð10Þ

This gives

y ¼ gðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4aTvxtðln A� ln vxtÞ � aT

aL
ðxmw � vxtÞ2

r
:

ð11Þ
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To find the maximum l (l ¼ gðtmaxÞ), differentiate g with

respect to t: one has to solve g0ðtÞ ¼ 0. This is not ana-

lytically feasible. Note that, for fixed t, the contours C(x, y,

t) = constant are ellipses. One would expect the plume has

its maximal width at distance xmw when the center of this

ellipse is at xmw, which happens at t = xmw/vx. Using

numerical approximations it is found that the width of the

plume for this t is very close to the optimal width. This is

the way the maximal width 2l of the plume is calculated in

the analytical model.

Appendix B: Corrections for boundary effects

Here we calculate the corrections to Eq. 8. We refer to

Fig. 1 to see what is going on. In all cases Pd(mw) is simply

the portion of the interval ½yc � L; yc þ L� from which leaks

will be detected at well location ðxmw; ymwÞ. In the middle

of the interval, this is just 2l/2L, where 2l is the width of the

plume at distance xmw, but at the boundary (ymw � yc 	 L)

this probability decreases. If l B L and, say ymw þ l� yc þ
L; the leaks in ½yc þ L; ymw þ l�, which is an interval of

length ðymw þ l� yc � LÞ should not be counted and,

PdðmwÞ ¼
2l� ðymw þ lÞ � ðyc þ LÞð Þ

2L
¼ lþ L� ymw þ yc

2L

ð12Þ

Likewise if ymw � l� yc � L the detection probability

equals:

PdðmwÞ ¼
2l� ðyc � LÞ � ðymw � lÞð Þ

2L
¼ lþ L� yc þ ymw

2L

ð13Þ

If L� l� 2L and, if L� l� ymw � yc� l� L the detection

probability Pd(mw) is 1.

The boundary cases can be handled as above.
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