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This paper addresses pre-FFT synchronisation for orthogonal frequency division multiplex (OFDM) under varying multipath
conditions. To ensure the most efficient data transmission possible, there should be no constraints on how much of the cyclic
prefix (CP) is occupied by intersymbol interference (ISI). Here a solution for timing synchronisation is proposed, that is, robust
even when the strongest multipath components are delayed relative to the first arriving paths. In this situation, existing methods
perform poorly, whereas the solution proposed uses the derivative of the correlation function and is less sensitive to the channel
impulse response. In this paper, synchronisation of a DVB single-frequency network is investigated. A refinement is proposed
that uses heuristic rules based on the maxima of the correlation and derivative functions to further reduce the estimate variance.
The technique has relevance to broadcast, OFDMA, and WLAN applications, and simulations are presented which compare the
method with existing approaches.
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1. INTRODUCTION

Orthogonal frequency division multiplex (OFDM) is widely
used in or proposed for a number of communication appli-
cations, including wireless LAN [1] and digital broadcast
systems [2, 3], this is due to its inherent robustness to
intersymbol interference (ISI) as a consequence of employing
a cyclic prefix (CP). For adequate performance, an ISI free
symbol must be presented to the FFT process, and thus
timing estimation is critical. Additionally, fine frequency
estimation is required to minimise intercarrier interference
(ICI). Such algorithms need to be robust to varying mul-
tipath conditions, which could include transmissions from
multiple transmitters, as in a broadcast single frequency
network (SFN). A number of synchronisation algorithms
have been proposed in the literature [4–16], many of which
exploit the correlation properties of the cyclic prefix. How-
ever, the ability of these methods to provide accurate timing
and frequency estimation in a wide range of multipath
channels is limited. Further, to ensure the most efficient
data transmission possible, there should be no constraints
on how much of the cyclic prefix is occupied by ISI. In
this paper, synchronisation of the terrestrial digital video

broadcast system (DVB) [2] is investigated. This system
uses a cyclic prefix but does not include dedicated training
symbols. Further, the application of interest is to provide a
solution of mobile terminals, and so operation at vehicular
speeds is required.

A motivation for the work presented in this paper was
to develop a low-complexity solution to pre-FFT synchro-
nisation for multimode terminals. A multimode terminal
communicates with a number of networks, though not
necessarily simultaneously. To minimise acquisition time
when switching between networks, maintaining a coarse
synchronisation to each network is desirable. This requires
the algorithm to be suitable for a wide range of channels
(including mobile channels), different air interface param-
eters and not reliant on post-FFT processing. This would
allow a terminal to maintain synchronisation to different
systems (potentially with different air interfaces) and reduce
the requirement for more complex FFT processing.

This paper presents a solution for OFDM timing syn-
chronisation that is robust even when the strongest multi-
path components are delayed relative to the first arriving
paths. In this situation, existing methods, such as those
proposed by van de Beek et al. [4], perform poorly.
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The method presented here is an extension of [5]. This
paper offers a detailed theoretic foundation for the method,
and provides analysis of the performance by simulation.
Further, a new variance reducing enhancement is described
based on a set of heuristic rules using the peaks of the
correlation and derivative functions. The results are com-
pared against the basic correlation approach, and a second
derivative approach.

In the following section of this paper, the basic notation
used throughout is introduced. Issues relating to OFDM
timing estimation and previously proposed techniques are
then reviewed in the following section, and derivative-based
methods are described. The comparative performance of
the methods is then presented, followed by a description of
further enhancements to the first derivative method. Finally,
a summary of the paper with conclusions and potential wider
applications is presented.

2. NOTATION

An OFDM symbol consists of 2M + 1 complex sinusoids
modulated by complex modulation values {X( j)}, where j is
the subcarrier index. The output OFDM symbol of length N
samples, with time index k, is given by the N-point complex
modulation sequence:

x(k) = 1
N

M∑

j=−M
X( j)e j2πk j/N ,

k = 0, 1, 2, . . . ,N − 1; N ≥ 2M + 1.

(1)

This process is efficiently carried out using an inverse
DFT. The individual sinusoids are orthogonal on the useful
interval of the symbol. For a sample interval of Ts, the
separation of subcarriers is 1/(N·Ts), and the useful period
of the symbol is Tu = N·Ts.

To mitigate against intersymbol interference (ISI), a
cyclic prefix (CP), or guard interval, of Ng samples, is
inserted before each symbol. The guard interval of Tg =
Ng·Ts is chosen to exceed the largest expected multipath
delay. The periodic nature of the DFT is exploited by making
the guard interval a replica of the last Ng symbols of the
symbol. The transmitted symbol thus consists of NS = N+Ng

samples.
In the multipath channel case, P + 1 is the number of

multipath components, the path amplitudes are a(n), θ is the
received signal timing offset, ε is the frequency offset, and
n(k) is additive channel noise. When s(k) is the transmitted
signal, the received signal is

r(k) =
P∑

p=0

s(k − θ − p)a(p)e j2πε(k−p)/N + n(k). (2)

3. REVIEWOF OFDM SYNCHRONISATION

3.1. Pre-FFT synchronisation

Synchronisation algorithms for OFDM can be divided into
two classes, pre-FFT and post-FFT. The primary goal of

pre-FFT processing is to provide a symbol of data to the
FFT process, such that ISI and ICI are minimised, otherwise
the output from the FFT will be degraded. Thus pre-FFT
processing must provide coarse timing alignment (FFT win-
dow alignment) and fractional frequency offset correction.
Post-FFT processing, commonly using pilot information, can
provide the fine timing correction estimates, sample fre-
quency correction, and integer frequency offset corrections.
For pre-FFT synchronisation, the structure of the symbol
needs to be exploited, either using the CP [4], inserting a
short repeating sequence [6] or dedicated training symbols
[7, 8]. Also, to be applicable to a wide range of systems, the
synchronisation algorithm must be able to work well with
short guard intervals. However, since both methods produce
synchronisation estimates using a correlation process, the
same form of estimator can be used in both cases.

For timing estimation, a timing point at the start of the
useful symbol interval is the ideal. Where the maximum
delay spread is τmax, the timing point can be advanced into
the CP by up to Tg − τmax. However, any delay of the timing
point will introduce ISI.

Exploiting the redundancy introduced by the CP to
estimate time and frequency parameters is most commonly
performed by averaging the correlation between the CP and
the end of the useful symbol, as analysed by van de Beek
et al. [4]. For timing estimation in additive white Gaussian
noise (AWGN), the maximum likelihood function consists
of a summed correlation term and an energy correction term
(E) which is a function of signal-to-noise ratio (SNR), as
shown in (3) (see [4] for details). In this paper, γ(m) in (3)
below will be called the correlation function,

γ(m) =
m+Ng−1∑

k=m
r(k)r∗(k + N) + E,

E = ρ.
1
2

m+Ng−1∑

k=m

∣∣r(k)
∣∣2

+
∣∣r(k + N)

∣∣2
,

ρ = 1
1 + SNR−1

,

(3)

where r(k) is the received signal. A two-step optimisation
process first estimates the timing offset (assuming zero-
frequency offset) based on the peak of γ(m), and then
the frequency offset is calculated based on the phase shift
between the CP and the end of the symbol. In dispersive
environments, the performance is degraded since the corre-
lation will include ISI. This limits the accuracy of the timing
estimation, and so this method is good for coarse acquisition
in some environments, but other processing is required for
fine tracking. ISI corruption is more severe for short guard
intervals, where the proportion of ISI free CP is limited.
Some previously reported proposals to improve performance
of CP-based techniques include the following.

(1) Calculate the correlation over a shortened window
[9–12] to reduce the impact of ISI, but the correlation
SNR is reduced, and so the length of the window
needs to trade averaging against ISI robustness.
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(2) Alternatively, the length of the correlation window
can be increased to include a greater proportion of
the multipath energy [13].

(3) Exponentially weight the summation by wm−k, where
m is the trial offset as used in (3), and k is the
summation index [9]. This reduces the impact of ISI
on the assumption that the strongest multipaths have
the shortest delay. By choosing the weighting factor
w so that w = 1 − 2−M , multiplication is reduced to
simple shift and adds.

(4) To prevent ISI from the following symbol when the
timing estimate is in error, and positive, the actual
DFT window position can be advanced by an amount
(such as half the CP interval). Clearly, if the advance is
too great there is an increased probability of ISI from
the preceding symbol.

These all place constraints on the ISI characteristics which is
undesirable.

3.2. Analysis of correlator output in
multipath channels

It is shown in the appendix that the correlation function
γ(m) from (3) is a triangular function in AWGN, the ideal
timing point is at the peak, and the length of the slopes is the
CP interval (Tg).

In multipath, following (2), the output of a correlator is

r(k)r∗(k + m)

=
( P∑

p=0

s(k − θ − p)a(p)e j2πε(k−p)/N + n(k)

)

×
( P∑

p=0

s(k − θ − p + m)a(p)e j2πε(k−p+m)/N + n(k + m)

)∗
.

(4)

Taking expectations, and again assuming i.i.d. symbols and
noise samples, nonzero terms only arise from m = 0,N ,N −
p,N + p. Except for very long multipath delays, the latter
two terms are unlikely to occur, and ignoring the trivial
autocorrelation, only the m = N terms are of interest. Thus,

E{r(k)r∗(k + N)}

= E

{ P∑

p=0

s(k − θ − p)s∗(k−θ−p+N)
∣∣a(p)

∣∣2
e− j2πε

}
.

(5)

In evaluating the expectation operation, not all multipath
terms will contribute due to the i.i.d. symbols assumption.
Define σ2

s as the signal variance, K as the symbol number,
and a start offset for each symbol as K ′ = K(N+Ng) samples.
Three cases are considered as follows.

(1) All multipath components are due to current symbol,
and so all terms are included in the summation:

E
{
r(k)r∗(k + N)

} = σ2
s e
− j2πε

( P∑

p=0

∣∣a(p)
∣∣2
)

,

θ + P < k − K ′ < θ + Ng.

(6)

(2) Longer delayed multipath components generated by
previous symbol do not contribute:

E
{
r(k)r∗(k + N)

} = σ2
s e
− j2πε

(k−K ′−θ∑

p=0

∣∣a(p)
∣∣2
)

,

θ < k − K ′ < θ + P.

(7)

(3) Shortest delayed multipath components generated by
next symbol do not contribute:

E
{
r(k)r∗(k + N)

} = σ2
s e
− j2πε

( P∑

p=k−K ′−θ−Ng

∣∣a(p)
∣∣2
)

,

θ + Ng < k − K ′ < θ + Ng + P.
(8)

Otherwise, the expectation is zero. Consider now the
contribution to the expectation by a single multipath
component, φ, denoted Er(k,φ). Again, the three cases apply
for nonzero expectations to arise the following equations:

Er(k,φ) = σ2
s e
− j2πε

∣∣a(φ)
∣∣2

, θ + P < k − K ′ < θ + Ng ;
(9)

Er(k,φ) = σ2
s e
− j2πε

∣∣a(φ)
∣∣2

, θ + φ < k − K ′ < θ + P;
(10)

Er(k,φ) = σ2
s e
− j2πε

∣∣a(φ)
∣∣2

,

θ + Ng < k − K ′ < θ + Ng + φ.
(11)

This demonstrates that the contribution from each multi-
path component needs a triangular function, with a peak
delayed by θ +φ. Therefore, from linearity of the expectation
functions, the combined expectation is the summation of
triangular functions of each multipath component, delayed
by p and weighted by |a(p)|2. Thus for P paths,

γP(m) =
P∑

i=1

γi(m). (12)

In multipath channels, the peak of γP(m) does not necessarily
point to the position of the first arriving path, as demon-
strated in Figure 1. In this situation, ISI will occur due to the
delayed timing estimate.

Note that no assumptions about the fading processes
are included in this analysis, other than that the channel
is quasistatic (constant over one symbol). The analysis is
for an estimate based on a single symbol. But as indicated
later, in practice, filtering is used to improve the estimation
performance.
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Figure 1: Summed correlation function for two-path channel.

3.3. Correlation detection formultipath channels

For dispersive channels, timing estimation methods that
detect the leading edge of the correlator output may provide
improved performance. A straightforward way to do this is
to set a threshold, and detect the crossing of this threshold
[14]. For complex channels and for a time-varying SNR,
the amplitude of the correlation characteristic will change
in time, so the threshold needs to be set relative to this
peak. In a purely AWGN channel, as the threshold is
decreased, the chosen timing point will move forward in
direct proportion (e.g., for a threshold of 75% of the peak
correlation, the timing point will be advanced by 25% of
the guard interval length). Thus, for the AWGN channel
compensation is straightforward. However, for a dispersive
channel, the relationship is dependent on the multipath
characteristic which will not be known in advance.

Huang et al. [15] noted that within the ISI-free portion
of the CP, the phase of the correlator output would be
constant (the offset is proportion to the frequency offset).
Outside this interval, the phase would be a random variable.
It was proposed to detect the change from constant value
to random value as an estimate for the timing point. The
offset in the phase measurement provides an estimate for the
frequency offset. This method shows good performance but
requires a long averaging period, is sensitive to frequency
offset, and requires that a portion of the CP is ISI free,
otherwise the method fails. An alternative solution is just to
form the scalar subtraction separated by the useful symbol
interval [11] and to sum over a suitable number of samples.
However, this method does not work with frequency offset
because the phase rotation corrupts the subtraction. In this
case, frequency correction would be required before timing
estimation, which has difficulties. Palin and Rinne [16] notes
that for most channels the correlation function will not

change significantly from symbol to symbol. Consequently,
carrying out a second correlation with the correlation
outputs from adjacent symbols would give a lower variance
estimate. This is indeed the case; however, the mean value is
similar to that from the basic correlator method.

Synchronisation based on the signal’s statistical prop-
erties has also been proposed. Subspace processing based
on second-order statistics has been described in [17],
which has good performance in multipath channels, but
the complexity is high, as so is the quantity of samples
required. With so many samples, the mobility supported is
low. Cyclostationary properties can also be exploited [18, 19],
but these also require processing over many symbols with
a static channel and a high SNR may be needed. In order
to have cyclostationary features, suitable structure, such as
pulse shaping [19], needs to exist.

3.4. Derivativemethods

Figure 1 has shown that peak detection from the correlation
function can give a high-estimation error in multipath
environments. Each multipath component adds its own
weighted and delayed triangular function γi(m), rising and
falling over periods of Ng samples. When the maximum
multipath delay is less thanNg , (for the period corresponding
to the rising edge of the first multipath component, 0 to 512
in Figure 1), the functions γi(m) of the other components are
being added in, and all are rising. After the peak of the first
component, the function γ1(m) starts to fall, and the other
functions will also in turn stop increasing and fall at a point
according to the path delay. Therefore up to the peak of the
first component, the slope of the combined correlator output
γP(m) is monotonically increasing (no noise). After the peak
position of the first component, the slope of γP(m), though
possibly positive, starts to decrease. Therefore the ideal
timing point (when the multipath is bounded by Ng) is the
point at which the derivative of the function γP(m) starts to
decrease, regardless of the channel power delay profile. The
dashed line in Figure 2 demonstrates this. Alternatively, in
the ideal case, this point is a negative-going zero crossing of
the second derivative of the function γP(m). Both techniques
are investigated.

The method of obtaining timing estimates is now
explained, and is illustrated in Figure 3. From (3), for time
offset k and symbol index K, the correlator output is

γ
(
KN + kTs

) =
Ng−1∑

i=0

r
(
KN + kTs

)
r∗
(
KN + kTs + iTs

))
.

(13)

The key process is obtaining good estimates of the deriva-
tives, without undue complexity. In practice, noise will
corrupt the estimation of the derivative, and a one-point
estimator (subtracting adjacent samples) is too noisy to be
useful. A simple average of one-point derivative estimates
results in the dotted line in Figure 2, and can be used reliably.
For different CP lengths, a good compromise for choice of
this filter length was found empirically to be half of the CP
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Figure 2: Correlation derivative and smoothed derivative functions
(ideal timing at sample 512).

length over a range of lengths. The estimate of the derivative
is thus

d
(
KN + kTs

) = γ
(
KN + kTs

)− γ
(
KN + (k − 1)Ts

)
,

b
(
KN + kTs

) =
Ng/2∑

i=0

d
(
KN + (k − i)Ts

)
.

(14)

This smoothed estimate is termed the derivative function.
The estimation problem for the first derivative method is to
find the point at which this derivative function starts to fall
after its peak. In practice, before the derivative function falls,
there may be an extended flat portion of this function, and
so peak detection alone will result in poor performance. In
this work, the falling edge is projected backwards (using a
least square (LS) fit), and the position of the intersection with
the level of the peak of the derivative function, p(K), is the
timing-point estimate. This approach needs to decide which
samples to take to form the linear fit. In this investigation,
two thresholds are set relative to the derivative peaks, T1%
and T2% , and the samples falling between these points (and
after the peak), β(K), are used. This can be described as

b(KN + kTs) ∈ β(K) if T1 < b(KN + kTs) < T2,

(KN + kTs) > nP(KN).
(15)

The thresholds depend on the length of the CP, for the short
(64-point) CP used here, thresholds of 40% and 95% relative
to the derivative function peak have been used. For other
applications, these thresholds would require reviewing, for
example, for a 512-point CP, thresholds of 60% and 90%
were effective.

From the elements of the set β(K), an LS fit for b = A+Bk
is found to give the parameters A and B, hence the estimated
timing point for this symbol is given by

nest(K) = p(K)− A

B
. (16)

The estimate based on the second derivative adds a further
derivative estimator to that shown in Figure 3, which again
uses an averaging filter after a one-point differentiator. In
practice, many zero crossings exist due to noise for the
second derivative estimate with a single path channel. A
minimum after the ideal timing point was evident, and
so the timing estimate was chosen to be the zero crossing
immediately prior to this minimum. As with the first
derivative approach, an LS line fit could be used to smooth
the estimate, but for this approach, the benefits are small
compared to the additional complexity, and so this has not
been included.

The processing described so far provides one timing
estimate per symbol. Occasionally, it has been found that
synchronisation parameter estimates have a large error, but
these are isolated events. Using a median filter, of length LM
with output m(K), is an effective method of removing these
spurious results. For Ng of 64 samples (N is 2048 samples), a
15-point median filter followed by a 16-point FIR filter, more
generally of length LA with output s(K), have been used to
good effect. For longer CPs, shorter filters can be used. The
estimate filtering can be summarised as

m(K) = median
{
nest(K) · · ·nest

(
K − LM

)}
,

s(K) =
LA−1∑

l=0

m(K − l).
(17)

Thus for the results presented in this paper, each timing
estimate is the result of filtering over 16 symbols. Such
filtering will reduce the maximum mobility to which the
synchronisation algorithm is tolerant, but for the Doppler
spreads considered here, these filters do not have a significant
effect.

4. PERFORMANCE

For this investigation, the simulations conform to the DVB-
T system [2], using the 2k-mode with 16 QAM modulation,
and a 64-point CP with virtual subcarriers used. The DVB-T
standard allows CP lengths up to 512, the shorter one used
here is more challenging for synchronisation algorithms.
A channel representative of a single frequency network
(SFN) has been used, with two transmitters each having
an independent channel response. The DVB-T simulator
includes the pilot and signalling structure as defined in [2],
including the appropriate PN sequences.

When investigating system performance, with channels
that show narrow coherence bandwidths, the limitations
of the equaliser (due to the pilot frequency sampling) can
mask synchronisation performance trends, hence a simple
channel model has been used to avoid this issue. The channel
model for each transmitter is a single-tap Ricean channel,
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Figure 3: Block diagram of the timing estimator.

with K-factor of −4.8 dB, and the deterministic component
has a relative frequency offset of 0.33 compared to the
maximum Doppler frequency (channel UR1 in [20]). The
channel is thus parameterised as a function of the relative
delay and power of the two SFN components. The channels
have independent fading. Unless noted otherwise, standard
parameters are 0 dB Eb/N0, equal power channels with delay
31 samples (3.4 μs). Results for a more complex channel are
presented in Section 4.

In the maximum likelihood case, the energy correction
term in (2) is a function of the SNR [4], and it is known
that this term is important to estimation performance [21].
In practice, taking an assumed SNR of infinity (so ρ in (3) is
equal to 1) does not degrade performance, and this has been
done in these investigations.

4.1. Estimation accuracy

The timing estimation error statistics for the Beek and the
two derivative algorithms have been investigated. In this
paper, the error performance is shown in terms of mean error
and standard deviation because representing the error just
in terms of a mean square error results in information being
lost, since it is not clear whether the error is dominated by the
bias of the estimator or the variance. A high Doppler spread
of 200 Hz has been used (the subcarrier spacing is 4464 Hz),
which equates to 270 km/hr at 800 MHz. Investigations have
shown that timing performance is relatively insensitive to
Doppler spread up to and beyond this value. Frequency
estimation as described above does show a rapidly increasing
variance above this frequency. With this Doppler spread, the
deterministic component of the channel model is at 66 Hz.
As noted in [4], the frequency estimates using the method
of [4] are relatively insensitive to timing variations, and
investigations have shown the frequency estimation results
to be similar for the different timing estimation algorithms.
The results presented were generated from 20 frames of data
(1380 symbols).

The estimation results are presented in Figures 4 to 6.
Figure 4 shows performance as a function of Eb/N0, and
demonstrates that the mean error of the proposed first
derivative method is significantly lower than that in the
other methods, and the estimate variance is also lower. The
inherent bias of the mean and variance of the Beek estimates
in relation to the channel delay spread is clearly shown in
Figure 5, whereas the mean of the first derivative method
is lower and less dependent on the channel. The variance

of the derivative method increases more rapidly in Figure 5
when the channel response is longer than the CP. Figure 6
shows how the first derivative method biases its estimates
towards the first arriving path as the strength of the second
path is increased, and the peak variance is reduced compared
to the Beek method. These performance plots show how
the variance of the first derivative method is typically better
than the second derivative method, and the second derivative
method has a significantly worse mean timing error. The
bias in the mean timing error is channel dependent and so
cannot be removed without prior knowledge of the channel,
or post-FFT processing. For the channels with a short CP, the
difficulty in getting a good second derivative estimate means
that estimation using the second derivative does little better
than the basic peak detection of the correlation function
(Beek method).

4.2. System performance

This section compares the bit error rate performance of
the DVB-T system for the Beek method, the first derivative
method, and an “ideal” case which uses perfect knowledge
of the start of the symbol (first multipath component
arrival), so no synchronisation correction is applied. For
these simulations, the Doppler spread is 40 Hz (equivalent to
54 km/hr at 800 MHz), so that any equaliser limitations do
not affect the results. For these simulations, receiver equal-
isation and decoding (convolutional and Reed-Solomon)
processes are included. The equaliser linearly interpolates
between pilots in the frequency domain only. No post-
FFT synchronisation processing has been included (except
equalisation), and so the assumption has been made that no
integer frequency offset exists. Frequency estimation is based
on that described in [4]. For this analysis, the number of
frames sent was the minimum of (i) 7 frames (476 symbols)
and (ii) the equivalent of 20 times the channel coherence
time. A minimum of 50 bit errors was then required, up to
a maximum number of transmitted symbols of 10 000.

Figures 7 and 8 show a comparison as a function of Eb/N0

and delay of the second multipath component, where it is
seen that the derivative technique has a performance close to
the system with ideal timing estimation, and is better than
the peak detection method.

In Figure 8, Beek’s algorithm appears to outperform the
method presented here. However, note that the performance
is shown as a function of the delay between clusters. On the
right of the graph, the delay is so large that the combined
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Figure 4: Timing-error performance comparison as a function of
Eb/N0.

delay spread exceeds the CP length, and so ISI is inevitable.
In this case, performance can be improved by delaying the
timing point to introduce precursor ISI, but this is more
than compensated by the reduction in postcursor ISI. This
compensation is channel dependent. The ideal case does not
admit precursor ISI (aligns with first multipath component),
but the Beek case does. Hence at the extreme case shown
on the right of the graph, the delayed timing point from
the Beek algorithm improves performance. However, the
performance in this parameter region is poor, and is not
useful for communications, so is not as relevant in practical
scenarios.

Figure 9 shows the effect of changing the relative power
of the second transmitter. The improved performance in the
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Figure 5: Timing-error performance comparison as a function of
SFN delay.

transition region, where the two multipath components have
similar power, is clear.

To summarise, the derivative technique can provide
improvements in system performance, even for short CPs.
These benefits are maintained for longer CPs and more com-
plex channels, though equaliser performance can become the
limiting factor due to the scattered pilot structure of DVB-T.

5. ENHANCEMENTS

The processing associated with the derivative method uses
a linear fitting and extrapolation procedure which is prone
to giving occasional large errors. These were removed to a
degree with the combination of a median filter and an aver-
aging FIR filter. While performance is better than existing
techniques, it would be beneficial to reduce the variance
of the estimates still further. This section considers how
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Figure 6: Timing-error performance comparison as a function of
SFN power.

additional information from the correlation and derivative
functions can help to reduce the variance by identifying
unlikely estimates, and replacing them with ones more
consistent with current information, and past estimates. In
particular, we consider the position of the peaks of these
functions.

Let each rule be denoted with index i as Ri(tE), where
tE is the time index of estimates (incremented per OFDM
symbol). The value of the limit itself will be denoted
with Li(tE). For example, based on the behaviour of the
correlation and derivative functions, the following rules are
proposed.

(1) The timing estimate cannot be later than the peak of
the correlation function output. Denote this as R1(tE).
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Figure 7: Error performance as a function of Eb/N0.
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Figure 8: Error performance as a function of SFN delay.

(2) The timing estimate cannot be earlier than the
correlation function peak minus the CP length, since the
peak will always be within the CP interval. Denote this as
R2(tE).

(3) The timing estimate cannot be earlier than the peak
of the derivative function, since the timing point is the
breakpoint after the peak. Denote this as R3(tE).

Figure 10 illustrates this process with a block diagram.
Having identified an estimate is likely to be in error, this

must be replaced with an estimate that is more consistent
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Table 1: Bug UN2 channel characteristics.

Tap delay (μs) 0 0.33 0.73 1.51 2.16 2.64 3.04 3.32

Tap amplitude (dB) 0 −4.1 −6.7 −10.8 −7.9 −9.6 −10.5 −11.0

1.00E + 00

1.00E − 01

1.00E − 02

1.00E − 03

1.00E − 04

1.00E − 05

1.00E − 06
−40 −20 0 20 40

B
E

R

SFN power (dB)

Beek
Derivative
Ideal timing

Figure 9: Error performance as a function of SFN power.

with the imposed limits and possibly the previous estimates
as well. Three estimation replacement approaches are pro-
posed, and have been investigated. Referring to Figure 10,
they are as follows.

(1) Hard replacement. When a limit Ri(tE) is exceeded,
the estimate is replaced by the limit, that is, B(t) =
Li(tE).

(2) “Before” replacement. Replace by previous input to
the estimate filter, that is, B(tE) = B(tE − 1).

(3) “After” replacement. Replace by previous output of
the estimate filter, that is, B(tE) = C(tE − 1).

There may be situations where more than one rule is broken
and the results may conflict, for example, R1(tE) and R3(tE).
For this study, the rules were tested in the order presented
above. For R1(tE) and R3(tE) both broken, there is a conflict
since R1(tE) wants to delay the estimate, and R3(tE) wants
to advance it. Again with this ordering, the most advanced
option is chosen since, as previously discussed, it is preferable
to advance the estimate than to delay it.

The DVB-T 2k mode simulation as previously described
has been used. While previously a median filter of length
15 and an FIR filter of length 16 were used, shorter
filters of lengths 5 and 8, respectively, have also been
used. Additionally, the results are presented for an 8-path
multipath profile from each transmitter (channel UN2 in

[20]), each with a maximum delay of 31 samples. Table 1
provides the multipath characteristic for this channel. The
results show a small increase in mean timing error of a few
points when the rules are applied, but the mean timing error
shows a flatter characteristic. More significant changes are
seen in the standard deviation of the estimation error, and
for brevity, only these are shown.

It can be seen from Figure 11 that replacing bad estimates
with the last output from the estimate filter gives a consistent
improvement in performance. Also shown is the result for
the same algorithm with a shorter estimate filter; it is clear
that there is only a degradation of a few samples in the
standard deviation. Thus for a small loss of performance,
much reduced filtering could be employed. Shorter filters
will reduce latency through the estimation process and so the
estimator can track faster moving channels.

Figure 12 shows the benefits when the delay between the
multipath clusters is varied. Again, the “after” replacement
strategy performs the best, and there is little loss when a
shorter filter is employed. Noticeable with the UN2 channel
is that, without the rules processing, when the maximum
combined delay exceeds the CP length, there is a rapid
increase in standard deviation. Which is expected since this
breaks one of the assumptions made in the derivation of
the derivative method. However, the rule-based processing
significantly suppresses this characteristic. It has been noted
that over a range of channel conditions, the proposed rules
are used in approximately equal proportion, and so including
all three is justified.

6. SUMMARY AND CONCLUSIONS

A new multipath-robust OFDM timing estimation technique
based on the derivative of the summed correlation function
has been proposed and the performance examined for
the DVB-T system. Even in the worst case considered of
very short CPs, the method has shown to be superior to
the peak detection method. In considering complexity, the
synchronisation algorithms are dominated by the correlation
calculation, and the additional number of multiplications
of the derivative and LS fitting are less than 1%. An initial
constraint was that the ISI is limited to the guard interval,
but with the additional rules based processing, this need not
be the case.

Compared to the Beek and second derivative methods,
the first derivative method offers consistently good estimates
over a wide range of channels. Estimates are still good even
when large portions of the CP are occupied by ISI. It should
be noted that the mean timing estimate is biased compared
to the ideal timing point. However, the technique also offers
a much reduced estimate variance. In this situation, the
residual timing error could be estimated after the FFT and
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Figure 10: Block diagram for rule processing.
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Figure 11: Performance of rule-based processing as a function of Eb/N0.
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an additional timing offset correction based on the post-
FFT timing estimation. This paper does not include post-FFT
correction to enable the true performance of the proposed
method to be determined.

To compensate for the bias, an advance is required to
provide ISI free FFT-windows. Any such advance requires
that portion of the CP to be ISI free, and therefore gives a
reduction in the effective length of the CP for ISI mitigation.
This advance corresponds to 31% for the short CP (64
points), and only 5% of the CP for the long CP (512 points)
not shown here. For the short CP, the advance required is in
excess of 50 samples for both the Beek and second derivative
methods (over 78%). Therefore, this method requires a
reduced offset compared to the other techniques examined.
In practice, a combination of pre- and post-FFT estimation
will reduce the advance required, but the ability of the first
derivative method to get good estimates quickly has been
demonstrated.

The technique is applicable to a wide range of applica-
tions. Although presented as a DVB-T [2] broadcast scenario,
it would be effective for any OFDM system with a CP,
and with multipath maximum delay bounded by the CP
length. In particular, the potential for rapid synchronisation
is suitable for DVB-H [22], and the results presented here
are directly applicable due to the similarities between the
physical layers of these standards. For OFDMA, we need
to identify the first arriving user, everyone else will have
advanced timing, where the allowable advance depends on
the effective multipath delay (i.e., the user relative signal
delay and delay spread combined). The effective multipath
delay can be controlled using feedback to give coarse
frequency and timing alignment [23]. With the reasonable
assumption that the signals from each user are independent,
and with the maximum effective multipath delay less than
the CP length, the combined correlation function is the
summation of the individual functions and so the analysis
presented here applies.

Similarly, the analysis is unchanged for the repeated
symbol method of Schmidl [6], with R segments and NR

samples in each segment (typically R·NR = N + Ng , or
some multiple thereof, e.g., see [1]). Extending the previous
correlation in (3) over R·NR/2 will lead to similar analysis,
with the benefits of a longer averaging period, as long as the
multipath delay is less than NR samples.

Therefore in both these applications, the derivative
method will provide enhanced performance.

APPENDIX

In this Appendix, the expectation of the correlator output
for an AWGN channel, as developed in [4], is reviewed as
a precursor to the generalisation to the multipath case in
the main text. Note that in [4], the maximum likelihood
(ML) function includes an energy correction term. Since the
formulation here does not claim to be an ML solution, and
for simplification, the energy correction term is not included.

Define the signal index set I{θ, . . . , θNg−1}, which is the
set of points in the CP. σ2

n is the noise variance. Where virtual
subcarriers are not used, the pointwise expectation of the

output of the correlator can be considered in the following
cases:

∀k ∈ I : E
{
r(k)r∗(k + m)

} =
(1) m = 0; E{r(k)r∗(k + m)} = σ2

s + σ2
n (zero delay

autocorrelation);

(2) m = N ; E{r(k)r∗(k+N)} = σ2
s e
− j2πε (delay by useful

symbol period);

(3) otherwise; E{r(k)r∗(k + m)} = 0.

On the assumption of i.i.d. symbols, the expectation for
points not in the set I is zero. The output of the correlator
is summed over Ng samples, thus

C(k) =
k+Ng∑

n=k
r(n)r∗(n + N). (A.1)

Taking the expectation, and defining E{r(n)r∗(n + N)} =
D(n),

E{C(k)} =
k+Ng∑

n=k
D(n),

D =
⎧
⎨
⎩
σ2
s e
− j2πε θ −Ng < k − K ′ < θ + Ng ,

0 otherwise.

(A.2)

Thus for the Kth symbol, the expected output of the
summation of correlator output is a triangular function.
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