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We propose a joint cross-layer design for wireless quality-of-service (QoS) content delivery. Central to our proposed cross-layer
design is the concept of adaptation. Adaptation represents the ability to adjust protocol stacks and applications to respond to chan-
nel variations. We focus our cross-layer design especially on the application, media access control (MAC), and physical layers. The
network is designed based on our proposed fast frequency-hopping orthogonal frequency division multiplex (OFDM) technique.
We also propose a QoS-awareness scheduler and a power adaptation transmission scheme operating at both the base station and
mobile sides. The proposed MAC scheduler coordinates the transmissions of an IP base station and mobile nodes. The scheduler
also selects appropriate transmission formats and packet priorities for individual users based on current channel conditions and
the users’ QoS requirements. The test results show that our cross-layer design provides an excellent framework for wireless QoS
content delivery.
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1. INTRODUCTION

As mobile cellular networks are evolving to carry voice,
video, and data services, an all-Internet protocol- (IP-)based
system, including a radio access network and a core net-
work, akin to the Internet, is likely to become the most
favorable solution for future wireless Internet-centric sys-
tems [1, 2]. The advantages of all-IP networks include cost
efficiency, improved reliability, ease of new service imple-
mentation, and ease of integration with heterogenous net-
works. In this paper, we adopt an IP-based network as our
cross-layer design platform. With its TCP/IP-based design,
the IP network can easily adapt to changing wireless trans-
mission conditions and can offer users a “LAN-like” expe-
rience for broadband data and voice services. However, sig-
nificant difficulties in developing IP-based wireless data net-
works to meet quality-of-service (QoS) requirements remain
and must be addressed. A summary of these difficulties fol-
lows.

Dynamic link characteristics

Because a mobile device transmits and receives radio signals
over the air, wireless transmission is vulnerable to noise and
other types of interference. The loss-of-sight effect, multi-
path fading, and interference from other devices make chan-
nel conditions vary unpredictably over time. Changing the
transmission rate as a channel varies does improve trans-
mission efficiency but could also result in data rate oscilla-
tion. The mobility of handsets further increases difficulties
in channel estimation and prediction, thus increasing the bit
error rate (BER). Two approaches, channel coding and link-
layer automatic retransmission request (ARQ), have com-
monly been used to address this problem. The first approach
employs sophisticated channel coding and interleaving tech-
niques. For example, turbo coding, despite its complexity, is
now the standard channel coding technique in the 3G Uni-
versal Mobile Telecommunications System (UMTS) [3]. This
approach, however, heavily relies on the accuracy of channel
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estimation. The second approach, a link-layer ARQ mecha-
nism, performs error control by retransmitting lost frames
[4]. Although it is insensitive to inaccuracies in channel es-
timation, this approach introduces latency and delay jitter to
IP packet flows. The tradeoff between latency and reliability
depends on ARQ persistence, which is defined as a protocol’s
willingness to retransmit lost frames to ensure reliable trans-
mission [5]. The persistence can also be expressed in terms
of time or the maximum number of retransmissions.

Resource contention
As in wireline networks, users share channel resources in
wireless networks. When multiple users run different appli-
cations, the most salient issue is QoS variability, including
error rate, latency, and bandwidth. The resource contention
problem has been quite challenging in the design of wireline
networks. Taking mobility, unpredictable link variation, and
dynamic network topology into consideration makes wire-
less networks even more difficult to design. The media access
control (MAC) layer, for instance, uses a scheduler to deter-
mine the next user to be served based on the channel con-
dition and the individual user’s QoS requirements [6, 7, 8].
Conventional schedulers have usually been developed only
for downlink (DL) transmission because the base station
alone gathers all user information. Uplink (UL) transmission
has typically been made through contentions, yielding high
delay jitters. Most scheduler algorithms have been designed
to maximize system throughput, but do not take any QoS re-
quirements into design consideration.

One important cause of the difficulties previously men-
tioned is the dynamic behavior of networks. Dynamic re-
source allocation is a general way to overcome these difficul-
ties. The basic idea behind dynamic resource allocation is to
optimize resource usage, such as transmit power and sym-
bol rate as well as modulation and coding schemes, and so
forth. Many proposed approaches have been based on tech-
niques like power control, rate adaptation, dynamic channel
allocation [9], beamforming [10] and multiuser detection
[11]. There are also many joint design methods including
adaptive rate and power control [12] and power control and
beamforming [13]. Network performance can be further im-
proved by adopting the concept of cross-layer design. Assum-
ing that the data received follows independent and identically
distributed (i.i.d.) Bernoulli processes, an optimal scheduler
was proposed in [14]. A proportionally fair QoS scheduler
has been described in [8]. However, individual users have
specific QoS requirements and the fair scheduling mecha-
nism is too simple to handle these. Other more complicated
schemes have also been proposed in [15]. The high data
rate (HDR) versions of CDMA2000 and the enhanced gen-
eral packet radio service (EGPRS) have provided schedul-
ingmechanisms to accommodate cross-layer design. A recent
survey of cross-layer design is provided in [16].

The previously mentioned schemes are not true “cross-
layer” design schemes. A cross-layer design, in general,
should involve at least two out of the five key layers, such
as the application layer, transport layer, network layer, MAC
layer, and physical layer. Cross-layer design can be imple-

mented within different protocol layers in the overall pro-
tocol stacks. We briefly explain the different approaches.

(1) Application layer. Application transmission adapta-
tion refers to an application’s capability to adjust its behav-
ior to changing network and channel characteristics. Wire-
less networks often have to deal with adverse conditions in
which handoffs, deep fading, and bad carrier signals can lead
to high packet losses. Only adaptive applications that are net-
work/channel aware can cope with these challenging circum-
stances. For multimedia delivery, a media server can track
packet losses and adjust the media source rate accordingly
[17, 18, 19, 20, 21]. To reduce information loss, the me-
dia server can employ packet forward error correction (FEC)
coding and unequal error protection.

(2) Transport layer. The underlying transport layer could
also be adapted, making it transparent to the application
layer. As a result, applications originally developed for wire-
line networks could remain intact. One drawback of adap-
tation at this level is that it is impossible to implement a
complete adaptation if the part of transport layer is applica-
tion specific. The protocol should differentiate between vari-
ous packet loss patterns, that is, packet losses due to network
congestion or due to channel errors [22, 23, 24]. The pro-
tocol should also invoke congestion control and rate adap-
tation accordingly. Several cross-layer approaches, such as
EBSN [25], snoop [26], and freeze TCP [27], have been pro-
posed as TCP alternatives; they are designed to distinguish
congestion loss from noncongestion loss, and to invoke dif-
ferent flow control mechanisms in each case. Note that the
transport layer can only adapt effectively if it can (i) observe
network-layer and link-layer conditions, (ii) propagate infor-
mation to the application layer, and (iii) identify and accom-
modate the application layer’s needs in the meantime.

(3) Link and network layers. The application characteris-
tics, such as its QoS requirements and packet priorities, could
be used in coordinating the behavior of the link and net-
work layers. In particular, the persistence level of the MAC-
layer ARQ adapts to an individual application’s latency and
reliability requirements. The link layer scheduler also allo-
cates radio resources to various packet flows based on their
QoS priorities. This adaptation, however, requires the MAC
and network layers to be able to distinguish different packet
flows. This differentiation, in general, can be achieved by an
explicit indication of the QoS requirements associated with
each packet flow [5]. Note that, in some systems, the trans-
port and MAC layers both can conduct error recovery us-
ing FEC coding and packet retransmissions. The balance be-
tween both schemes is important for achieving optimal us-
age of overall communication resources. The network could
also operate efficiently by using link- and physical-layer in-
formation, such as rate fluctuation and error condition, to
distribute channel resources.

(4) Joint MAC and physical layer. A cross-layer design for
a physical-layer transceiver and aMAC protocol formultiple-
input multiple-output (MIMO-)OFDM ad hoc networks has
been proposed [28]. The joint design results in better BER,
and high MAC throughput and fairness. A cross-layer design
for efficient resource allocation has also been discussed in
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[16] where the authors propose to share MAC- and physical-
layer information with higher layers. The impact of signal
processing on physical layer and MAC protocol design was
studied in [29].

(5) Predict future network and channel conditions. An es-
sential factor in adaptation is each layer’s ability to estimate
current network and channel conditions and even to predict
ones, as well as to exchange information across different lay-
ers. A receiving entity then evaluates current conditions to
invoke a reception mechanism accordingly, while a transmit-
ting entity uses current and future conditions to adjust its
transmission flow. A condition report based on a receiver’s
feedback is normally more accurate than estimations per-
formed by a transmitter alone.

In order to build an efficient wireless network, we strive
to create a series of protocol layers that can communicate
and interact with each other so that we can continuously
achieve service improvements. Such adaptation, however,
can be much easier to achieve for wireline networks than for
wireless networks. In this paper, we propose a cross-layer de-
sign, especially focusing on interactions among the applica-
tion, MAC, and physical layers, for wireless QoS content de-
livery. We propose a QoS-awareness scheduler and a power
adaptation scheme for bothUL andDLMAC layers. The pro-
posed scheme will achieve resource efficiency by coordinat-
ing transmissions at the physical layer. For instance, theMAC
scheduler may select an appropriate transmission format and
packet priority for each individual user depending on current
channel condition and the user’s QoS requirements. The rest
of this paper is organized as follows. In Section 2, we describe
our physical and MAC layer designs in detail. In Section 3,
we show how the cross-layer design can meet users’ QoS re-
quirements under different wireless transmission conditions.
To avoid unnecessary QoS degradations, we propose a QoS-
aware scheduler and a link transmission design that adapt to
rapidly changing channel conditions. Test results in Section 4
show that the proposed cross-layer design provides a good
transmission scheme for wireless QoS content delivery. Fi-
nally, we conclude our paper in Section 5.

2. SYSTEMARCHITECTURE

In this section, we will first describe our design plat-
form, which is based on the residue number system (RNS)
frequency-hopping (FH) OFDM technique. Then, we will
present the system architecture, especially focusing on the
physical and MAC layer designs.

2.1. Physical layer design

In conventional OFDM design, an OFDM symbol starting at
t = ts can be written as

s(t) =
Ns/2−1∑

−Ns/2

di+Ns/2e
j2πi(t−ts)/T , ts ≤ t ≤ ts + T ,

s(t) = 0, t < ts, t > ts + T.

(1)

Here di is a complex quadrature amplitude modulation
(QAM) symbol, Ns is the subcarrier number, and T is the

f2,0 f2,1

Whole spectrumW

f2,m−1 f2,m

f1,0 f1,1 f1,n−1 f1,n

Figure 1: Spectrum allocation for RNS-OFDM.

symbol duration. An OFDM system usually has higher data
throughput than a single-carrier system like the CDMA and
time divisionmultiple access (TDMA) designs [6, 30, 31, 32].
To further improve data throughput and enable rapid ARQ,
we propose an RNS-OFDM design. The RNS-OFDM is re-
ferred to as a fast-hopping OFDM design; it can also be
viewed as a wideband spread-spectrum technique designed
specifically for broadband mobile data communications. In
a wireless cellular network, the cell spectrum W is divided
into a set of subcarriers. The time is divided into symbols. A
number of these subcarriers or tones are assigned to a user
when there is data to send or to receive. Subcarriers com-
prising a user’s channel hop over the entire band W as time
progresses. The pattern of subcarriers in the time/frequency
space is referred to as the hopping pattern based on the RNS
design. For OFDM systems, there is no intracell interference
as users within the same cell are orthogonal to each other.
However, intercell interference still exists, especially for users
located near cell boundaries. FH has been proposed to allevi-
ate this problem. The FH pattern’s design must [33] (i) avoid
ambiguity when identifying users; (ii) reduce the chances of
a collision between two FH patterns; (iii) distribute subcarri-
ers evenly; and (iv) keep adjacent FH patterns far from each
other. After surveying various FH pattern construction tech-
niques, such as the m-sequence [33], Reed-Solomon codes
[34], and the number theory [35], we have selected the RNS
algorithm [36] for FH pattern design, as it has been shown
that the RNS can meet all four FH pattern criteria listed
above [37].

The RNS is designed based on the Chinese remainder
theorem (CRT) [38]. It has recently been used in various
wireless communication systems [37, 39]. In proposed FH-
OFDM system, RNS defines a rule in choosing positive in-
tegers referred to as moduli so that all the moduli are pair-
wise relative primes. In an FH design, the moduli correspond
to tones or subcarriers. An individual user’s FH address is
uniquely and unambiguously represented by a residue se-
quence determined by the RNS algorithm. We take a numer-
ical example to illustrate the procedure. The total frequency
band W can be divided into F1 = W/m and F1/n. The car-
rier frequency of user i at a certain time can be defined by
2-stage FH as fi = f2,x ∗ F1 + f1,y , x ∈ m, y ∈ n, as shown
in Figure 1. For instance, the frequency bandwidth is 5MHz
(W = 5MHz). m and n are selected to be 5 and 10, respec-
tively. Then, we can get F1 = 1MHz and F1/n = 0.1MHz.
If we take f2,x = 3 and f1,y = 1 as an example (these num-
bers are assigned by the RNS), a user’s current hopping tone
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Table 1: RNS-OFDM hopping pattern assignment (cell 1). In this example, we show that user 2 starts some time later than user 1. Here
F1 =W/m1.

User 1 of cell 1 (FH address 15⇔ (3,2)) User 2 of cell 1 (FH address 21⇔ (9,8)) Accumulator

m1 = 12,m2 = 13 m1 = 12,m2 = 13 m1 = 12,m2 = 13

f2,1 ∗ F1 + f1,12 — 10, 10

f2,2 ∗ F1 + f1,0 — 11, 11

f2,3 ∗ F1 + f1,1 f2,9 ∗ F1 + f1,7 0, 12

f2,4 ∗ F1 + f1,2 f2,10 ∗ F1 + f1,8 1, 0

f2,5 ∗ F1 + f1,3 f2,11 ∗ F1 + f1,9 2, 1

Table 2: RNS-OFDM hopping pattern assignment (cell 2). Here, user 2 starts some time later and F1 =W/m1.

User 1 of cell 2 (FH address 17⇔ (8,7)) User 2 of cell 2 (FH address 34⇔ (7,4)) Accumulator

m1 = 9,m2 = 10 m1 = 9,m2 = 10 m1 = 9,m2 = 10

f2,0 ∗ F1 + f1,8 — 1, 1

f2,1 ∗ F1 + f1,9 — 2, 2

f2,2 ∗ F1 + f1,0 — 3, 3

f2,3 ∗ F1 + f1,1 f2,2 ∗ F1 + f1,8 4, 4

f2,4 ∗ F1 + f1,2 f2,3 ∗ F1 + f1,9 5, 5

would be fi = f2,x ∗ F1 + f1,y = 3.1MHz. f2,x determines
the integer portion and f1,y decides the decimal portion of
the subcarrier on a MHz scale or one is for a coarse, and the
other is for a fine frequency selection.

In an OFDM system, FH provides frequency diversity
that helps reduce fading effects [40, 41, 42]. The salient fea-
ture of this type of proposed design is an absence of in-cell
interference because of OFDM design’s orthogonal nature.
The orthogonality is preserved even in the presence of mul-
tipaths. However, as we have mentioned above, this principle
cannot be applied to intercell users because interference can
be caused by the subcarriers that are reused from cell to cell.
This interference can be significantly reduced across cells if
each different user has their own unique hopping pattern.
Fast FH leads to improved physical-layer spectral efficiency.
A numerical example of FH pattern assignment is shown in
Table 1 for cell 1, and in Table 2 for cell 2. A user-specific FH
address that identifies each individual mobile node, such as
15 and 21 in Table 1, is assigned by an IP base station once
a data traffic channel is allocated. Although the FH pattern
of all cell sites follows the RNS, the different cell sites in this
example have (i) different moduli, such asm1 = 12,m2 = 13
for cell 1 and m1 = 9, m2 = 10 for cell 2, and (ii) initial
accumulator settings, such as (10, 10) for cell 1 and (1, 1)
for cell 2. As long as the number of active users is less than
m1 ∗ m2, there are no collisions among neighboring cells
[37]. We envision an active user who has data to send or re-
ceive. The RNS operation proceeds on a residue-by-residue
basis; for instance FH address 15 has residues (3, 2), that is
15⇔(3, 2), assuming moduli m1 = 12 and m2 = 13. The
subcarrier frequency is determined by both the residue of
the FH address and the current accumulator assignment. For
instance, f2,1 ∗ F1 + f1,12 was chosen because the residue of
user 1’s FH address is (3, 2) and the current accumulator of
cell 1 is (10, 10). By taking the summation of both terms

(3 + 10, 2 + 10), we obtain a residue of (1, 12) (equivalent
to f2,1 ∗ F1 + f1,12) with respect to the moduli of m1 = 12
and m2 = 13 for cell 1. The system is fast hopping since the
subcarrier hops every symbol. Notice that the accumulator
increases in a circular fashion with modulo (m1,m2): for ex-
ample, we note that (0, 12) follows (11, 11) in Table 1. In the
past, FH and OFDM techniques have been used separately
in communication systems, such as the 3G and IEEE 802.11a
systems. The proposed RNS-OFDM design effectively com-
bines the merits of orthogonal and spectrum-spreading de-
signs. In particular, since FH is performed after QAM, we
can distinguish different users based on their unique user-
signature FH patterns on the receiver side. Those signature
patterns can be precomputed and retrieved later by a look-
up-table method. Let the pattern of the kth user be expressed
as �ak = [ak(0), ak(1), . . . , ak(L− 1)]. The transmitted symbol
xmk is then decoded using the kth user’s signature code, which
can be expressed as

Yk =
[
yk(0), yk(1), . . . , yk(L− 1)

] = xmk · 1⊕ �ak, (2)

where 1 is a unit vector of length L, yk(l) for 1 ≤ l ≤ L, and
⊕ denotes modulo-2 addition.

Downlink design

In addition to the RNS-OFDM design, we also propose to
use shared pilots in the physical layer. Pilots are reserved sub-
carriers sent by an IP base station. They enable a mobile unit
to

(i) perform channel estimation for coherent modulation;
(ii) achieve symbol/frame/carrier synchronization;
(iii) perform IP base station identification because adjacent

base stations have unique pilot characteristics includ-
ing RNS moduli (m1,m2) and accumulator settings.
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Figure 2: Downlink and uplink transmission options. In order to adapt to time-varying channel conditions and QoS requirements, dif-
ferent uplink transmission options are supported. For downlink transmission, an IP base station can usually transmit at much higher
power. Many other design choices also compensate for signal loss, including the antenna array and so forth. However, this is not the case
for uplink transmission. We thus choose to support more transmission options for uplink than downlink traffic to better use the physical
resources.

DL pilots have specific hopping patterns associated with
each IP base station. The pilots are shared by all users within
a base station’s coverage area. Such a design eliminates pilot
overhead for data and control frames. During each symbol
period, both pilots and user signals hop from one subcar-
rier frequency to another, covering the entire transmission
bandwidth. Pilots are also “continuous” in the time domain
so that mobiles can always listen to pilots, allowing delay-
free reception even in a high-Doppler environment [43, 44].
In the proposed system, DL transmission operates in a pure
scheduled mode. Only one transmission option is possible
for DL traffic, as shown in Figure 2a. During transmission,
users have a dedicated traffic channel that is both power con-
trolled and timing controlled for synchronous transmission.
The control channel performs in a TDMA fashion, and an ac-
tive user has designated time slot when transmitting control
information, such as ACK/NACK.

Uplink design

In both the frequency and time domains, an UL OFDM sym-
bol is formed in the same way as a DL one. The difference be-
tween the domains is that the UL physical layer does not use
pilots because it is too difficult to establish phase reference
for coherent modulation. As a result, a receiver needs to use
energy detection during a symbol time, which is very ineffi-
cient. Alternatively, in our design, a mobile node stays in one
tone for several symbol periods, a so called quiet time. Data
is differentially modulated in each quiet time using the mid-
dle symbol as a reference. For instance, if a quiet time lasts
for 5 symbols, then the third symbol is a reference symbol.

Since UL traffic does not hop as quickly as DL traffic, an IP
base station’s receiver can establish a phase reference easily
during the quiet period. The tradeoff is that it takes some-
what more time to achieve frequency diversity and interfer-
ence averaging compared to symbol-by-symbol hopping in
DL transmissions. But we have carefully selected the short-
est symbol durations and quiet time so that the most ef-
fective averaging can still be achieved without long delays.
By taking users’ QoS requirements and channel conditions
into design consideration, we have designed a mobile node
to support variable-rate channel coding schemes for trans-
mitting UL signals. The different power-adaptive transmis-
sion options shown in Figure 2b are supported for UL data
transmission. Signal transmission is power and timing con-
trolled. Timing control or synchronization ensures that sym-
bols from different mobile nodes arrive at an IP base sta-
tion at the same time. Mobile terminals periodically transmit
wideband multi-subcarrier signals to allow closed-loop tim-
ing control. It should be pointed out that, since mobile nodes
move muchmore slowly than electromagnetic waves, round-
trip delays change very slowly [9]. Timing control hence can
be performed at very slow rates, say every few seconds, con-
stituting a very low resource overhead.

2.2. MAC layer design

In the proposed system, a segment is the minimum size of
a data unit for transmission over the traffic channels. A DL
traffic channel segment consists of mtone subcarriers by nslot
time slots, as shown in Figure 2a. Within each time slot,
we can have either a data segment or a control segment.
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Figure 3: The tight structure for efficient system resource manage-
ment. Once a traffic channel is assigned, data will be put on the
channel; a mobile node then sends an ACK/NACK via the uplink
channel. This fast FH allows for quick ACK/NACK message turn-
around time. Such a master-slave structure is tightly coupled, pro-
viding improved link reliability. Fast ARQ also provides better sup-
port for interactive applications.

Out of the total available subcarriers over each symbol pe-
riod, a certain number of subcarriers are reserved for signal-
ing purposes, such as acknowledging UL data (ACK/NACK)
and assigning both UL and DL segments. Unlike the DL
traffic channels, each UL traffic channel supports multiple-
transmission options, such as option 1 (mtone by nslot) and
option 2 (m/2tone by 2 ∗ nslot). Such settings provide effi-
cient and flexible QoS support (refer to our discussion in
Section 3.3). Although there are many transmission options,
an UL traffic channel uses the same number of physical re-
sources,mtone ∗ nslot, as the other options.

The MAC layer performs data segmentation (from IP
packets to MAC frames) and assembly (fromMAC frames to
IP packets). It uses a structure that tightly links contention-
free requests, assignments, traffic channels, and acknowledg-
ments. This provides the potential for efficient resourceman-
agement (Figure 3). Traffic segments are instantaneously as-
signed to active users. This scheme not only provides flex-
ibility in traffic multiplexing, which results in high chan-
nel utilization, but also facilitates DL multicast. The pro-
posed MAC layer also employs ARQ to provide rapid recov-
ery of corrupted MAC frames and thus increased link relia-
bility. In addition, the proposed FH technique embeds ARQ
(ACK/NACK) information in at least one subcarrier (see
Figure 3), so that ARQ signaling round-trip time is within
the millisecond range. Consequently, the MAC schedule can
quickly adjust resource allocation to adapt to time-varying
channel conditions. Such features can only be obtained by
utilizing fast-hopping multicarrier and cross-layer design at
the MAC and physical layers. Overall, fast ARQ minimizes
channel latency, maximizes spectrum efficiency, and pro-
vides better support of interactive applications.

3. CROSS-LAYER QoS DESIGN

In wireless communications, it is much easier to schedule DL
QoS content delivery than to schedule UL traffic because of
UL’s many-to-one nature. Extensive research has been done
on DL scheduler design based on associated QoS require-
ments [45, 46, 47]. In this paper, we focus on the problem of
scheduling multiple classes of DL and UL traffic. In particu-
lar, we consider the problem of joint power and bandwidth
allocation according to each user’s QoS requirements and the
wireless channel conditions. This is achieved by cross-layer
efforts involving the application, MAC, and physical layers.
We introduce a set of QoS-aware MAC states that provides
a basis upon which the MAC scheduler selects appropriate
transmission formats and packet priorities based on channel
conditions and QoS requirements. Next, we will explain our
design in detail.

3.1. QoS-aware and power-adaptiveMAC states

As we have mentioned in the introduction, the cross-
layer design needs built-in supporting mechanisms at dif-
ferent layers. At the MAC layer, we propose a set of QoS-
aware MAC states, that is, high QoS, medium QoS, and low
QoS, for both UL and DL transmissions. The IP base sta-
tion dynamically schedules users in different MAC states
based on resource availability and a system QoS measure
(QoS = QoSclass∗QoSstream). The system QoS measure in-
cludes general criteria, QoSclass, and application-specific cri-
teria, QoSstream. In other words, it consists of an economy
factor (i.e., QoSclass) and a technical factor (i.e., QoSstream).
QoSclass is determined by a service priority/pricing, such as
how much a user pays in monthly service charges, which
is independent of applications. A secondary consideration is
QoSstream, a traffic class that is determined by applications’
characteristics. QoSstream is secondary to QoSclass because a
MAC scheduler will grant higher priority to users who pay
more (or higher QoSclass). We will discuss QoSstream assign-
ment in Table 4 later. QoS information is provided by mo-
bile nodes during an initial registration stage. Although both
mobile nodes and an IP base station work together in mak-
ing decisions about QoS state assignment, the IP base station
acts as a “master” in the decision-making process, while mo-
bile nodes provide information only. For instance, a mobile
node can request its desired MAC state but the final decision
is made by aMAC scheduler at an IP base station. On themo-
bile node side, there are also three different QoS-aware MAC
states: high QoS, medium QoS, and low QoS, corresponding
to the states at the IP base station. We can also say that there
is a one-to-one correspondence between the state at the IP
base station and that at the mobile node. An IP base sta-
tion uses QoS identification numbers to distinguish different
users.

We have proposed variousMAC states and the transitions
between them as illustrated in Figure 4. The MAC states are
defined as follows.

(i)High-QoS-state users, or the so-called active users, can
actively send and receive data in this state. This is a high-
QoS state in which users have dedicated traffic and control
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Figure 4: Transition among different QoS states.

channels that are power and timing controlled. A base sta-
tion assigns traffic segments to any high-QoS user with data
to send or receive. It is theMAC scheduler’s task to determine
how many active users can be in this high-QoS state, and to
allocate resources among those users. The MAC scheduler
selects an appropriate transmission format and packet pri-
orities for each user depending on channel conditions and
users’ QoS requirements (refer to the MAC scheduler design
below).

A high-QoS identifier is a number, from 0 to nhigh, as-
signed by an IP base station to uniquely identify an active
user. Here, nhigh is the maximum number of active users a
system can accommodate. If there are too many high-QoS
users, those users with low QoSclass and QoSstream will be
moved to a medium-QoS state or even a low-QoS state. The
high-QoS identifier is dynamically allocated to a user when
it migrates to the high-QoS state from other states, and is re-
voked when it migrates out of the high-QoS state.

(ii) Low-QoS-state users maintain only basic connectiv-
ity, such as a page channel, with an IP base station. Users in
the low-QoS state have shared DL paging slots so that they
can wake up periodically and listen to incoming pages from
an IP base station. The low-QoS state is proposed primarily
for power saving. A mobile stays in this mode until there is
an incoming session via the page channel, or it has data to
send.

A low-QoS identifier is a number, from 0 to nlow, uniquely
identifying a low-QoS mobile. Here nlow is the maximum
number of inactive users that a system can accommodate. In
theory, nlow can be an infinite number. When a mobile mi-
grates among high-QoS, medium-QoS, and low-QoS states,
for instance, an IP base station automatically downgrades
the user’s MAC state after his mobile has been inactive for
a period of time, while the low-QoS identifier remains un-
changed during transitions.

(iii) Medium-QoS state. This lies between the high-QoS
state and the low-QoS state. While in the medium-QoS state

users have contention-free UL request slots to indicate imme-
diately to an IP base station that they have data to send, users
also have shared DL message slots that are timing controlled
but are not power controlled in order to save battery power.
Our traffic channel is designed to be dedicated to a single
user while a message channel can be shared among differ-
ent users. Unlike active users in the high-QoS state, users in
the medium-QoS state have no dedicated traffic channel and
must wait for the MAC scheduler to upgrade them into the
high-QoS state. One of the benefits of having such a state is
power saving—a mobile node will be moved from the high-
QoS state to the medium-QoS state if it is idle for a while.

A “session-on” user is the same as an active user, one
who is actively transmitting/receiving data. A “session-hold”
user was an active user but is now idle either because the
user has no on-going traffic or because the MAC scheduler
cannot grant the user permission to access physical resources
since doing so would prevent it from serving high-QoS users.
The medium-QoS identifier is a number, from 0 to nmedium,
which uniquely identifies a medium-QoS mobile. nmedium is
usually much larger than nhigh because systems often can ac-
commodate many more session-hold users than session-on
users. In our design, we make nmedium = 10 ∗ nhigh. Here we
choose 10 users arbitrarily to indicate that our system can
support more “medium-QoS” users than “high-QoS” users.
Unlike the high-QoS identifier, the medium-QoS identifier
does not change when a mobile migrates between high-QoS
and medium-QoS states.

The proposed MAC scheduler takes into account QoS
awareness and power adaptation. The physical resource as-
signments, such as traffic and control channel assignments,
that are associated with different MAC states are shown in
Table 3. Although both low-QoS and medium-QoS states are
designed for power saving, they differ in the amount of time
they require to return to the high-QoS state, or their latency
to start data transmission. In general, transitions between
low-QoS and high-QoS states take more time since a mobile
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Table 3: Channels are assigned under different MAC states.

Channel High QoS Medium QoS Low QoS

DL and UL traffic Yes No No

DL SNR report Yes No No

DL and UL assignments and power control Yes No No

Acknowledgment for DL and UL traffic channels Yes No No

Syncronization channel Yes Yes No

Timing control Yes Yes No

Traffic channel request No Yes No

Traffic channel grant No Yes No

Fast paging No No Yes

Slow paging No No Yes

Access request No No Yes

Access confirmation No No Yes

has fewer physical resources in the low-QoS state (refer to
Table 3). For example, an active user will enter the medium-
QoS state before reaching the low-QoS state if the user’s ses-
sion is idle for a certain period of time. The reason not to put
an active user directly into the low-QoS state is to enable the
user to quickly regain physical resources if the idle time is rel-
atively short. All MAC state transitions are managed jointly
by a MAC scheduler at an IP base station and one at a mobile
node. The MAC state is maintained at both IP base station
andmobile nodes. During mobile-IP handoff (from one base
station to another), a user’s MAC state is transferred from its
old base station to the new one (detailed mobile IP design
information is beyond the scope of this paper). The new IP
base station will decide whether to keep the user’s old MAC
state or to reinitiate a new MAC state. For instance, a high-
QoS user can keep original the MAC state assignment if the
new base station has enough physical resources to keep the
user in the high-QoS state. Otherwise, the user will be down-
graded to the medium-QoS state.

3.2. Assignment ofMAC states

In this subsection, we will address the problem of how
to assign MAC states for each mobile. QoS provision and
support remain technical challenges in wireless communi-
cations. Previous work has generally adopted simple QoS
parameters, such as the fixed target signal-to-interference-
plus-noise ratio (SINR) [13]. In previous research transmis-
sions were also designed based on current channel conditions
[9, 48]. In addition, existing schemes cannot adaptively ad-
just according to users’ QoS satisfaction levels. In the pro-
posed system, we designate control channels, as shown in
Table 3, for users to give feedback on their QoS satisfaction.
The system thus can continuously adjust users’ MAC states
and allocate physical resources to best fit users’ QoS needs.
Here we propose a general framework for resource alloca-
tion based on users’ MAC states. The proposed framework
employs a diverse set of objective functions and QoS require-
ments. Specifically, we will consider the following two fac-
tors: service priority/pricing and traffic class.

Service priority/pricing (QoSclass)

Price or service charge plays an essential role in resource al-
location [49, 50]. A user who pays a higher monthly fee, in
general, is entitled to better QoS support. We therefore rank
users in terms of “gold,” “silver,” and “bronze” service priori-
ties. The service priority allows the MAC scheduler to differ-
entiate between users, particularly when a resource conflict
occurs. For instance, a system initially contains one gold user
and one silver user, running the same type of application.
Both users are assigned the high-QoS MAC state initially.
When a third user initiates an emergency 911 call that qual-
ifies for Gold service priory, all three users begin competing
for limited physical resources. Assuming that the system can
only support two or fewer high-QoS users, the MAC sched-
uler will temporarily downgrade a low-QoSclass user, the sil-
ver user in this case, from the high-QoS state to the medium-
QoS state until the third user finishes using the E-911 ser-
vice.

Traffic class (QoSstream)

The characteristics of data traffic or applications also play an
important role in MAC state assignments. In our design, the
minimum resolution of traffic is called a MAC stream. Cor-
responding transmission requirements are characterized by
factors such as the BER, segment loss (SL), segment order
(SD), and delay (DEL). An example of MAC stream assign-
ments is shown in Table 4. Here, the “stream QoS-ID” is as-
sociated with a certain service with specific QoS factors. A
higher QoS-ID indicates that a stream is more important.
For instance, an E-911 session is more important than voice
and data services. All entries in Table 4 are stored in a look-
up table, and service providers or operators can modify the
parameters to reflect the importance of each application, or
even expand the table to include additional network param-
eters. This information will ultimately be mapped onto a set
of QoSstream. Different MAC streams, or marked packets, can
have different packet lengths, with stream QoS-IDs embed-
ded in the packet headers.
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Table 4: Example of MAC stream assignments. QoSstream, for instance, is in the range of [15, 1]: 15 is the highest QoS-MAC stream while 5
is the lowest one (4 to 1 are reserved for future use). Network performance, in terms of BER, SL, SO, and DEL, is scored with a value from
4 to 1: 4 stands for the “most important,” while 1 stands for the “least important.” The setting can be adjusted based on channel conditions.
Again, we show just one design example in this table.

Stream QoS-ID (QoSstream) Description BER SL SO DEL

15 E-911 session 4 4 4 4

14 Layer 2 control 4 4 4 4

13 Layer 3 control 4 4 4 4

12 Circuit voice (G729) 3 3 4 4

11 VoIP (G711-coded) 3 4 3 4

10 Stream video (H263) 3 3 3 4

9 Interactive data 3 4 4 3

8 Multicast RTP 3 3 3 3

7 Internet control 4 4 4 4

6 Internet data 3 4 4 2

5 Network management (OA&M) traffic 2 2 3 3

Having defined the QoSclass and QoSstream, we can deter-
mine a user’s MAC state using the following QoS criterion:

QoS = QoSclass∗QoSstream . (3)

For example, on a revenue basis, we define QoSclass = 3
(gold user), QoSclass = 2 (silver user), QoSclass = 1 (bronze
user). QoSstream is listed in Table 4. Note that our proposed
system supports either a native IP mode or a point-to-point
protocol- (PPP-)like mode for non-IP traffic.

3.3. MAC scheduler

Users can actively send and receive traffic only in the high-
QoS state. However, there is resource contention when mul-
tiple high-QoS users compete for channel resources. A con-
ventional scheduler is developed solely for “centralized allo-
cation,” where an IP base station gathers all user information,
that is, channel response and backlog size, and decides which
user is to be served [51, 52]. The disadvantage of the cen-
tralized approach lies in the difficulty of getting channel re-
sponse for all users and IP base stations across multiple cells.
Computational complexity also grows significantly when the
number of users increases. A “distributed scheduler,” on the
other hand, allows each user to optimize resource usage in-
dividually. In [53, 54], a pricing system was developed, in
which users would have to pay higher prices when demand-
ing more physical resources. The disadvantage of this system
is that there are many local optimization points but global
system optimization is difficult to achieve. Considering the
tradeoff between performance and complexity, a distributed
scheduler is suitable for systems with large numbers of users.
The previously mentioned centralized and distributed sched-
ulers were designed to maximize system throughput but do
not take anyQoS requirements into design consideration.We
propose a “scheduled” approach to achieve QoS-aware and
power-adaptive transmission.

In the proposed QoS framework, network level QoS pa-
rameters include BER, SL, SO, and DEL. Different applica-
tions have different QoS network requirements (see Table 4).
The goal of the MAC scheduler is to select appropriate users’
transmission power/format and packet priorities based on
present channel conditions and users’ QoS requirements.
For instance, real-time applications are more sensitive to
service DEL than SL, while non-real-time applications are
more sensitive to SO and SL. Our cross-layer design ad-
justs MAC states and transmission formats to observe and
respond to channel variations based on the QoS vector
(BER, SL, SO,DEL). Network QoS is computed as follows:

QoSnetwork = w1 ∗ BER+w2 ∗ SL+w3 ∗ SO

+w4 ∗DEL ∀ w1 +w2 +w3 +w4 = 1.
(4)

Here the normalized weighting vector is �w = (w1,w2,w3,
w4). For the example in Table 4, we select weights equally
among BER, SL, SO, and DEL.We can further adjust the �w to
set priorities differently among BER, SL, SO, and DEL when
computing the QoSnetwork.

Network parameters, combined with QoSclass and
QoSstream, constitute a multicriteria decision for a given user.
Cost can be measured by Cost = QoSclass∗QoSstream∗
QoSnetwork. We can thus obtain a unique cross-layer cost
measurement, which reflects each user’s QoS as well as on-
going application and current network conditions. TheMAC
scheduler determines the power and coding rate required
to transmit a given frame with a specific amount of reli-
ability based on this multicriteria cost measurement, Cost.
The architecture of the MAC, scheduler is shown in Figure 5.
The MAC scheduler computes the real cost value, Costreal,
based on feedback from QoS monitors at the physical, MAC,
and network layers. Then, it compares the current Costreal
with the desirable cost measurement Cost. By adjusting the
transmission power of both the UL and DL traffic chan-
nels, the scheduler is able to minimize the difference between
the desired cost and real cost measurements for each user,
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Figure 5: Architecture of a MAC scheduler (applicable to both uplink and downlink transmissions).

argmin‖Costreal − Cost‖. Although the power control is ap-
plied to both DL and UL traffic, the MAC scheduler operates
under the constraint that the total transmit power in each
slot cannot exceed a fixed peak power value. If power ad-
justment cannot improve BER performance effectively, the
MAC scheduler will select a different transmission format for
a given data frame, such as a coding rate and modulation
scheme—from aggressive approaches, like Turbo code and
64-QAM, to conservative approaches, like 5/6 convolutional
code and QPSK.

In addition to conventional power and transmit rate con-
trol, our novel design supports unique UL transmission op-
tions to achieve scalable QoS performance. An IP base sta-
tion can usually transmit at much higher power levels and
can employ other sophisticated means for data transmission.
Therefore, we have designed DL transmission options to be
much simpler than those for UL. As a result, we only sup-
port one transmission option as shown in Figure 2, and it
operates in a pure scheduled mode with fixed transmission
time. For UL transmission, however, we support different
transmission options besides rate and the power controls,
in order to take spectrum efficiency and QoS awareness into
design consideration. For instance, when a user experiences
bad channel conditions, the MAC scheduler will use option
4 instead of option 1, as shown in Figure 2b, for UL data
transmission because the user probably cannot receive all
tones correctly after adjustments have been made to power
and transmission rates. Under such conditions, physical re-
sources can be allocated to other users that need them. To ac-
commodate different channel conditions, we propose to use
multiple UL transmission options with variable frequencies
and time allocation for UL traffic. Each transmission format
can employ a different number of OFDM tones and symbols.
For example, the MAC scheduler can use the following four
transmission formats/options in our QoS-aware design: (1)
mtone tones by nslot time slots, (2) m/2tone tones by 2 ∗ nslot
time slots, (3) m/4tone tones by 4 ∗ nslot time slots, and (4)
1 tone by m ∗ nslot time slots, as shown in Figure 2b. Un-
like single-carrier CDMA design, our design can group sub-

Table 5: Basic system parameters.

Carrier frequency Up to 5GHz

Bandwidth 1.25MHz UL, 1.25MHz DL

Number of subcarriers 113

FFT window length 128 samples

Cyclic prefix 16 samples

DL peak rate 2.7Mbps

UL peak rate 817 kbps

carriers (tones) in a different manner: according to perfor-
mance. Options 1 and 2 are suitable for users with good in-
stantaneous channel conditions while options 3 and 4 pro-
vide stable transmission over a longer period of time. It is not
wise, for instance, to assign a large number of OFDM tones
(option 1) to a given user under relatively bad channel con-
ditions. This simply wastes physical resources and leads to
overall system performance degradation because other users
could be deprived of needed resources. The MAC scheduler
at a mobile node will select option 1 or option 2 by assigning
more tones over a short time period for data transmission,
assuming that good channel conditions usually do not last
long. The QoS scheduler jointly considers MAC states and
physical layer conditions, and performs cross-layer interac-
tion. Otherwise, we would have to design each layer sepa-
rately for the worst possible conditions, which leads to re-
source inefficiency.

If all means mentioned above fail, the MAC scheduler
will adjust queuing/buffer either (i) by throwing away some
symbols for real-time applications to avoid further delay, or
(ii) by buffering information in reserved memory for non
real-time applications so that buffered information can be
transmitted later when the network conditions get better.

4. SIMULATION RESULTS ANDDISCUSSIONS

Basic system parameters are listed in Table 5. Out of the 113
subcarriers available over each symbol period, 36 subcarriers
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Table 6: Performance at different locations within a cell.

Location Distance from an IP base station (miles) SNR (dB)

A 0.5 About 20

B 1.4 About 20

C 2.0 About 15

D 1.6 About 10

Table 7: User throughput by location and applications (kbps).

Throughput FTP UL FTP DL 128 kbps media Web page

Location A 354 2 470 142 32

Location B 225 1 910 138 27

Location C 142 1 280 141 23

Location D 47 675 136 29

will be reserved for signaling, such as for acknowledging DL
data and dedicated control signals. The test system consists of
a cluster of several wireless routers supported by a managed
IP network. Testing was conducted in a 700MHz guard band
over a 1.25MHz channel. Next, we will discuss the baseline
tests followed by related QoS measurements.

Baseline tests with flat QoS requirements

This test set serves as a baseline for all other tests in order
to calibrate the potential throughput of representative ap-
plications. The tests are performed under single-user trans-
mission conditions without competing physical resources:
QoSclass does not matter under such test conditions. We have
measured the system’s performance under a wide variety of
channel conditions. To execute these tests, we located four
different SNR testing spots, from location A to location D
within one cell’s coverage, as shown in Table 6. In addition,
we selected four different types of services or sessions to rep-
resent typical wireless content delivery.

(1) FTP UL: an FTP service uploaded a 10MB file.
(2) FTP DL: an FTP service downloaded 50 distinct 2MB

files.
(3) 128 kbps media: a 128 kbps real-time media stream

was played from a server within a core network.
(4) Web page: a web page of 205KB was periodically re-

freshed throughout the baseline test. An effort was
made to have this event happen roughly every 120 sec-
onds.

Throughput results are summarized in Table 7. Under
good SNR conditions, such as at location A listed in Table 6,
FTP DL works at an average throughput rate of 2.4Mbps
with instantaneous bursts of throughput up to 2.6Mbps,
as shown in Figure 6. The 128 kbps media stream can play
smoothly regardless of location because it does not attempt
to compete for more bandwidth than its assigned encod-
ing rate, 128 kbps. As shown in Figure 7, the application’s

3000

2500

2000

1500

1000

500

0
0 50 100 150 200 250 300 350 400

R
at
e
(k
bp

s)

Time (s)

Figure 6: Throughput of the FTP download service (FTP DL) at
location A.

throughput was approximately 140 kbps, representing a real-
time multimedia service with total bandwidth requirements
including application, headers, and other control informa-
tion. For streaming media applications based on the user
datagram protocol (UDP), minimal packet loss was expe-
rienced. Media streams thus can be played smoothly at all
times, without relying heavily on the internal caching mech-
anisms of host software. Web traffic demonstrated its char-
acteristic “bursty” nature. Test instructions required peri-
odic (at intervals of about 120 seconds) reloads using a new
205KB image for each new trail. This ensured that the image
was never pulled from the local cache of a host computer.
As shown in Figure 8, users downloading 205KB images at
random times will produce very brief spikes of throughput,
which approaches the channel capacity. When the download
is completed, system resource demand immediately returns
to zero. For applications like web surfing and file transfers,
the service rate is subject to the limitations of TCP, for ex-
ample, a slow start. We observed a very limited number of
packet losses and TCP retransmissions.
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Figure 7: Media stream of 128 kbps. Dips around t = 400 seconds
and t = 800 seconds indicate pauses between two audio pieces or
between two songs.

Cross-layer example with gold and bronze QoS services

This test set was designed to demonstrate that cross-layer de-
sign provides better QoS support. We compared the perfor-
mance of a gold user, that is, QoSclass = 3, with a bronze
user, that is, QoSclass = 1, along with other lower QoS back-
ground users competing for the remaining bandwidth. To
execute this test case, a single load mobile was placed in an
excellent SNR environment (SNR = 23 dB). This load mo-
bile, at location A, listed in Table 6, was used to create a con-
trolled load on the cell site. The amount of load was con-
trolled by a MAC QoS scheduler at an IP base station. In this
QoS test case, each user traveled from one location to an-
other while performing an assigned task, as summarized in
Table 8.

These QoS tests illustrate how cross-layer QoS assign-
ments can impact an end user’s experience as well as the
experience of other users in the system. In the first test, all
users registered in a cell site have equal QoS priority assign-
ments, and they simultaneously request physical resources.
Figure 9 depicts the application level throughput of a gold
user (namely, mobile 1) running the FTP download service.
In this figure, the oscillations of throughput after t = 100
seconds show that the MAC scheduler dynamically adjusted
the physical resources while all mobile nodes moved around.
Mobile 1 had an initial throughput around 2.5Mbps. Then,
another user (mobile 2) joined the network and started to
download a 128 kbps audio stream. Mobile 2 operates un-
der poor SNR conditions and was able to maintain sustain-
able throughput at 160 kbps (see Figure 10). The different
UL transmission options listed in Figure 2, along with power
control and channel coding schemes, were utilized to offset
channel variations. This provides a good example of cross-
layer design because without assistance from different lay-
ers, the system will work under the worst possible condi-
tions, leading to the inefficient use of physical resources. If
there were only two active users in the system, there would
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Figure 8: Multiple downloads of 205KB web image.

be no resource competition since the resources would be per-
fectly distributed to these two users. Mobile 1 could thus
maintain throughput at 2.6Mbps (refer to Figure 9). After
105 seconds (t = 105 seconds), mobile 3, performing a
100MB FTP as shown in Figure 11, entered the system. The
MAC scheduler effectively assigned resources so that all three
users were supported according to their QoS assignments.
Although, in this case all users had the same QoS class, they
had different QoSstream, so the FTP user got the most band-
width.

The above demonstration illustrates the system’s ability
to balance diverse users’ needs. User 2 continues to receive
a minimal 128 kbps audio stream, while load 1 and the FTP
user 3 share the remaining bandwidth. Both user 1 and user
3 thus achieve throughput at 1.2 to 1.3Mbps because the
throughput of mobile 1 dropped from 2.7Mbps to 1.4Mbps
after 3 joined at t = 105 seconds; for further details, refer to
Figure 9. In this example, the aggregate system throughput
of three mobile nodes fluctuated between 2.7 and 2.8Mbps,
very close to the theoretical maximum capacity. When mo-
bile 3 finished its task at t = 905 seconds, the MAC sched-
uler instantly reallocated the excess bandwidth back to mo-
bile user 1, and its throughput bounced back to 2.6Mbps, as
shown in Figure 9.

Next, we assign different QoS classes, QoSclass, to the
mobiles. To accomplish this, mobile 1 in this case was as-
signed bronze QoS status, and we assumed that the user
would never receive more than 150 kbps of resources re-
gardless of cell capacity. Figure 12 depicts how the through-
put dropped, as a step function, once the QoS class was
changed from gold to bronze at t = 80 seconds. The through-
put available to that user was reduced from 2.6Mbps to
150 kbps, reflecting the new QoS assignment. By examining
Figure 13, we observe that the throughput of the streaming
media session was always maintained at around 128 kbps.
However, Figure 14 shows that the gold user 3 experienced
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Table 8: Task assignments for QoS tests.

Mobile Activity

File transfer (moving from location B to location C) An FTP service downloaded 50 distinct 2MB files.

Web surfing (moving from location C to location D) A web page of 205KB was periodically refreshed throughout the test.

Streaming media (moving from location D to location A) A 128 kbps media stream was played.
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Figure 9: QoS gold user (mobile 1) running an FTP DL.
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Figure 10: Streaming audio user (mobile 2) moving from location
D to location A.

much higher throughput at 2.2–2.5Mbps, which is dramati-
cally different from the previous example.

5. CONCLUSION AND FUTURE RESEARCH
DIRECTIONS

In this paper, we propose a cross-layer design for QoS-aware
content delivery. Central to our proposed cross-layer design
is the concept of adaptation. We propose a cross-layer plat-
form, utilizing the application, MAC, and physical layers, for
wireless QoS content delivery. The proposed QoS-awareness

1400

1200

1000

800

600

400

200

0
0 100 200 300 400 500 600 700 800 900

R
at
e
(k
bp

s)

Time (s)

Figure 11: FTP transform (mobile 3) moving from location B to
location C.
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Figure 12: QoS change from gold to bronze for mobile user 1 run-
ning an FTP DL.

scheduler and power adaptation scheme organize the behav-
ior of the lower physical layer for resource efficiency.

We also provide extensive test results in this paper to il-
lustrate that the cross-layer design improves QoS satisfaction.
In essence, most of the simulations focus on presenting re-
sults that show that a user’s QoS assignments can be more
efficiently managed with a cross-layer design. The claim that
the proposed design leads to a more efficient use of resources
has not yet been substantiated quantitatively. In our future
work, we plan to quantitatively measure efficiency and to
compare our results with other approaches, such as a design
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Figure 13: Streaming audio user (mobile 2) moving from location
D to location A.
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Figure 14: FTP transform (mobile 3) moving from location B to
location C.

without cross-layer assignment, and a design that applies
changes in the system parameters (e.g., changing the design
in Table 4).
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