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A b s t r a c t  

The objective of this paper is to describe spatial differences in the 
uncertainty of features of the runoff regimes of Polish rivers based on en-
tropy in Shannon’s information theory. They included: the entropy of 
monthly river runoff and the entropy of river runoff distribution over 
time. An analysis of monthly flow series for the years 1951-2010 from 
395 gauging stations located on 248 rivers in Poland was performed. 
This allowed a quantitative determination of the degree of uncertainty of 
two regime characteristics indirectly establishing the predictability, regu-
larity, and stability of their appearance and their spatial variability. An 
analysis of relations between the calculated entropy, as well as between 
the entropy and the classical parameters commonly used was performed 
in describing the hydrological regime. The obtained grouping of rivers 
into four categories in terms of entropy of volume and distribution of 
runoff in the annual cycle clearly coincides with the types of river regime 
distinguished in Poland. 

Key words: Shannon’s theory, typology, hydrology, East-Central 
Europe. 

1. INTRODUCTION 
The effect of climate changes and variations and human activity on the con-
ditions of river runoff has been generally broadly recognised and docu-
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mented. An objective analysis of links between climatic and hydrological 
factors requires the availability of studies illustrating the observed relations 
in quantitative terms (Hattermann et al. 2013, Kundzewicz and Huang 
2010). It is important to understand both the multi-annual and seasonal dy-
namics of river runoff due to contemporary changes in water cycle. Meas-
ures of the stability and uncertainty of the runoff regime are helpful in this 
matter (Wrzesi�ski 2010, 2013a, b), because a significant socio-economic 
problem involves not only the magnitude of water resources, but also their 
accessibility, permanence, and predictability. In this context, runoff regime 
can be treated as an interesting tool helpful in detecting spatial and temporal 
changes in the volume and seasonality of runoff, and in establishing present 
and future surpluses and deficits of water. Therefore, the research on the hy-
drological regime deals with different aspects of runoff conditions in an an-
nual cycle, including extreme phenomena, for example floods (Strupczewski 
et al. 2016). 

Uncertainty is a feature inherent in the natural environment. While ac-
cepting its existence, we should strive to determine its degree. This can con-
tribute to a better understanding of processes occurring in nature, and 
improve their modelling. Therefore, the goal of the cognitive process is not 
to eliminate uncertainty, but to show how to combine deterministic model-
ling methods with uncertainty estimation in order to improve the quality of 
models and forecasts.  

Entropy as a measure of the degree of uncertainty finds application in 
many fields of science, including hydrology (Singh 1997). Here it is usually 
employed as a measure of the uncertainty of, e.g., hydrological simulation 
models (Amorocho and Espildora 1973, Chapman 1986), or the occurrence 
and distribution of precipitation over time (Maruyama and Kawachi 1998). 
Krasovskaia (1995, 1997) used entropy to establish a typology of river run-
off regimes, and Barberis et al. (2003) to assess regime stability as a measure 
of the hydrological similarity of catchments. As a measure of expected in-
formation, entropy has been employed, e.g., in research on the precipitation-
runoff relation (Krstanovic and Singh 1992). The maximum entropy princi-
ple finds application, e.g., in an analysis of the frequency of hydrological 
variables (Sonuga 1972, 1976; Dalezios and Tyraskis 1989, Koutsoyiannis 
2005). An interesting method of assessing the accessibility of potential water 
resources at a variety of regional scales based on atmospheric precipitation 
was proposed by Kawachi et al. (2001) and Maruyama et al. (2005). The au-
thors applied two entropy measures to calculate the entropy of precipitation: 
the entropy of the intensity of precipitation (intensity entropy, IE), and the 
entropy of the distribution of precipitation in time (apportionment entropy, 
AE). Barberis et al. (2003) studied possible application of entropy in con-
structing an index for the classification of river regimes based on the 
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monthly discharge coefficient (the Pardé coefficient). Those methodological 
proposals find application in assessing the uncertainty of features of the run-
off regimes of rivers in Europe and Poland (Wrzesi�ski 2013a, b, 2014). 

The aim of the paper is to present spatial differences in the uncertainty 
features of the runoff regime of rivers in Poland based on entropy measures 
derived from Shannon’s (1948) information theory. The research tasks in-
clude establishing links between the analysed uncertainty measures and other 
hydrological characteristics (river runoff variability, volume of groundwater 
flow), and examining their application in runoff regime characterization. 

2. STUDY  AREA  AND  MATERIALS 
Because of the spatial aspect of the analysis, the scope of the research and 
employed statistical approaches required a numerous objects with the data 
series as long as possible. Because the analysis focused on measures of the 
uncertainty of runoff regime features affected not only by natural changes 
and variations in climatic conditions, but also by human activity, the entire 
available hydrometric material from the years 1951-2010 was used, irrespec-
tive of its statistical and genetic homogeneity. It included monthly river run-
off of 395 gauging stations on 248 rivers (Fig. 1). The hydrometric data were 
obtained from the Institute of Meteorology and Water Management – PIB. 

 
Fig. 1. Location of the gauging stations and catchments. 
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Fig. 2. River runoff regimes in Poland (after Wrzesi�ski 2013a). A – nival, poorly 
developed; B – nival, moderately well developed; C – nival, very well de-
veloped; D – nival-pluvial; E – pluvio-nival. 

The analysis embraced rivers of Poland, an area characterised by rela-
tively high differences, even at the regional scale, in environmental condi-
tions, both climatic, as demonstrated by Wo� (2010) with his 28 climatic 
regions distinguished here, and hydrological, manifested in a variety of sup-
ply conditions and patterns of river runoff seasonality. As a result, five types 
of river regimes occur here. The main or major criteria were the kind of sup-
ply and the runoff distribution in the annual cycle, as expressed by the pat-
tern and values of the monthly discharge coefficient (k) (Dynowska and 
Pociask-Karteczka 1999). The monthly discharge coefficient (ki) of the i-th 
month was calculated as the ratio of the multi-annual monthly discharge and 
multi-annual yearly discharge. This was the criterion employed when deter-
mining the types of regime of the studied rivers (Fig. 2). 

Type A: nival regime, poorly developed. It is characteristic of rivers with 
the mean discharge in spring months not exceeding 130% of the mean annu-
al discharge. It largely concerns rivers of the eastern part of the coastal re-
gion and the Pomeranian Lakeland. This is also the type of regime of some 
rivers in the Mazurian Lakeland (e.g., the Pisa River), and on the Silesian-
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Cracow Upland. Low variability of river runoff is typical of these rivers. In 
the case of coastal and lakeland rivers, this is largely due to a high retaining 
capacity of their basins, as well as a high lake percentage and a great number 
of closed basins. Upland rivers owe their steady runoff patterns to a rich 
groundwater aquifer of carbonate rocks, high fissure density, and high 
karstification, and those in industrial areas, to human interference in the wa-
ter cycle. 

Type B: nival regime, moderately well developed. It is represented by 
rivers with the mean discharge in spring months varying from 130 to 180% 
of the mean annual discharge. They are located in the north of the country, 
e.g., in the western part of the coastal region (e.g., the Rega River), western 
part of the Mazurian Lakeland, in the central part – transit rivers, e.g., the 
Vistula, Oder, and Warta River with the Note� River, and in the upland belt 
– rivers of the Warta and Vistula interfluve. 

Type C: nival regime, very well developed. It is represented by rivers 
with the mean discharge in spring months higher than 180% of the mean an-
nual discharge. They show the highest variability in monthly runoff in the 
annual cycle. They occur in the lowland part of Poland, from the My�la Riv-
er in the west, through the Prosna River basin and the Bzura River basin in 
the central part of the country, to the majority of rivers in the east of the 
country in the Narew and Bug basins. High meltwater floods occur on those 
rivers in spring, followed by a rapid recession of river runoff, and transition 
to a period of the low summer-autumn flow. 

Type D: nival-pluvial regime. It is characteristic of rivers with the mean 
discharge in spring months usually amounting to 130-180% of the mean an-
nual discharge. They show a marked increase in discharge in the summer 
months, amounting to at least 100% of the mean annual discharge. This type 
is represented by all Sudeten and the majority of Carpathian rivers as well as 
the transit Vistula River in its upper course; its regime along this section is 
determined by its Carpathian tributaries. 

Type E: pluvio-nival regime. This type embraces rivers with the mean 
discharge in summer months higher or almost equal to the mean discharge in 
spring, in both cases usually amounting to 130-180% of the mean annual 
discharge. In the Sudetes, such regularity is represented by the Nysa K�odzka 
River, and in the Carpathians, by the upper Vistula River, e.g., the So�a, 
Skawa River, and rivers in the Dunajec River basin. 

3. METHODS 
As one of the measures of the uncertainty of a random variable, entropy can 
be calculated using Shannon’s (1948) information theory. According to the 
theory, the uncertainty of a variable, or the uncertainty of its probability dis-
tribution, is the negative expected value of the logarithm of its distribution 
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density function. Entropy assumes a maximum value when the probabilities 
are the same, and approaches zero when some value of the variable has a 
probability of one. 

It was possible to solve the research problem with the application of 
methods of measuring runoff regime uncertainty adopted by the author in his 
works (Wrzesi�ski 2013a, b, 2014). In the research, entropy theory was em-
ployed to analyse series of monthly runoff. In order to determine the uncer-
tainty of runoff regime characteristics in quantitative terms, the entropy of 
the runoff volume, and the entropy of the runoff distribution in the annual 
cycle was used. 

Runoff volume entropy was calculated in the following stages: 
�  accumulation of a data set – monthly river runoff from the analysed mul-

tiannual with a population size of  N = 12×m  (m – number of years), 
�  division of the data set into n equal class intervals, 
�  calculation of size fi of each class i to make a table of size distribution 

{fi}, 
�  estimation of probability  pi = fi / N  for the entire range of data in each 

class i, and 
�  calculation of entropy EH from the formula: 
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where n is the number of classes and fi is the size of class i. 
So defined, the entropy of runoff volume (EH) assumes values from the 

interval  0 � EH < �, and can be treated as a measure of the uncertainty of 
monthly runoff. 

The entropy of runoff distribution over time was defined assuming ri to 
be the monthly river runoff in the i-th month of the year. The annual runoff 
R, therefore, can be expressed as the sum of ri, starting from  i = 1  to 12. In 
this case, probability pi can be calculated as the ri / R ratio. By employing in-
formation entropy, we obtain a measure of disorder in the distribution of 
monthly runoff over the year (ED). This can be expressed as follows: 
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The values of runoff distribution entropy are contained in the interval 
from 0 to log212, with the maximum (ED = log212 = 3.58 bits) obtained when 
the annual runoff is distributed evenly over all months of the year (p1 = p2 = 
p3 = ... pn = 1/n). When the entire annual runoff occurs in a single month, the 
entropy assumes its minimum value (ED = 0). 



UNCERTAINTY  OF  THE  RIVER  REGIME 
 

1831 

In the mathematical-statistical processing of source data, procedures of-
fered by Microsoft’s Excel program were used. The graphic form was pre-
pared with the application of programs ArcGIS 10.1 [ESRI] and 
CorelDRAW 12 [Corel]. 

4. RESULTS 
4.1  Entropy of runoff volume 
The uncertainty of monthly river runoff in the analysed gauging stations is 
expressed by the entropy of runoff volume (EH). It varies from 0.532 to 
3.599 bits. Low values, often under 1.0 bit, indicative of high certainty of 
monthly river runoff, are observed on most lakeland rivers and on lowland 
rivers in the Oder and Vistula basins (Fig. 3A). The highest entropy of 
monthly runoff, exceeding 2.5 bits, i.e., the highest uncertainty of their vol-
ume, characterises mountain rivers. 

The regional distribution of the entropy of monthly runoff is to a certain 
degree similar to the map of annual runoff (Fig. 3B). Rivers with low entro-
py of monthly runoff usually also show low annual runoff values, and vice 
versa: the least predictable monthly runoff are observed in the case of moun-
tain rivers characterised by the highest annual runoff values. The research 
revealed a strong dependence of monthly runoff entropy on annual runoff 
volume, expressed by the calculated correlation coefficient  r = 0.889  (p < 
0.001). 

Other regime features also affect the uncertainty of monthly runoff, e.g., 
their variability and contribution of groundwater flow in total runoff. High 
runoff variability of monthly runoff series causes less certain and less pre-
dictable their volume. The observed dependence of the entropy of monthly 
runoff on the variability of daily flows is expressed by the calculated correla- 
 

 
Fig. 3. Entropy of monthly runoff (A) and average runoff values (B). 
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Fig. 4. Relationship between the entropy of monthly runoff and: A – coefficient of 
variation of daily flows, B – contribution of groundwater  flow in total runoff. 

tion coefficient  r = 0.597 (p < 0.001) (Fig. 4A). A different dependence, al-
though even more statistically significant (r = –0.689,  p < 0.001), is ob-
served between runoff entropy and the contribution of groundwater flow in 
total river runoff (Fig. 4B). Its high share is indicative of a large storage ca-
pacity of a catchment. This makes runoff values more uniform, and in con-
sequence leads to lower entropy of runoff volume, and therefore to higher 
certainty of the obtained runoff volume. 

4.2  Entropy of runoff distribution in the annual cycle 
The entropy of distribution of monthly runoff over a year shows values from 
0 to  log212 = 3.58 bits. This type of entropy is expressed in per cent values, 
with a maximum of 3.58 assumed to constitute 100%. The entropy of distri-
bution of monthly runoff over a year varies from 78.5 to 99.6%. The 
monthly values are relatively uniform, for example in comparison to other 
European rivers (Wrzesi�ski 2010, 2013b). In spatial terms, however, this 
type of entropy clearly sets apart mountain rivers and those showing a well-
developed nival regime typical for rivers in the central and eastern parts of 
the country: they have the lowest values of entropy of distribution of 
monthly runoff (Fig. 5). Exceptions in the central part are large transit rivers: 
the Vistula and the Warta Rivers, with high values of runoff distribution en-
tropy. Low entropy of distribution of monthly runoff over a year suggests 
non-uniform distribution over time involving a high concentration of runoff 
in a short period of the year. With an increase in entropy, runoff becomes 
more equalised in the annual cycle. The group of rivers with an average dis-
tribution entropy includes those with well-developed nival regime, and those 
with combined regime: pluvial-nival and nival-pluvial, e.g., the So�a or Du-
najec Rivers. In both cases, however, the period of higher runoff is similar 
and longer than in the case of rivers with the lowest entropy, hence they 
show higher entropy of runoff distribution. Apart from the great rivers (the  
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Fig. 5. Entropy of monthly runoff distribution in the annual cycle and monthly dis-
charge coefficients (k) of selected rivers with different entropy values. 

Fig. 6. Relationship between the entropy of distribution of monthly runoff in a year 
and: A – coefficient of variability of daily discharges, and B – contribution of 
groundwater flow in total runoff. 

Vistula, Oder, Warta Rivers), the highest entropy (ED > 95%) and the most 
uniform runoff values during the year are recorded for the majority of lake-
land rivers, those in the upper course of the Warta River basin, in the lower 
course of the Oder and Vistula River basins. Extremely high entropy values 
(ED > 99%) are characteristic of rivers with natural, poorly developed nival 
regimes (coastal and lakeland rivers), as well as those with runoff features 
impacted by human activity. 

The dependence of the entropy of monthly runoff distribution in time on 
the volume of annual runoff is not as strong as in the case of the entropy of 
monthly runoff. A considerably stronger statistical correlation is observed 
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between the entropy of runoff distribution over a year on the one hand, and 
the coefficient of variation of daily discharges and contribution of ground-
water flow in total runoff on the other (Fig. 6). Rivers characterised by high-
ly variable runoff tend to show low entropy of runoff distribution, i.e., 
stronger concentration of runoff over a year. Those with a high contribution 
of groundwater flow and low variability of discharges show higher entropy 
of runoff distribution, as manifested by its more uniform distribution in the 
annual cycle (Wrzesi�ski 2013a). 

4.3  Relations between the entropy of runoff volume and the entropy of 
runoff distribution over a year 

The values of entropy EH and ED calculated for each river are sets of data 
with various stochastic properties. They were unified so that their mean val-
ues equalled zero and standard deviations to 1. The data standardisation was 
conducted according to the formula: 

 ,x xx
S
�� �  (3) 

where x' is the standardised value of entropy (EH or ED), x is the value of en-
tropy EH or ED, and x  and S are the mean and standard deviation, for the set 
of entropy EH or ED , respectively. 

The pairs of standardised entropy values of monthly runoff and their dis-
tribution in time for all rivers are presented in a scatter diagram (Fig. 7A). It 
permits to asses relations between the entropy, and to detect possible pat-
terns in their spatial differences. The axes of the diagram constructed based 
on the standardised entropy are lines of their mean values. They can be re-
garded as lines dividing the entropy into various kinds of relations, and can 
be used to perform a very simple grouping. Therefore, the mean values of 
the two entropies provided the basis for the grouping of the analysed rivers 
into four categories. The basic statistics differentiating the distinguished cat-
egories are presented in Table 1.  

The spatial distribution of particular categories of rivers distinguished 
using the entropy criterion of runoff volume and its distribution over time 
presents a fairly simple image in the case of the two extreme categories 
(Fig. 7B). Category B includes rivers with high entropy of volume and dis-
tribution of monthly runoff in time. They show high uncertainty (low pre-
dictability) of the volume of monthly runoff, but also their uniform 
distribution in time. This category is the least numerous one: it accounts for 
7.3% of all of the analysed profiles. They concern rivers with the highest 
runoff entropy with the mean values amounting to  EH = 2.42 bits  and  ED = 
94.2% (Table 1). This holds for the upper Vistula River and for some moun- 
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Fig. 7. Relations between entropy of runoff volume and distribution of monthly run-
off in time (standardised values) (A) and spatial distribution of river basins in the 
particular categories (B). 

Table 1  
Statistical parameters of categories of rivers distinguished on the base  

of entropy of runoff (EH) and distribution of monthly runoff over time (ED) 

Statistics Category A Category B Category C Category D 

Mean 
EH [bit] 2.72 2.42 1.31 1.36 
ED [%] 90.4 94.2 96.7 90.5 
H [mm] 497 471 206 136 

Max. 
EH [bit] 3.60 3.27 1.84 1.85 
ED [%] 93.0 98.0 99.6 93.1 
H [mm] 1592 848 578 201 

Min. 
EH [bit] 1.87 1.86 0.53 0.62 
ED [%] 85.1 93.2 93.3 78.5 
H [mm] 205 246 96 59 

Standard  
deviation 

S 

EH [bit] 0.44 0.48 0.27 0.27 
ED [%] 1.84 0.95 1.79 2.39 
H [mm] 240 190 77 33 

Variation  
coefficient 

Cv 

EH 0.162 0.198 0.207 0.196 
ED 0.020 0.010 0.019 0.026 
H 0.483 0.403 0.375 0.240 

N [%] 32.2 7.3 37.7 22.8 
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tain rivers. Their monthly runoff are the most uncertain, but they are rela-
tively evenly distributed in time. They can be regarded as rivers with the 
least predictable runoff, both in terms of volume and distribution in time. 

Category D is more numerous (22.8% of gauging stations). Here rivers 
show the lowest entropy of both monthly runoff and runoff distribution over 
the year. The mean values equal  EH = 1.36 bits  and  ED = 90.5%  (Table 1). 
This means that they are distinguished by high predictability of volume of 
their monthly runoff, and strong runoff concentration over a year. This cate-
gory includes rivers with very well developed nival regime, located in the 
central and eastern parts of the country, with the exception of the transit  
rivers. 

The two remaining categories, A and C, are transitional between those 
described above. This is determined by their basic statistics (Table 1) as well 
as their geographical location (Fig. 7B). This is particularly evident in the 
case of category C, including the largest proportion (37.7%) of the analysed 
stations. It especially concerns lakeland rivers, transit rivers – the middle and 
lower Vistula River, the Oder and Warta Rivers almost along their entire 
lengths, and rivers located in the upper part of the Warta River basin and the 
central part of the Vistula River basin. Rivers of this category are character-
ised by a high level of certainty and predictability of the volume of their 
monthly runoff, but also by uniform runoff distribution over a year. 

Their opposites, rivers with low predictability of monthly runoff volume 
but with high runoff concentration over a year, belong to category A, ac-
counting for 32.2% of the analysed stations. It particularly includes moun-
tain rivers: the majority of Carpathian ones, and those in the Sudetes. Single 
rivers also occur in the north of the country – Fig. 7B. 

5. DISCUSSION  AND  CONCLUSIONS 
The proposed uncertainty measures derived from Shannon’s (1948) informa-
tion theory can readily be used to characterise not only pluvial regime 
(Kawachi et al. 2001, Maruyama et al. 2005), but also river runoff regime. 
This has been observed when analysing regimes of European rivers 
(Krasovskaia 1995, 1997; Barberis et al. 2003, Wrzesi�ski 2013b). The ob-
tained grouping of rivers into four categories in terms of the entropy of vol-
ume and distribution of runoff in the annual cycle clearly coincides with the 
types of river regime distinguished in Poland (Dynowska and Pociask-
Karteczka 1999). The measures of runoff regime uncertainty employed in 
this paper enrich the knowledge on patterns in the spatial distribution of river 
runoff in Poland and can be an interesting tool in a study of a regime, and a 
basis for its characterisation. The performed analysis shows that the meas-
ures also permit detecting and assessment of the scale of transformation of 
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runoff regime features resulting from human activity, or changes and varia-
tions in climatic conditions. 

Using Shannon’s information theory, two measures were proposed to as-
sess the uncertainty of runoff regime features of rivers in Poland: the entropy 
of volume of monthly runoff and the entropy of distribution of monthly run-
off in the annual cycle. This methodology made it possible to establish indi-
rectly the predictability, regularity, and stability of appearance of the 
analysed variables.  

Spatial differences in the entropy of runoff volume, especially in the case 
of rivers with the highest values of this measure, are clearly related to the 
distribution of this runoff index: rivers with low entropy of monthly runoff 
have usually low annual runoff values. The least predictable volumes of 
monthly runoff are observed in case of mountain rivers with the highest an-
nual runoff values. The uncertainty of volume of monthly runoff is also af-
fected by other regime features: runoff variations and contribution of 
groundwater flow in the total value. 

Spatial differences in the entropy of distribution of monthly runoff clear-
ly set apart mountain rivers and those with a well-developed nival regime 
situated in the central and eastern parts of the country: they have the lowest 
entropy values. The most uniform runoff values over a year as manifested by 
high entropy values characteristic of large rivers (the Vistula, Oder, and 
Warta Rivers) and the majority of lakeland rivers. Extremely high entropy 
values (ED > 99%) are typical of rivers with natural, poorly developed nival 
regime (coastal and lakeland rivers), as well as those with runoff characteris-
tics influenced by human activity. The analysis shows that rivers with high 
runoff variability also show low entropy of its distribution, and therefore 
higher runoff concentration in the annual cycle. Those with a high contribu-
tion of groundwater flow and lower runoff variability show higher runoff 
distribution entropy, more uniform in the annual cycle. 
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