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Abstract We propose a numerical method for the conformal mapping of unbounded
multiply connected domains exterior to closed Jordan curves C1, . . . , Cn onto a canon-
ical linear slit domain, which is the entire plane with linear slits S1, . . . , Sn of angles
θ1, . . . , θn arbitrarily assigned to the real axis, respectively. If θ1 = · · · = θn = θ then
it is the well-known parallel slit domain, which is important in the problem of potential
flows past obstacles. In the method, we reduce the mapping problem to a boundary
value problem for an analytic function, and approximate it by a linear combination
of complex logarithmic functions based on the charge simulation method. Numerical
examples show the effectiveness of our method.
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1 Introduction

Conformal mappings are familiar in science and engineering. However, exact mapping
functions are not known except for some special domains, and the numerical conformal
mapping has been an attractive subject in scientific computation [13,16,21,29,48].

Symm [45–47] proposed the well-known integral equation method for the con-
formal mapping of a simply connected domain bounded by a closed Jordan curve
onto the unit disk, of its exterior onto the exterior of the unit disk, and of a doubly
connected domain onto a concentric circular annulus. In the method, he expressed
an unknown harmonic function by a single-layer logarithmic potential and derived
a linear Fredholm integral equation of the first kind; and numerically approximated
its source density by a step function. Gaier [17,18] proved the existence and unique-
ness of the solution. Hayes et al. [20] approximated the source density by piecewise
quadratic polynomials, and improved the accuracy of numerical results. Hough and
Papamichael [22,23] approximated the source density by spline functions blended with
suitable singular functions, and overcame difficulties associated with corner singulari-
ties. On the other hand, Amano [1,2] applied the charge simulation method (the funda-
mental solution method), which was known as a fast, accurate solver for the Dirichlet
problem of Laplace’s equation, to the same problems as Symm studied. In the method,
he approximated a pair of harmonic functions by a linear combination of complex log-
arithmic functions, and obtained a simple form of approximate mapping functions with
high accuracy for problem domains with no reentrant corners. Numerically, we have
only to solve a system of linear equations without integration. In the case of conformal
mapping from standard domain onto problem domain, nonlinear integral equations are
solved by the fast Fourier transform and various iterative methods [14,15,19].

Recently, conformal mappings of multiply connected domains have been studied
actively. It is known that two domains can be conformally mapped onto each other if,
and only if, they agree in connectivity n, and 3(n − 2) (n ≥ 3) conformal invariants
called moduli. Hence, canonical domains that specify geometric characters without
fixing moduli are introduced. They often have slits, and the following five domains
listed in Nehari [34] are well known: the parallel slit domain, the circular slit domain,
the radial slit domain, the circle with concentric circular slits, and the circular ring with
concentric circular slits. Koebe [28] formerly gave thirty-nine canonical slit domains,
which contained domains with a mixture of circular and radial slits called the circular
and radial slit domain. The circular domain, all of whose boundary curves are circles,
is another important canonical domain without slits. DeLillo et al. [7,10] extended
Fornberg’s method [14,15] to the case of multiply connected domains, and gave a
method for numerical conformal mapping from an unbounded circular domain onto
an unbounded multiply connected domain. DeLillo et al. [11] also generalized the
Schwarz–Christoffel mapping to multiply connected domains, and derived a formula
for conformal mapping from an unbounded circular domain onto an unbounded polyg-
onal domain. Crowdy and Marshall [9] constructed analytical formulae for conformal
mapping from a bounded circular domain onto the five canonical slit domains above
mentioned, and DeLillo et al. [12] from an unbounded circular domain onto the circular
and radial slit domain. Crowdy [8] constructed also an analytical solution for uniform
potential flows past multiple cylinders. The charge simulation method is applicable
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Numerical conformal mappings onto the linear slit domain 167

also to the problem of conformal mappings of multiply connected domains. We pro-
posed a method for the conformal mapping of unbounded multiply connected domains
onto the parallel slit domain, the circular slit domain and the radial slit domain [3,4],
and onto the circular and radial slit domain [6]; and for the conformal mapping of
bounded multiply connected domains onto the circle and the circular ring with con-
centric circular slits [41]. The charge simulation method is particularly suited for the
conformal mapping from circular domains onto the canonical slit domains.

In this paper, we propose a method for the conformal mapping of unbounded mul-
tiply connected domains exterior to closed Jordan curves C1, . . . , Cn onto a canonical
linear slit domain, which is the entire plane with linear slits S1, . . . , Sn of angles
θ1, . . . , θn arbitrarily assigned to the real axis, respectively [43]. It is a natural gener-
alization of the parallel slit domain, including the following domains listed in Koebe
[28]: the horizontal slit domain (θ1 = · · · = θn = 0), the horizontal and perpendicular
slit domain (θl = 0 or π/2, l = 1, . . . , n), the parallel slit domain (θ1 = · · · = θn = θ ),
and the orthogonal slit domain (θl = θ or θ + π/2, l = 1, . . . , n).

It seems that the formulation used in the previous approaches by the charge simula-
tion method [2–4,6,41], in short Eq. (7), is applicable also to the conformal mapping
onto the linear slit domain above described. However, it may lead in this case to a
singular coefficient matrix of the linear equations to be solved under some conditions
[5]. Therefore, we adopt another formulation suited for this canonical slit domain to
resolve the singularity problem, in short Eq. (12) that plays a key role in this paper, and
derive a scheme of the numerical conformal mapping. Numerical experiments show
the effectiveness of the new formulation. The charge simulation method, when used
fittingly, will be a very practical method for approximating the analytic function by a
linear combination of complex logarithmic functions as well as the harmonic function
by real logarithmic functions.

The contents are as follows. In Sect. 2, we outline the charge simulation method in
advance, quoting Eq. (7) as the basic idea of the previous approaches to the numerical
conformal mapping. In Sect. 3, we formulate the problem for the conformal mapping
of unbounded multiply connected domains onto the linear slit domain. In Sect. 4,
we apply the charge simulation method to the problem using Eq. (12), and construct a
simple form of approximate mapping function. In Sect. 5, we give supplementary com-
ments on the numerical method using Eq. (7). In Sect. 6, we show numerical examples
with some applications to potential flows. In Sect. 7, we make concluding remarks.

2 Charge simulation method

The charge simulation method is originally a potential solver, and has been used in
the field of electrical engineering [32,44]. Katsurada and Okamoto [25,26] obtained
extensive results concerning error bounds and convergence of the method. Kitagawa
[27] analyzed the numerical stability of the method. Murota [33] improved the method
to be invariant with respect to trivial affine transformations. Ogata et al. [36] proved
solvability of the linear equations appearing in the invariant scheme. We here outline
the principle of the charge simulation method.

Let D be a domain bounded by a closed Jordan curve C in the z = x + iy plane,
and consider the Dirichlet problem of two-dimensional Laplace’s equation
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168 K. Amano et al.

�g(z) = 0 in D, g(z) = b(z) on C, (1)

where b(z) is the boundary data. We identify the real (x, y) plane with the complex z
plane, and abbreviate g(x, y), b(x, y) as g(z), h(z).

The charge simulation method approximates the solution by

g(z) � G(z) =
N∑

j=1

Q j log |z − ζ j |, (2)

i.e., a linear combination of logarithmic functions (fundamental solutions of the
Laplace equation). The singular points ζ1, . . . , ζN �∈ D(= D ∪ C) called the charge
points are placed outside the problem domain, and (2) exactly satisfies Laplace’s equa-
tion. The unknown real constants Q1, . . . , QN called the charges are determined to
satisfy the boundary condition at the collocation points z1, . . . , zN ∈ C placed on the
boundary,

N∑

j=1

Q j log |zk − ζ j | = b(zk), k = 1, . . . , N , (3)

which is called the collocation condition. That is to say, they are the solution of a sys-
tem of linear equations (3). Once Q1, . . . , QN are determined, g(z) is approximated
by G(z) at any point in D. If D is bounded, from the maximum principle for harmonic
functions, G(z) takes its maximum error somewhere on the boundary,

|G(z) − g(z)| ≤ max
z∈C

|G(z) − b(z)|. (4)

It is known that the error decays exponentially with respect to N under some condition
[25,26], which results in high accuracy.

In the numerical conformal mapping [1–4,6,41], we reduced the problem of finding
the mapping function f (z) to the problem of finding a harmonic function g(z) and
its harmonic conjugate h(z) so that g(z) was subject to a Dirichlet type of boundary
condition. If g(z) is approximated by (2), then h(z) by

h(z) � H(z) =
N∑

j=1

Q j arg(z − ζ j ) (5)

up to a constant. As a result, we have an approximation of the pair of harmonic func-
tions in the form of linear combination of complex logarithmic functions,

g(z) + ih(z) � G(z) + iH(z)

= Q0 +
N∑

j=1

Q j (log |z − ζ j | + i arg(z − ζ j ))

= Q0 +
N∑

j=1

Q j log(z − ζ j ), (6)
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Numerical conformal mappings onto the linear slit domain 169

Fig. 1 Conformal mapping onto the linear slit domain, together with charge points and collocation points
used in the charge simulation method

where Q0 is a complex constant; and determine the unknown constants Q0, Q1, . . . ,

QN so as to approximately satisfy the requirements for f (z).
This approach [1,2] was effective also in the case of various shapes of multiply

connected canonical slit domains [2–4,6,41] in principle by rewriting (6) into

g(z) + ih(z) � G(z) + iH(z)

= Q0 +
n∑

l=1

Nl∑

j=1

Ql j (log |z − ζl j | + i arg(z − ζl j )) (7)

= Q0 +
n∑

l=1

Nl∑

j=1

Ql j log(z − ζl j ),

where Ql j and ζl j are for boundary curves Cl , l = 1, . . . , n of the problem domain
(see Fig. 1). However, in the case of linear slit domain considered in Sect. 3, some
technical ingenuity is needed as described in Sect. 4. Because, Eq. (7) may lead to a
singular coefficient matrix of the linear equations to be solved under some conditions
as described in Sect. 5.

3 Mapping theorem and the problem

Let D be an unbounded domain exterior to closed Jordan curves C1, . . . , Cn in the
z = x + iy plane. Consider the conformal mapping of D onto the linear slit domain,
which is the entire w = u + iv plane with linear slits S1, . . . , Sn of angles θ1, . . . , θn

to the real axis as shown in Fig. 1. We suppose that both planes include the point at
infinity. We start from the following theorem.

Theorem 1 For the angles θ1, . . . , θn arbitrarily assigned, there exists a unique ana-
lytic function w = f (z) such that it (i) conformally maps D onto the linear slit domain,
(ii) satisfies f (∞) = ∞, and (iii) has the Laurent expansion near z = ∞ of the form

f (z) = z + a1

z
+ a2

z2 + · · · . (8)
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170 K. Amano et al.

If θ1 = · · · = θn = θ then the linear slit domain is the parallel slit domain [34].
Shiba [43] proved Theorem 1 in a more general context as an extension of the mapping
onto the parallel slit domain. We aim to construct an approximate function of f (z),
and all the coefficients of the Laurent expansion (8) as well.

We express the mapping function as

f (z) = z + a(z), (9)

where a(z) is an analytic function in D. It should be noted that a(z) is not written as
g(z) + ih(z) for the reason described at the beginning of the next section.

The function a(z) should satisfy the following conditions.

1. Normalization condition: From (8),

lim
z→∞( f (z) − z) = 0, i.e., a(∞) = 0. (10)

2. Boundary condition: f (z) maps C1, . . . , Cn onto S1, . . . , Sn of the angles θ1, . . . ,

θn , so that

Im (e−iθm f (z)) = pm, i.e., Im (e−iθm a(z)) − pm = −Im (e−iθm z),

z ∈ Cm, m = 1, . . . , n, (11)

where pm is the unknown signed distance from the origin w = 0 to the linear line
containing Sm .

From the existence and uniqueness of the mapping function, the problem is now to
find a(z) satisfying (10), (11) together with p1, . . . , pn . It should be noted again that
(11) is a condition for a(z), not for g(z), unlike the preceding problems [1–4,6,41].

4 Numerical method

We apply the charge simulation method to the unknown function as

a(z) � A(z) = Q0 + i
n∑

l=1

eiθl

Nl∑

j=1

Ql j log(z − ζl j ), (12)

where the charge points ζl j are placed inside Cl , i.e., outside D. Equation (12) is
slightly different from (7) used in the previous approaches [2–6,41], and plays a key
role in this paper. It is the reason why we do not write (9) as f (z) = z + g(z) + ih(z)
that (12) can not be written as A(z) = Q0 + G(z) + iH(z) any more so that G(z) is
a linear combination of log | · | functions and H(z) of arg(·) functions.

We impose the following requirements on the approximate function.
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Numerical conformal mappings onto the linear slit domain 171

1. Single-valuedness condition: A(z) is single-valued if and only if

∫

Cl

dA(z) = i
∫

Cl

d
n∑

m=1

eiθm

Nm∑

j=1

Qmj log(z − ζmj ) = −2πeiθl

Nl∑

j=1

Ql j = 0,

i.e.,

Nl∑

j=1

Ql j = 0, l = 1, . . . , n. (13)

2. Normalization condition: From (10), we require

A(∞) = Q0 + lim
z→∞ i

n∑

l=1

eiθl

Nl∑

j=1

Ql j log(z − ζl j ) = 0,

so that Q0 = 0 under (13), and

A(z) = i
n∑

l=1

eiθl

Nl∑

j=1

Ql j log(z − ζl j ). (14)

3. Collocation condition: We require (14) to satisfy the boundary condition (11)
collocationally,

Im (e−iθm A(zmk)) − Pm = −Im (e−iθm zmk),

i.e.,
n∑

l=1

Nl∑

j=1

Ql j [cos (θl − θm) log |zmk − ζl j | − sin(θl − θm) arg(zmk − ζl j )] − Pm

= −Im (e−iθm zmk), (15)

zmk ∈ Cm, k = 1, . . . , Nm, m = 1, . . . , n,

where zmk are collocation points and Pm are approximations to pm .

Equations (13) and (15) make up a set of linear equations for the unknown con-
stants Ql j , Pm . Once they are determined, we obtain A(z) by (14), and an approximate
mapping function F(z) � f (z) by substituting it for a(z) in (9).

We use in computation the principal value of the logarithmic function, i.e., the
branch of log z such that −π < arg z ≤ π . Consequently, log(z − ζl j ) in (14) has the
discontinuity of 2π i on the half line {ζl j − t | t > 0}, which causes discontinuities of
A(z) in D. Therefore, we change the expression (14) into a form that is mathematically
equivalent to (14) and is continuous in D when the principal value is used. We call an
approximate mapping function using such an expression of A(z) a continuous scheme.
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172 K. Amano et al.

Here we assume that, only for simplicity, Cl is starlike with respect to its inside point
ζl0, and using (13) rewrite (14) into

A(z) = i
n∑

l=1

eiθl

Nl∑

j=1

Ql j log(z − ζl j ) − i
n∑

l=1

eiθl

Nl∑

j=1

Ql j log(z − ζl0)

= i
n∑

l=1

eiθl

Nl∑

j=1

Ql j log
z − ζl j

z − ζl0
. (16)

The term log[(z − ζl j )/(z − ζl0)] has the discontinuity on the line segment (ζl j , ζl0)

inside Cl , and (16) is continuous in D when the principal value is used. We have the
following:

Scheme 1 When each boundary curve Cl is starlike with respect to its inside point
ζl0, a continuous scheme of the approximate mapping function is given by

F(z) = z + A(z), A(z) = i
n∑

l=1

eiθl

Nl∑

j=1

Ql j log
z − ζl j

z − ζl0
, (17)

where the unknown constants Ql j , together with Pm , are determined by solving the
linear equations

Nl∑

j=1

Ql j = 0, l = 1, . . . , n, (18)

n∑

l=1

Nl∑

j=1

Ql j

[
cos(θl − θm) log

∣∣∣∣
zmk − ζl j

zmk − ζl0

∣∣∣∣ − sin(θl − θm) arg
zmk − ζl j

zmk − ζl0

]
− Pm

= −Im (e−iθm zmk),

zmk ∈ Cm, k = 1, . . . , Nm, m = 1, . . . , n. (19)

Using the approximate mapping function, we have the following:

Remark 1 The coefficients of the Laurent expansion (8) is given by

ak � Ak = − i

k

n∑

l=1

eiθl

Nl∑

j=1

Ql jζ
k
l j , k = 1, 2, . . . (20)

from the Taylor expansion of (17).

If θ1 = · · · = θn = θ then the linear slit domain is the parallel slit domain. In this
case, Scheme 1 and Remark 1 are simplified as follows.

Scheme 2 When each boundary curve Cl is starlike with respect to its inside point
ζl0, a continuous scheme of the approximate mapping function is given by
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F(z) = z + A(z), A(z) = ieiθ
n∑

l=1

Nl∑

j=1

Ql j log
z − ζl j

z − ζl0
, (21)

where the unknown constants Ql j , together with Pm , are determined by solving the
linear equations

Nl∑

j=1

Ql j = 0, l = 1, . . . , n, (22)

n∑

l=1

Nl∑

j=1

Ql j log

∣∣∣∣
zmk − ζl j

zmk − ζl0

∣∣∣∣ − Pm = −Im (e−iθ zmk),

zmk ∈ Cm, k = 1, . . . , Nm, m = 1, . . . , n. (23)

Remark 2 The coefficients of the Laurent expansion (8) is given by

ak � Ak = − ieiθ

k

n∑

l=1

Nl∑

j=1

Ql jζ
k
l j , k = 1, 2, . . . . (24)

Schemes 1 and 2 are, in principle, applicable also to the non-starlike Cl if we rede-
fine the term log[(z − ζl j )/(z − ζl0)] using different points as ζl0 in its concave part.
However, in practice, it is not easy to find those points adaptively to the shape of Cl .
The following reformulation is usable to resolve the discontinuity problem from the
viewpoint of numerical computation. We change the unkowns Ql j to their partial sums

Q j
l =

j∑

k=1

Qlk, j = 1, . . . , Nl , l = 1, . . . , n, (25)

and using (13), i.e., QNl
l = 0, rewrite (14) into

A(z) = i
n∑

l=1

eiθl

Nl∑

j=1

Ql j log(z − ζl j )

= i
n∑

l=1

eiθl

⎡

⎣Q1
l log(z − ζl1) +

Nl∑

j=2

(
Q j

l − Q j−1
l

)
log(z − ζl j )

⎤

⎦

= i
n∑

l=1

eiθl

⎡

⎣
Nl−1∑

j=1

Q j
l

(
log(z − ζl j ) − log(z − ζl j+1)

) + QNl
l log(z − ζl Nl )

⎤

⎦

= i
n∑

l=1

eiθl

Nl−1∑

j=1

Q j
l log

z − ζl j

z − ζl j+1
. (26)
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The term log[(z−ζl j )/(z−ζl j+1)] has the discontinuity on the line segment (ζl j , ζl j+1)

inside Cl if charges are so placed that it does not intersect Cl , and (26) is continuous
in D when the principal value is used. We have the following:

Scheme 3 Another continuous scheme is given by

F(z) = z + A(z), A(z) = i
n∑

l=1

eiθl

Nl−1∑

j=1

Q j
l log

z − ζl j

z − ζl j+1
, (27)

where the unknown constants Q j
l , together with Pm , are determined by solving the

linear equations

n∑

l=1

Nl−1∑

j=1

Q j
l

[
cos(θl −θm) log

∣∣∣∣
zmk −ζl j

zmk − ζl j+1

∣∣∣∣ − sin(θl − θm) arg
zmk − ζl j

zmk −ζl j+1

]
−Pm

= −Im (e−iθm zmk),

zmk ∈ Cm, k = 1, . . . , Nm, m = 1, . . . , n. (28)

Using the approximate mapping function, we have the following:

Remark 3 The coefficients of the Laurent expansion (8) is given by

ak � Ak = − i

k

n∑

l=1

eiθl

Nl−1∑

j=1

Q j
l (ζ k

l j − ζ k
l j+1), k = 1, 2, . . . (29)

which is equal to (20) because QNl−1
l = −Ql Nl .

5 Supplementary comments

If we apply the charge simulation method to the unknown function in the form

a(z) � A(z) = Q0 +
n∑

l=1

Nl∑

j=1

Ql j log(z − ζl j ) (30)

after the previous approaches, Eq. (7), we have the following formulae corresponding
to Scheme 1, Remark 1, Scheme 2 and Remark 2 in the preceding section.

Scheme 4 When each boundary curve Cl is starlike with respect to its inside point
ζl0, a continuous scheme of the approximate mapping function is given by

F(z) = z + A(z), A(z) =
n∑

l=1

Nl∑

j=1

Ql j log
z − ζl j

z − ζl0
, (31)

where the unknown constants Ql j , together with Pm , are determined by solving the
linear equations
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Nl∑

j=1

Ql j = 0, l = 1, . . . , n, (32)

n∑

l=1

Nl∑

j=1

Ql j

[
− sin θm log

∣∣∣∣
zmk − ζl j

zmk − ζl0

∣∣∣∣ + cos θm arg
zmk − ζl j

zmk − ζl0

]
− Pm

= −Im (e−iθm zmk), (33)

zmk ∈ Cm, k = 1, . . . , Nm, m = 1, . . . , n.

Remark 4 The coefficients of the Laurent expansion (8) is given by

ak � Ak = −1

k

n∑

l=1

Nl∑

j=1

Ql jζ
k
l j , k = 1, 2, . . . . (34)

Scheme 5 The same as Scheme 4 except that (33) changes into

n∑

l=1

Nl∑

j=1

Ql j

[
− sin θ log

∣∣∣∣
zmk − ζl j

zmk − ζl0

∣∣∣∣ + cos θ arg
zmk − ζl j

zmk − ζl0

]
− Pm

= −Im (e−iθ zmk),

zmk ∈ Cm, k = 1, . . . , Nm, m = 1, . . . , n. (35)

Remark 5 The same as Remark 4.

Scheme 4 seems simpler than Scheme 1, and Remark 4 than Remark 1. However,
(35) in Scheme 5 is more complex than (23) in Scheme 2. Moreover, the linear equa-
tions in Schemes 4 and 5 are ill-conditioned if (i) one of the boundary curves, e.g. Cm ,
has a symmetry, (ii) θm = 0, and (iii) Nm is even.

Example 1 Let D be the exterior of a circle C : |z − ζ0| = ρ, and place collocation
points and charge points by

z j = ζ0 + ρeiω j , ζ j = ζ0 + reiω j , 0 < r < ρ,

ω j = 2( j − 1)

N
π, j = 1, . . . , N .

The linear equations to be solved are written into the matrix form Ax = b, i.e.,

⎛

⎜⎜⎜⎝

0 1 · · · 1
−1
... akj

−1

⎞

⎟⎟⎟⎠

⎛

⎜⎜⎜⎝

P
Q1
...

QN

⎞

⎟⎟⎟⎠ =

⎛

⎜⎜⎜⎝

0
−y1

...

−yN

⎞

⎟⎟⎟⎠ , akj = arg
zk − ζ j

zk − ζ0
,

k, j = 1, . . . , N .
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In this case, it is easy to see that akj = 0 for j = k and akj = −a jk for j �= k, i.e., the
coefficient matrix A is skew-symmetric. Then |A| = |t A| = | − A| = (−1)N+1|A|,
and |A| = 0 if N is even.

The ill-conditioning may occur for multiply connected domains, and also for the
ellipse, Cassini’s oval, etc., as shown later. In practice, we can avoid this difficulty by
using an odd Nm . However, Schemes 4 and 5 are not recommendable.

6 Numerical examples

Computations were carried out on a dual Intel Xeon 3.06 GHz processor workstation
with the Intel Fortran compiler in double precision working. The IMSL library was
used for solving linear equations. Scheme 1 was used unless otherwise specified.

Example 2 The problem domain D is the exterior of three disks,

Cl : |z − ζl0| = ρl , ζl0 = 3(2 − l), ρl = 1, l = 1, 2, 3.

Collocation points and charge points are placed by

zl j = ζl0 + ρle
iω j , ζl j = ζl0 + qρle

iω j , ω j = 2( j − 1)

N
π, (36)

j = 1, . . . , N , l = 1, 2, 3,

where 0 < q < 1 is a parameter for charge placement. Errors are estimated by

εFl = max
1≤k′≤M

|Im (e−iθl F(zlk′)) − Pl |, l = 1, 2, 3, (37)

εPl = Pl − P(2N )
l , l = 1, 2, 3, (38)

where zlk′ are M (= 8N ) points uniformly placed on Cl , and P(2N )
l are the results for

2N simulation charges.
Figure 2 illustrates by square meshes the numerical conformal mapping of D onto

the linear slit domains, (a) θ1 = 0.1π, θ2 = 0.2π, θ3 = 0.3π , (b) θ1 = 0, θ2 =
0.2π, θ3 = 0.3π and (c) θ1 = π/3, θ2 = −π/3, θ3 = π/3. Small dots inside the
boundary circles are the charge points.

Table 1 shows numerical results of the conformal mapping Fig. 2a, where κ is the
L1 condition number of the coefficient matrix to be solved, and the values of Pl are
shown until a nonzero digit appears in the right-hand side of (38). We can see typical
features of the charge simulation method as follows. High accuracy is achieved for
F(z), and higher for Pl . As a function of N , εFl and εPl decay exponentially, how-
ever large κ may be. Though not shown in the table, as q decreases from 1 to 0, i.e.,
the charges move away from the boundary, εFl and εPl at first decay exponentially,
however large κ may be. The coefficient matrix is singular for q = 0.

Table 2 shows numerical results for the coefficients of the Laurent expansion (8)
approximated by (20), which gradually diverge to ∞. The values of Ak are shown until
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D (a)

(c)(b)
Fig. 2 Numerical conformal mappings of an unbounded triply connected domain D onto the linear slit
domains, a θ1 = 0.1π, θ2 = 0.2π, θ3 = 0.3π , b θ1 = 0, θ2 = 0.2π, θ3 = 0.3π and c θ1 = π/3, θ2 =
−π/3, θ3 = π/3 (Example 2, N = 64, q = 0.8)

a nonzero digit appears in Ak − A(2N )
k , where A(2N )

k are the results for 2N simulation
charges.

Table 3 shows numerical results of the conformal mapping Fig. 2b by using Scheme
4, where θ1 = 0. Ill-conditioning occurs for N = 64, 66 with an error increase only
on C1, but not for N = 63, 65 as stated in Sect. 5. Scheme 1 is free from this difficulty.

Table 4 shows numerical results of the conformal mapping Fig. 2c, and Table 5 for
the coefficients of the Laurent expansion. In this case, p1 + p3 = 0, p2 = 0 and
a2k = 0, k = 1, 2, . . . form the symmetry to z = 0 and w = 0, i.e., f (−z) = − f (z).

Figure 3 illustrates the numerical conformal mapping of D onto the parallel slit
domain, (d) θ1 = θ2 = θ3 = θ = π/3. It is well-known as a canonical slit domain
[34], and is important in the problem of potential flows. This figure illustrates in D
streamlines of a uniform flow past three cylindrical obstacles of outlines C1, C2, C3 by
drawing contour lines of Im (e−iθ F(z)), where e−iθ F(z) is the approximated complex
velocity potential of the flow [31]. Numerical behavior is similar to Tables 4 and 5,
because p1 + p3 = 0, p2 = 0 and a2k = 0, k = 1, 2, . . . form the same symmetry
f (−z) = − f (z).
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Table 1 Numerical results of the conformal mapping Fig. 2a (q = 0.8)

N εFl εPl Pl κ

16

C1 9.6E−03 2.2E−03 −0.476

C2 9.5E−03 1.1E−03 0.271 4.8E+01

C3 9.5E−03 1.0E−04 2.2996

32

C1 1.3E−04 3.1E−05 −0.47414

C2 1.3E−04 1.5E−05 0.27212 6.0E+02

C3 1.4E−04 1.4E−05 2.29861

64

C1 5.3E−08 1.2E−08 −0.47410924

C2 5.2E−08 5.8E−09 0.272131810 4.2E+04

C3 5.3E−08 5.5E−09 2.298598835

128

C1 3.1E−14

C2 1.4E−13 1.1E+08

C3 2.0E−13

Table 2 Numerical results for the Laurent expansion of the mapping Fig. 2a (N = 64, q = 0.8)

k (Re Ak , Im Ak ) (|Ak |, arg Ak )

1 (4.41871940E−01, 2.54694233E+00) (2.58E+00, 1.40)

2 (3.44385978E+00, −6.49029865E−01) (3.50E+00, −0.19)

3 (3.10290079E+00, 1.40720590E+01) (1.44E+01, 1.35)

4 (3.08910454E+01, −6.2387936E+00) (3.15E+01, −0.20)

5 (3.05781267E+01, 1.26224471E+02) (1.30E+02, 1.33)

6 (2.76735987E+02, −6.1764556E+01) (2.84E+02, −0.22)

7 (2.92974778E+02, 1.13320923E+03) (1.17E+03, 1.32)

8 (2.48150956E+03, −5.9718375E+02) (2.55E+03, −0.24)

9 (2.76397261E+03, 1.01787235E+04) (1.05E+04, 1.31)

10 (2.22692037E+04, −5.6770108E+03) (2.30E+04, −0.25)

20 (1.30505451E+09, −3.8612167E+08) (1.36E+09, −0.29)

Table 3 Numerical results of the conformal mapping Fig. 2b by Scheme 4 (q = 0.8)

N εF1 εF2 εF3 κ

63 3.9E−08 5.4E−08 5.9E−08 2.6E+05

64 5.7E−03 4.2E−08 4.6E−08 5.0E+17

65 2.4E−08 3.3E−08 3.6E−08 3.4E+05

66 5.2E−03 2.6E−08 2.9E−08 9.3E+17
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Table 4 Numerical results of the conformal mapping Fig. 2c (q = 0.8)

N εFl εPl Pl κ

16

C1 1.2E−02 1.2E−04 −2.5275

C2 1.2E−02 3.7E−15 4E−16 5.0E+01

C3 1.2E−02 1.2E−04 2.5275

32

C1 1.6E−04 1.7E−06 −2.527647

C2 1.6E−04 5.1E−15 −4E−15 6.0E+02

C3 1.6E−04 1.7E−06 2.527647

64

C1 6.4E−08 6.7E−10 −2.5276492161

C2 6.4E−08 3.3E−15 −1E−15 4.2E+04

C3 6.4E−08 6.7E−10 2.5276492161

128

C1 4.1E−14

C2 1.0E−12 1.1E+08

C3 6.6E−13

Table 5 Numerical results for the Laurent expansion of the mapping Fig. 2c (N = 64, q = 0.8)

k (Re Ak , Im Ak ) (|Ak |, arg Ak )

1 (−1.25190982E+00, 8.5519740E−01) (1.52E+00, 2.54)

2 (−3E−14, 4E−14) (5.62E−14, )

3 (−8.2803292E+00, 1.68461022E+01) (1.88E+01, 2.02)

4 (−3E−13, 2.50E−13) (3.81E−13, )

5 (−7.6452477E+01, 1.49351195E+02) (1.68E+02, 2.04)

6 (−3E−12, 1.8E−12) (3.31E−12, )

7 (−7.0027999E+02, 1.32678120E+03) (1.50E+03, 2.06)

8 (−2E−11, 1.6E−11) (2.75E−11, )

9 (−6.3854447E+03, 1.18175652E+04) (1.34E+04, 2.07)

10 (−3E−10, 2.7E-10) (3.85E−10, )

19 (−3.87961349E+08, 6.7896499E+08) (7.82E+08, 2.09)

20 (−6E−04, 7E−05) (5.76E−04, )

Figure 4a–c respectively illustrate streamlines of uniform flows past the linear slits
of Fig. 2a–c by drawing contour lines of Im [e−iθ Fθ (F−1(w))], where Fθ (z) is the
mapping function of Fig. 3d and F(z) are those of Fig. 2a–c. This method is available
for flows in arbitrary direction. However, it is not available for linear slits arbitrarily
given because they are determined by D together with the mapping functions.

Example 3 The problem domain D is the exterior of a circle, a Cassini’s oval and an
ellipse,
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D (d)
Fig. 3 Numerical conformal mapping of D onto the parallel slit domain, d θ1 = θ2 = θ3 = θ = π/3,
where streamlines of a uniform potential flow past three cylindrical obstacles are illustrated in D (Example
2, N = 64, q = 0.8)
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-4 -2 0 2 4

(c)(b)
Fig. 4 Streamlines of uniform flows past the linear slits of Fig. 2a–c

C1 : |z − ζ10| = ρ, ρ = 1,

C2 : |(z − ζ20)
2 − 1| = α2, α = 1.06,
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C3 : (x − Re ζ30)
2

a2 + (y − Im ζ30)
2 = 1, a = 2,

ζl0 = 3eiωl , ωl = 2(l − 1)

3
π, l = 1, 2, 3.

For the circle C1, collocation points z1 j and charge points ζ1 j are placed by (36).
For Cassini’s oval C2, collocation points are placed by

z2 j = ζ20 + ρ j e
iω j , ρ j =

√
cos 2ω j +

√
cos2 2ω j + α4 − 1,

ω j = 2( j − 1)

N
π, j = 1, . . . , N , (39)

then charge points by

ζ2 j = z2 j + iq∗(z2 j+1 − z2 j−1), j = 1, . . . , N , (40)

where q∗ > 0 is another parameter for charge placement, and z20 = z2N , z2N+1 =
z21. For the ellipse C3, in terms of Joukowski’s transformation

J (t) =
√

a2 − 1

2

(
t + 1

t

)
, (41)

collocation points and charge points are placed by

z3 j = ζ30 + J (ρeiω j ), ζ3 j = ζ30 + J (reiω j ), (42)

ρ =
√

a + 1

a − 1
, r = 1 + q(ρ − 1), ω j = 2( j − 1)

N
π, j = 1, . . . , N ,

where 0 < q < 1 is a parameter for charge placement.
Figure 5 illustrates the numerical conformal mapping of D onto the linear slit

domain, (a) θ1 = π/3, θ2 = 0, θ3 = −π/3. Table 6 shows numerical results of
the conformal mapping. High accuracy is achieved also for Cassini’s oval C2 and the
ellipse C3. Table 7 shows numerical results for the coefficients of the Laurent expan-
sion, which spirally diverge to ∞. It should be noted that Scheme 4 leads to a singular
matrix for the parameters in Table 6, where θ2 = 0 and N are even.

Figure 6 illustrates the numerical conformal mapping of D onto the parallel slit
domain, (b) θ1 = θ2 = θ3 = θ = π/3, and streamlines of a uniform potential flow
past three cylindrical obstacles of outlines C1, C2, C3. Accuracy of the numerical
results is almost the same as shown in Tables 6 and 7.

Charge points as well as collocation points play an important role in the charge
simulation method. Their optimal location is still an open problem. However, Eq. (40)
used for Cassini’s oval is available for various shapes of boundary curves consisting
of circles and/or ellipses. It is easy to find a nearly optimal value of q∗, since the error
at first decreases rapidly as a function of q∗, and then turns to increase.
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D (a)
Fig. 5 Numerical conformal mapping of an unbounded triply connected domain D onto the linear slit
domain, a θ1 = π/3, θ2 = 0, θ3 = −π/3 (Example 3, N = 64)

Table 6 Numerical results of the conformal mapping Fig. 5a

N q, q∗ εFl εPl Pl κ

16

C1 0.8 1.0E−02 1.2E−03 −2.278

C2 0.25 5.4E−02 3.3E−04 2.8343 7.5E+01

C3 0.5 1.2E−02 1.3E−03 −2.669

32

C1 0.8 1.4E−04 7.0E−06 −2.278914

C2 0.5 5.4E−04 4.5E−07 2.8346624 1.0E+03

C3 0.5 1.4E−04 5.0E−06 −2.667995

64

C1 0.8 5.5E−08 5.1E−09 −2.278920763

C2 1.0 6.5E−07 2.9E−09 2.834662824 1.1E+05

C3 0.5 3.4E−08 8.1E−09 −2.667990182

128

C1 0.8 4.0E−14

C2 2.0 1.3E−11 3.2E+09

C3 0.5 6.3−E13

7 Concluding remarks

We have proposed a numerical method for the conformal mapping of unbounded mul-
tiply connected domains onto the linear slit domain, where the angles of slits to the
real axis are arbitrarily assigned. It gives approximate mapping functions of simple
form with high accuracy, and the coefficients of the Laurent expansion that appears in
the mapping theorem as well. The charge simulation method is suited for domains of
smooth boundaries, especially for circular domains. Therefore the methods proposed
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Table 7 Numerical results for the Laurent expansion of the mapping Fig. 5a (N = 64)

k (Re Ak , Im Ak ) (|Ak |, arg Ak )

1 (−1.78385359E+00, −9.38347574E−01) (2.01E+00, −2.66)

2 (−5.22201078E+00, 1.184829549E+01) (1.29E+01, 1.99)

3 (1.51210975E+01, −3.8856506E+00) (1.56E+01, −0.25)

4 (−5.6105401E+01, −4.8024772E+00) (5.63E+01, −3.06)

5 (−4.12662203E+01, 2.73598802E+02) (2.77E+02, 1.72)

6 (1.6287880E+02, −4.0780095E+02) (4.39E+02, −1.19)

7 (−1.92779718E+03, 1.93698045E+03) (2.73E+03, 2.35)

8 (3.782630269E+03, 2.4025703E+03) (4.48E+03, 0.57)

9 (−1.24468404E+04, −1.33680380E+04) (1.83E+04, −2.32)

10 (−2.1298974E+04, 1.20757976E+05) (1.23E+05, 1.75)

20 (−1.72295320E+10, 4.20976514E+10) (4.55E+10, 1.96)

D (b)
Fig. 6 Numerical conformal mapping of D onto the parallel slit domain, b θ1 = θ2 = θ3 = θ = π/3,
where streamlines of a uniform potential flow past three cylindrical obstacles are illustrated in D (Example
3, N = 64)

here and in [3,4,6,41] are suited for mapping the canonical circular domains onto the
canonical slit domains. However, the solvability of the linear equations is still an open
problem, together with the convergence of the solution. Some of computations and
drawings of figures are implemented as a toolbox of numerical conformal mappings
for Scilab of INRIA. Although the toolbox is not yet ready for public use, we would
like to open it for public in the future.

The charge simulation method, or the fundamental solution method, in a more
general context has been applied also to the conformal mapping of periodic struc-
ture domains [35] and Stokes flows past obstacles in a periodic array [37–40], where
various types of periodic fundamental solutions are used.

In addition, it is recently clarified that an effective biological flight is realized due to
interactions between vortices and solid-body boundaries. For instance, a certain kind
of plant seeds are falling with rotation very slowly and stably by trapping a vortex
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created from its leading edge [30], and butterflies gain effective lift by generating a
sequence of vortices by flapping their wings [24]. In a theoretical study of these flight
mechanism, it is considered that, regarding slits as solid bodies, the relation between
their arrangement and vortices should be elucidated. On the other hand, the dynamics
of point vortices in the presence of many obstacles is now developed. Sakajo [42]
gave the equation of motion for N point vortices in the canonical circular domain,
and discussed the case of general multiply connected domains assuming the confor-
mal mapping function onto the circular domain. The combination of this equation of
motion and the numerical conformal mapping proposed here might help elucidating
the relation between slit arrangement and vortices.

Numerical conformal mappings onto the spiral slit domain [34] and in particular
onto the circular domain [21] are interesting problems left for future studies.
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