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Abstract
Background: Understanding the molecular details of protein-DNA interactions is critical for
deciphering the mechanisms of gene regulation. We present a machine learning approach for the
identification of amino acid residues involved in protein-DNA interactions.

Results: We start with a Naïve Bayes classifier trained to predict whether a given amino acid
residue is a DNA-binding residue based on its identity and the identities of its sequence neighbors.
The input to the classifier consists of the identities of the target residue and 4 sequence neighbors
on each side of the target residue. The classifier is trained and evaluated (using leave-one-out cross-
validation) on a non-redundant set of 171 proteins. Our results indicate the feasibility of identifying
interface residues based on local sequence information. The classifier achieves 71% overall accuracy
with a correlation coefficient of 0.24, 35% specificity and 53% sensitivity in identifying interface
residues as evaluated by leave-one-out cross-validation. We show that the performance of the
classifier is improved by using sequence entropy of the target residue (the entropy of the
corresponding column in multiple alignment obtained by aligning the target sequence with its
sequence homologs) as additional input. The classifier achieves 78% overall accuracy with a
correlation coefficient of 0.28, 44% specificity and 41% sensitivity in identifying interface residues.
Examination of the predictions in the context of 3-dimensional structures of proteins demonstrates
the effectiveness of this method in identifying DNA-binding sites from sequence information. In
33% (56 out of 171) of the proteins, the classifier identifies the interaction sites by correctly
recognizing at least half of the interface residues. In 87% (149 out of 171) of the proteins, the
classifier correctly identifies at least 20% of the interface residues. This suggests the possibility of
using such classifiers to identify potential DNA-binding motifs and to gain potentially useful insights
into sequence correlates of protein-DNA interactions.

Conclusion: Naïve Bayes classifiers trained to identify DNA-binding residues using sequence
information offer a computationally efficient approach to identifying putative DNA-binding sites in
DNA-binding proteins and recognizing potential DNA-binding motifs.
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Background
Protein-DNA interactions play a pivotal role in gene regu-
lation. The ability to identify amino acid residues that are
responsible for the specificity and affinity of the interac-
tions can significantly improve our understanding of mac-
romolecular functions and contribute to advances in drug
discovery [1,2]. Hence, the discovery of the principles of
protein-DNA interactions has been a topic of significant
interest for many years [3]. Current approaches to uncov-
ering such principles rely on experimental analysis of the
structures of protein-DNA complexes in order to under-
stand the molecular details of specific residue-residue
contacts that mediate protein-DNA recognition [4-6]. In
addition to biophysical methods for structure determina-
tion, biochemical and molecular genetic approaches have
been widely used to identify DNA-binding sites on pro-
teins and to investigate the interaction modes between
proteins and DNA. For example, alanine-scanning muta-
genesis has been used to identify the amino acids impor-
tant for target recognition by the m5C methyltransferase
[7] and to distinguish specific amino acids important for
DNA binding and transcription activation by SoxS [8].
More recently, methods for precisely identifying protein-
DNA contacts by coupling photochemical crosslinking
with mass spectrometry have also been developed [9].

With increasing availability of protein sequence data,
there is an urgent need for computational tools that can
rapidly and reliably identify DNA-binding sites. Hence,
there has been significant recent interest in developing
computational methods for identification of amino acid
residues that participate in protein-DNA interactions
based on combinations of sequence, structure, evolution-
ary information, and chemical or physical properties. For
example, Jones et al. [10] analyzed residue patches on the
surface of DNA-binding proteins and used electrostatic
potentials of residues to predict DNA-binding sites. They
recently applied this method to the identification of three
specific classes of DNA-binding proteins, based on the
presence of solvent accessible DNA-binding structural
motifs [11]. In related work, Tsuchiya et al. [12] used a
structure-based method to identify protein-DNA binding
sites based on electrostatic potentials and surface shape,
and Keil et al. [13] trained a neural network classifier to
identify patches likely to be DNA-binding sites based on
physical and chemical properties of the patches. Neural
network classifiers have also been used to identify pro-
tein-DNA interface residues based on a combination of
sequence neighbor and structure information [14]. More
recently, Ahmad and Sarai have proposed a sequence-
based method for predicting DNA-binding residues that
incorporates sequence alignment profiles into the input
[15].

Against this background, this paper describes a machine-
learning approach to developing a classifier for identify-
ing amino acid residues that are likely to be involved in
protein-DNA interactions.

Results
Identification of interface residues based on local 
sequence information
A Naïve Bayes classifier was trained to predict whether or
not a target residue in a protein sequence is an interface
residue based on local protein sequence information. Sev-
eral input encodings based on local sequence information
were tried, with input consisting of: (a) the identities of 9
amino acid residues, corresponding to a window contain-
ing the target residue and 4 neighboring residues on each
side of the target residue; and (b) the identities of 9 amino
acid residues and the sequence entropy of the target resi-
due (the entropy of the corresponding column in multiple
alignment obtained by aligning the target sequence with
its sequence homologs). In each case, Naïve Bayes classi-
fiers were trained and evaluated using leave-one-out cross-
validation on a set of 171 DNA-binding proteins

Table 1 shows that the classifier using amino acid identi-
ties as input achieved an overall accuracy of 71% with a
correlation coefficient of 0.24, 35% of the residues pre-
dicted to be interface residues are actually interface resi-
dues, and 53% of interface residues are correctly
identified. Adding the sequence entropy of the target resi-
due (the entropy of the corresponding column in multiple
alignment obtained by aligning the target sequence with
its sequence homologs) to the input improved the per-
formance of the classifier (Table 1). The resulting classifier
achieved an overall accuracy of 78% with a correlation
coefficient of 0.28, 44% specificity, and 41% sensitivity.
In 33% (56 of 171) of the proteins, the classifier recog-
nizes the interaction site by correctly identifying at least
half of the interface residues, and in 87% (149 of 171) of
the proteins, by correctly identifying at least 20% of the
interface residues.

Inclusion of other features of the target residue, including
relative solvent accessibility, secondary structure, electro-
static potential, and hydrophobicity as additional inputs
to the classifier did not yield performance improvements
(data not shown) relative to the classifier trained using
only the amino acid identities of the target residue and its
sequence neighbors. Classifiers trained using features
other than the amino acid identities of target residue and
its neighbors as input achieved performance that was
lower than that of the classifier using amino acid identi-
ties of the corresponding residues as input (data not
shown).
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Evaluation of the predictions in the context of 3-
dimensional structures of proteins
We examined in the context of the 3-dimensional struc-
tures of the protein-DNA complexes, the DNA-binding
residue predictions generated by a Naïve Bayes classifier
trained to identify such residues based on the amino acid
identities of the target residue and its sequence neighbors.
Two representative examples are shown in figure 1. Figure
1A shows the predictions on the transcription factor C/
Ebpβ from PDB complex 1gu4. The predictions of the
classifier rank the 3rd best in terms of correlation efficient
among the 171 proteins. We note that the classifier is able
to recognize the DNA-binding site on the protein on the
basis of sequence information alone. Figure 1B shows the
predictions on the intron-associated endonuclease I-TevI
from PDB complex 1i3j. The predictions of the classifier
in this case rank the114th best among the 171 proteins in
terms of correlation efficient. I-TevI wraps around the
DNA and has an unusually extended binding site. We note
that the predicted DNA-binding residues cover the long
segment of the protein that binds to the DNA.

Receiver operating characteristic (ROC) curve

In some situations (e.g., identification of critical interface
residues for site-specific mutagenesis), it is desirable to
predict interface residues with high precision at the cost of
reduced coverage. In other situations, discovering more
potential interface residues might be more useful. These
different requirements can be met by modifying the

threshold θ used by the Naïve Bayes classifier in this study.
The Naïve Bayes classifier predicts a residue to be an inter-

face residue if . Figure 2 shows

the Receiver Operating Characteristic curve (ROC curve)
of the DNA-binding site predictor.

Naïve Bayes classifier using only local sequence identities 
as input can discover DNA-binding motifs
The results summarized above show that a Naïve Bayes
classifier trained on a set of DNA-binding proteins can
successfully identify protein-DNA interface residues from
amino acid sequence. This raises the question as to how
the sequence features that are identified as predictive of
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Visualization of predicted DNA-binding residues on 3-D StructureFigure 1
Visualization of predicted DNA-binding residues on 3-D Structure. The predicted interface residues are shown in red 
on protein surface. DNA molecules bound to the proteins are shown in blue. A: The predictions on C/Ebpβ from PDB com-
plex 1gu4, the 3rd best out of the 179 proteins in terms of correlation coefficient. B: The predictions on I-TevI from PDB com-
plex 1i3j, the 114th best out of the 179 proteins. Figures are generated using Protein Explorer [38].

Table 1: The performance of the Naive Bayes classifiers

Identities (ID)a ID + entropy b

Accuracy (%) 71 78
Correlation coefficient 0.24 0.28
Specificity (%) 35 44
Sensitivity (%) 53 41

a Input contains only the identities of 9 amino acid residues (the target residue and its 4 sequence neighbors on each side). b Sequence entropy of 
the target residue position is added as an additional input.
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DNA-binding residues by Naïve Bayes classifier relate to
known DNA-binding motifs. To explore this question, we
used the ps_scan program to search for PROSITE motifs in
our data set of 171 DNA-binding proteins. PROSITE
motifs were found in 53 of the 171 proteins (a total of 73
hits). Of these 73 hits, 61 overlap with actual protein-
DNA binding sites. The DNA-binding site predictions pro-
duced by the Naïve Bayes classifier (in the leave-one-out
cross-validation setting) using the identities of a window
of 9 residues and the sequence entropy of the target resi-
due as input, substantially overlap with 56 of the 61
PROSITE DNA-binding motifs (Figure 3). It is worth not-
ing that 118 of the 171 DNA-binding proteins in our data
set contain no PROSITE motif whose annotation suggests
a role in protein-DNA interactions. PROSITE motifs cover
more than 50% of interface residues in only 11% (18 out
of 171) of the proteins and cover at least 20% of interface
residues in only 20% (34 out of 171) of the proteins. In
contrast, the Naïve Bayes classifier identifies at least 50%
of the interface residues in 33% (56 out of 171) of the pro-

teins and at least 20% of the interface residues in 87%
(149 out of 171) of the DNA-binding proteins used in this
study. These results suggest the possibility of using a Naïve
Bayes classifier trained to predict DNA-binding residues to
identify putative DNA-binding motifs.

Comparison with previously published methods
Ahmad and Sarai have developed a Position Specific Scor-
ing Matrix (PSSM) based neural network classifier for pre-
dicting DNA-binding sites [15]. To the best of our
knowledge, this is the only previously published study
which reports the performance of a DNA-binding site pre-
diction using only sequence information on a "per resi-
due" basis. Ahmad and Sarai have made available an
online server that predicts DNA-binding residues using a
PSSM-based neural network classifier [16]. The server
makes predictions for protein sequences that are 40 to
200 amino acid residues in length. In our data set of 171
DNA-binding proteins, 86 have length in this range. The
predictions of the PSSM-based classifier on these 86 pro-
teins were obtained by submitting the sequences to the
online server. The server returns, for each residue in the
submitted sequence, the estimated probability that the
residue is a DNA-binding residue. These probabilities can
be compared with a threshold to obtain a prediction as to
whether a residue is a DNA-binding residue. Different
choices of threshold yield different predictions. We varied
the threshold from 0.01 to 0.99 in increments of 0.02 to
generate an ROC curve for the PSSM-based neural net-
work classifier. For comparison, we trained and evaluated
using leave-one-out cross-validation, a Naïve Bayes classi-
fier using as input the identities of 9 amino acid residues
on the subset of 86 proteins (ranging from 40 to 200
amino acids in length). Figure 4 shows the comparison of
the ROC curves of the PSSM-based neural network classi-
fier with that of the Naïve Bayes classifier on the data set
of 86 proteins. The results show that the Naïve Bayes clas-
sifier achieves higher hit rate, for any given choice of the
false alarm rate, than the current implementation of the
PSSM-based neural network classifier in the online server.

Comparison of actual and predicted DNA-binding site residues for transcription factor CREB (PDB 1dh3A)Figure 3
Comparison of actual and predicted DNA-binding site residues for transcription factor CREB (PDB 1dh3A). 
PROSITE motif BZIP_BASIC (bottom row) covers many of the actual interface residues (the first row below sequence). Note 
that the predictions of Naïve Bayes classifier (the second row below sequence) overlap with the PROSITE motifs, but more 
closely correspond to the actual interface residues.

Receiver Operating Characteristic curve (ROC curve) for interface residue identificationFigure 2
Receiver Operating Characteristic curve (ROC curve) for 
interface residue identification.
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Identification of DNA-binding residues in type I restriction-
modification system
Restriction-modification (R-M) systems play important
role in the recognition and elimination of foreign DNA. In
type I R-M systems, S subunit determines the specificity of
DNA recognition. The interaction mode between S subu-
nit and DNA is still unknown. Recently, Kim et al. [17]
solved the crystal structure of the S subunit from M. jan-
naschii, the only crystal structure ever reported for the S
subunit of type I (R-M) systems. To further evaluate the
Naïve Bayes classifier, we used the classifier trained on our
data set of 171 DNA-binding proteins (using identities of
the target residue, and 4 sequence neighbors on either side
along with the sequence entropy of the target residue as
input) to identify DNA-binding residues on the S subunit
of the type I R-M system from M. jannaschii. Figure 5
shows the predicted DNA-binding residues in red and
spacefill. Note that Kim et al. [17] reported, based on the
solved crystal structure of the S subunit of M. jannaschii,
that the structures of the two target recognition domains
(TRD1, residue 1–168 and TRD2, residue 209–378) of the
S subunit are similar to the DNA binding domain of TaqI-
MTase. By aligning the structures of TRD1 and TRD2 with
the structure of TaqI-MTase/DNA complex, Kim et al. [17]
proposed a model for the interaction between the S subu-
nit and DNA. In figure 5, the DNA molecules in Kim's
model are shown in blue. Comparison of Kim's model

with the DNA-binding site predictions produced by our
Naïve Bayes classifier shows that the Naive Bayes classifier
agrees with the locations of the two potential DNA-bind-
ing sites on the S subunit in Kim's interaction model.

Figure 5 also shows that two additional DNA-binding
sites predicted by the Naïve Bayes classifier overlap with
the potential interaction sites between the S subunit and
R subunits of the protein (shown as circles in figure 5) as
proposed in Kim's model. This observation raises the
intriguing possibility that protein-DNA interfaces and
protein-protein interfaces might have some common fea-
tures.

Predictions of the Naïve Bayes classifier on proteins for 
which there is no experimental evidence suggesting a 
DNA-binding role
Given that the Naïve Bayes classifier was trained to iden-
tify DNA-binding residues in proteins that are known to
bind to DNA, it is interesting to examine their predictions
on a set of proteins for which at present, there is no evi-
dence suggesting a DNA-binding role. We assembled a
non-redundant data set of 2,323 proteins which, based on
our analysis of Gene Ontology annotations, appear to
have no evidence suggesting a DNA-binding role. A Naïve
Bayes classifier trained on our data set of 171 DNA-bind-
ing proteins to identify the DNA-binding residues (using
amino acid identities of the target residue and its sequence
neighbors together with the sequence entropy of the target
residue as input) was applied to the 2,323 proteins with
no known DNA-binding role. The Naïve Bayes classifier

The predictions on the S subunit of the type I (R-M) system from M. jannaschiFigure 5
The predictions on the S subunit of the type I (R-M) 
system from M. jannaschi. The predicted interface resi-
dues are shown in red. The DNA molecules from the inter-
action model proposed by Kim et al. [17] are shown in blue. 
The locations of R units in Kim's model are indicated by cir-
cles. Figures are generated using Protein Explorer [38].

The ROC curves for the Naïve Bayes classifier and the PSSM-based classifierFigure 4
The ROC curves for the Naïve Bayes classifier and 
the PSSM-based classifier. The Naïve Bayes classifier uses 
the identities of 9 amino acid residues as input. The ROC for 
the Naïve Bayes classifier is obtained using Weka on 86 
DNA-binding proteins with lengths ranging from 40 to 200 
residues with pairwise sequence similarity less than 30%. The 
ROC for the PSSM-based classifier is generated using the 
true positive, false positive, true negative, and false negative 
predictions obtained by submitting the 86 sequences to the 
online server [16] that implements PSSM-based classifier 
developed by Ahmad and Sarai [15].
Page 5 of 10
(page number not for citation purposes)



BMC Bioinformatics 2006, 7:262 http://www.biomedcentral.com/1471-2105/7/262
predicted 11% of the 613,754 residues from these 2,323
proteins as potentially DNA-binding residues. It would be
inappropriate to conclude that 11% is a per residue basis
false positive rate of our classifier because absence of
DNA-binding evidence in GO annotation does not neces-
sarily imply that the protein in question does not have a
DNA-binding role. It is quite possible that at least some of
these 2,323 proteins indeed bind to DNA. It should be
emphasized that our classifier was not trained to distin-
guish the class of DNA-binding proteins from those that
are not DNA-binding (Training such a classifier would
involve using representatives of both DNA-binding and
non DNA-binding proteins in the training set). It is inter-
esting to note that in 156 of the 2,323 proteins, no resi-
dues were predicted to be DNA-binding by our classifier;
264 had fewer than 5 predicted DNA-binding residues;
502 had fewer than 10 predicted DNA-binding residues,
and 999 with fewer than 20 DNA-binding residues.
Exploring the implications of these observations would
require experimentally testing some of the proteins on
which our Naïve Bayes classifier predicts putative DNA-
binding sites for DNA-binding activity. Another poten-
tially interesting direction would be to train classifiers to
distinguish proteins that are DNA-binding (without nec-
essarily identifying the DNA-binding residues) from those
that are not.

Discussion
Effectiveness of local amino acid sequence based 
approach to prediction of putative DNA-binding sites
In this paper, we have described a computationally effi-
cient approach to identifying putative DNA-binding resi-
dues of DNA-binding proteins using Naïve Bayes
classifiers trained to predict DNA-binding residues using
amino acid identities of the target residue and its sequence
neighbors. The resulting classifier achieves 71% overall
accuracy with a correlation coefficient of 0.24, 35% specif-
icity and 53% sensitivity in identifying interface residues
as evaluated by leave-one-out cross-validation. Our results
indicate the feasibility of identifying interface residues
based on local sequence information alone.

We found that the performance of the classifier is
improved by using sequence entropy of the target residue
(the entropy of the corresponding column in multiple
alignment obtained by aligning the target sequence with
its sequence homologs) as additional input. This observa-
tion is consistent with the suggestion that DNA-binding
residues are likely to be conserved (because of their func-
tion). The resulting classifier achieves 78% overall accu-
racy with a correlation coefficient of 0.28, 44% specificity
and 41% sensitivity in identifying interface residues.

Incorporating additional structure-derived information
such as solvent accessibility, electrostatic potential, hydro-

phobicity or secondary structure of the target residue as
additional input, however, did not improve the perform-
ance in this study. This should not be taken to mean that
these features are not useful predictors of a residue's func-
tionality. In particular, electrostatic potential has been
shown to be useful in identification of protein-DNA inter-
face residues [10,11]. The fact that this information does
not improve performance of our Naïve Bayes classifiers
might have to do with the properties of input encoding or
the classification method. Specifically, the additional fea-
tures were simply added as additional input. The underly-
ing assumption of the Naïve Bayes classifier that the
inputs are independent given the class almost certainly
does not hold in the case of protein sequences. Hence,
more systematic analysis is needed to identify features
that are useful for identification of interface residues and
develop methods of representing them in input to a broad
range of classifiers. Jones and Thornton [18] analyzed six
features of surface patches in protein-protein interaction
sites and developed an approach to identify protein-pro-
tein interfaces based on the scores combining the six fea-
tures. Sen et al. [19] developed an ensemble method to
identify protease-inhibitor binding sites based on
sequence, structure and evolution information. It would
be interesting to explore such methods for computational
prediction of protein-DNA interfaces.

Comparison of Naïve Bayes classifier with a PSSM-based 
neural network classifier
Ahmad and Sarai [15] used a PSSM-based neural network
classifier to identify interface residues in protein-DNA
interactions. Our comparison of the PSSM-based classifier
with the Naïve Bayes classifier shows that the Naïve Bayes
classifier achieves higher hit rate than the PSSM-based
classifier for any given choice of the false alarm rate.

We note that the PSSM-based classifier's ROC originally
reported by Ahmad and Sarai [15] is better than the PSSM-
based classifier's ROC achieved by their online server [16]
on the data set used in our comparison. A few factors may
have contributed to this difference: (1) the data set used
by Ahmad and Sarai in their original study is different
from the data set of 86 proteins used here. It is possible
that the current implementation of the PSSM-based
method is well optimized for their original data set, but
not for the 86 proteins used here; (2) the ROC reported by
Ahmad and Sarai includes predictions on proteins of all
lengths, whereas the online server only makes predictions
for proteins with a length in the range of 40–200. We
chose to compare the Naïve Bayes classifier with the
online server because the server is publicly available and
it provides the raw probabilities of the predictions making
it possible to compare the ROC curves of the two classifi-
ers on the same data set. However, it should be noted that
in the case of Naïve Bayes classifier, our use of leave-one-
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out cross-validation ensures that the training and test data
do not overlap. We have no control over the training data
used by the PSSM-based classifier. Nevertheless, a com-
parison of the two ROC curves suggests that the Naïve
Bayes classifier achieves higher hit rate than the current
implementation of the PSSM-based neural network classi-
fier for any given choice of the false alarm rate.

A thorough assessment of the performance of the Naïve
Bayes classifier relative to the PSSM-based classifier
requires systematic comparisons using leave-one-out
cross-validation on identical data sets – which is at
present, not feasible without access to an implementation
of the algorithm and the precise parameter settings used
to train the PSSM-based classifier. Plans are underway to
perform such a comparison using identical data sets and
evaluation procedures, in collaboration with Ahmad and
Sarai.

It should be noted that the Naïve Bayes classifier described
in this paper offers several advantages over the PSSM-
based neural network classifier: (a) The Naïve Bayes clas-
sifier can be trained in a single pass through the training
data whereas training a neural network classifier requires
many, often hundreds of passes through the training data.
(b) Training the Naïve Bayes classifier, unlike the neural
network classifier, requires no time-consuming and com-
putationally expensive exploration of many possible
choices of network architecture (e.g., number of hidden
neurons) and parameter settings (e.g., learning rate). (c)
The Naïve Bayes classifier, as well as predictions generated
by it is amenable to a straightforward probabilistic inter-
pretation whereas the neural network classifier is more of
a "black box".

These advantages, together with the superior performance
of the Naïve Bayes classifier relative to the current imple-
mentation of the PSSM-based neural network classifier,
make it an attractive alternative to the latter in identifying
DNA-binding residues from a protein sequence. However,
the neural network classifier is not limited by the strong
independence assumption of the Naïve Bayes classifier.
Hence, it would be interesting to explore whether a neural
network classifier or a variant of it could be optimized to
yield results that are better than that of the simple Naïve
Bayes classifier.

Use of Naïve Bayes classifiers to identify putative novel 
DNA-binding motifs
Protein sequence motifs (defined here as sequence seg-
ments associated with specific protein functions or struc-
tural families) are often used to identify putative DNA-
binding domains. Discovery of such motifs requires align-
ment of protein sequences that are known to have the
same or similar functions. Generating multiple sequence

alignments that reveal useful sequence motifs requires sig-
nificant human expertise to identify a suitable set of
sequences to be aligned and to manually refine, through
an iterative process of trial and error, the multiple
sequence alignment. Against this background, it is inter-
esting to note that in 118 out of 171 DNA-binding pro-
teins used in this study, we found no PROSITE motifs
whose annotations suggest a possible DNA-binding role.
In the remaining proteins, 61 PROSITE motifs were found
to overlap with protein-DNA binding sites. The DNA-
binding sites predicted by the Naïve Bayes classifier signif-
icantly overlapped with 56 of the 61 PROSITE motifs that
overlapped with DNA-binding sites. PROSITE motifs
cover at least 20% of the DNA-binding residues in only
20% (34 out of 171) of the proteins. In contrast, the Naïve
Bayes classifier identifies at least 20% of the interface res-
idues in 87% (149 out of 171) of the DNA-binding pro-
teins used in this study. This raises the possibility of
identifying novel sequence motifs that correspond to pro-
tein-DNA interfaces by using a Naïve Bayes classifier
trained to identify protein-DNA binding sites. More sys-
tematic comparison of this approach with alternative
approaches to identification of putative DNA-binding
motifs using other motif libraries and different motif find-
ing methods is needed to evaluate its efficacy relative to
other approaches.

Conclusion
In previous work, we have used similar approaches to
identify interface residues involved in protein-protein
interactions [20,21] and protein-RNA interactions [22].
Here we show that it is also feasible to identify interface
residues involved in protein-DNA interaction using
sequence information. With the level of success achieved
in this study, putative DNA-binding sites predicted by the
classifiers trained using a machine-learning approach
should be useful for guiding experimental investigations
into the role of specific residues of a protein in its interac-
tion with DNA, e.g., by localizing candidate residues for
alanine-scanning mutagenesis [7,8]. Moreover, analysis of
the binding site "rules" generated by classifiers may pro-
vide valuable insight into the protein-DNA recognition
code responsible for the specificity and affinity of protein-
DNA interactions in living cells.

Methods
Data sets
DNA-binding proteins: A data set of DNA-binding pro-
teins was extracted from structures of known protein-DNA
complexes in the Protein Data Bank [23]. The dataset was
culled using PISCES [24]. The resulting dataset consists of
171 proteins with mutual sequence identity <= 30% and
each protein has at least 40 amino acid residues. All the
structures have resolution better than 3.0 Å and R factor
less than 0.3.
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Proteins that do not have evidence of a DNA-binding role:
A non-redundant set of proteins with mutual identity less
than 30% was extracted from the PDB using the cluster file
from the Protein Data Bank [25]. Structures with resolu-
tion worse than 2.5 Å were removed. The annotations for
each protein were retrieved from the Gene Ontology
Annotation (GOA) [26]. Proteins with annotations indic-
ative of a DNA-binding role were eliminated, leaving a
data set of 2,313 proteins with no evidence of a DNA-
binding role.

Definition of interface residues
Interface residues are defined as described in Jones et al.
[10]. Accessible surface area (ASA) was computed for each
residue in the unbound protein (in absence of DNA) and
in the protein-DNA complex using NACCESS [27]. A resi-
due is defined to be an interface residue if its ASA in the
protein-DNA complex is less than its ASA in the unbound
protein by at least 1Å2. The 171 proteins have 38,649 res-
idues in total and 5,050 of them are interface residues.

Naïve Bayes classifier

We used the Naïve Bayes implementation in the Weka
package from the University of Waikato, New Zealand
[28,29]. For each input target residue, the classifier pro-
duces a Boolean output (with 1 denoting an interface res-
idue and 0 denoting a non-interface residue). The Naïve
Bayes classifier assumes independence of the attributes
given the class. The Naïve Bayes classifier performs as well
as more sophisticated methods on many classification
tasks [30]. For an input X = x1 x2 ,...,xn , a Naïve Bayes clas-

sifier assigns it a class label c by optimizing the posterior:

. In the case of two class classification (c ∈ {0, 1}), this is
equivalent to determining c by comparing the ratio likeli-

hood with a parameter θ as in equation (1).

c is predicted to be 1 if the ratio likelihood is greater than
θ, and 0 otherwise. When a local sequence around the tar-
get residue was encoded using numeric features such as
hydrophobicity, the numerical values were discretized
using the discretization filter of Weka.

In a standard Naïve Bayes classifier, θ takes the value of 1.
The predictions of Naïve Bayes classifier are biased in
favor of the majority class when the dataset consists of

unequal numbers of examples for the two classes. Hence,
we trained θ to optimize classification performance on
training data. We used leave-one-out cross-validation to
train and test the classifier. In each round of experiment,
all proteins except one were used as the training set and
the remaining protein was used to test the classifier. In the
training stage, the conditional probability table P(xi | c)
and prior probability p (c) were estimated using the train-
ing set. To determine θ, the classifier was applied to the
training set and different values of θ ranging from 0.01 to
1 were tested, in increments of 0.01. The value of θ for
which the classifier yields the highest correlation coeffi-
cient was used to make predictions on the test set.

Naïve Bayes classifier using only local sequence identity as 
input
The input to the Naïve Bayes classifier contains the identi-
ties of 2n+1 residues in the form of X = (xt-n , xt-n+1 ,...,xt-1
,xt ,xt-1 ,...,xt+n-1 , xt+n ), where xt is the identity of target res-
idue, xt-n , xt-n+1 ,...,xt-1 and xt+1 , xt+n-1 , xt+n  are the identities
of n residues on each side of the target residue. Different
values of n from 1 to 10 were tried and the best perform-
ance was obtained when n = 4 (corresponding to a win-
dow size of 9). A training example is an ordered pair (X,
c), where c ∈ {0, 1}. 1 indicates that the target residue (the
residue in the center of the input window) is an interface
residue and 0 indicates that target residue is not an inter-
face residue. For a test example X, the classifier outputs 1
(i.e., X is predicted to be an interface residue) or 0 (i.e., X
is predicted to be a non-interface residue) as the class label
of X.

Naïve Bayes classifier using additional inputs
Relative solvent accessibility (rASA), sequence entropy,
secondary structure, electrostatic potential and hydropho-
bicity were considered. When a feature of the target resi-
due is added into the input of amino acid identities of
residues in a 9-residue window, the input to the classifier
is encoded as X = (xt-n , xt-n+1 ,...,xt-1 ,xt ,xt+1 ,...,xt+n-1 , xt+n , ft
), with ft standing for the corresponding feature of the tar-
get residue (e.g., sequence entropy, hydrophobicity, etc.),
and xi denotes the amino acid identity of the correspond-
ing position within the sequence window. When a feature
other than residue identity of the input window (i.e., the
target residue and its sequence neighbors) is used to
encode the local sequence around the target residue, the
input to the classifier has the form of X = (ft-n , ft-n+1 ,...,ft-1
, ft , ft+1 ,...,ft+n-1 , ft+n ), where fi is the corresponding feature
(e.g., hydrophobicity) of the residue i.

The relative solvent accessible surface area (rASA) of each
residue (in the absence of DNA) was computed using
NACCESS [27]. Entropy of each sequence position (the
sequence entropy for the corresponding column in multi-
ple of the multiple sequence alignment) was extracted

c P c X x x x x c
c

n
c
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=
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from the HSSP database [31]. The sequence entropy is
normalized to the range of 0–100, with lower entropy val-
ues corresponding to more conserved sequence positions.
Secondary structure for each residue was extracted from
the PDB database [25]. Electrostatic potential for each
atom was calculated using Delphi [32,33], using parame-
ters based on the study of Jones et al. [10]. The electro-
static potential for each residue was calculated in a similar
way as the study of Jones et al. [10]: the electrostatic
potential of an atom is set to 0 if its solvent accessibility is
less than 1Å2 and the electrostatic potential of a residue is
the average over all its atoms. Hydrophobicity of each res-
idue is obtained from the consensus normalized hydro-
phobicity scale derived by Eisenberg et al. [34].

Performance measures

Because no single performance measure provides a com-
plete picture of performance of the classifier [35], we used
a combination of accuracy, correlation coefficient (CC), spe-
cificity and sensitivity. These measures are defined as
described in Baldi et al. [35].

, where TP= the number of true positives (residues pre-
dicted to be DNA-binding residues that are in fact inter-
face residues); FP = the number of false positives (residues
predicted to be DNA-binding residues that are in fact not
interface residues); TN = the number of true negatives (res-
idues predicted to be non DNA-binding residues that are
in fact not DNA-binding residues); FN = the number of
false negatives (residues predicted to be non DNA-binding
residues that are in fact DNA-binding residues); N =
TP+TN+FP+FN (the total number of examples).

Sensitivity is the fraction of positive examples (DNA-bind-
ing residues) that are predicted as such by the classifier.
Specificity is the fraction of positive predictions (residues
predicted to be DNA-binding residues) that are actually
interface residues. Accuracy is the fraction of overall pre-
dictions that are correct. Correlation coefficient measures
the correlation between predictions and actual class
labels.

The Receiver Operating Characteristic curve (ROC curve)
is a plot of the "hit rate" (TP/(TP+FN)) versus the "false
alarm rate" (FP/(TN+FP)) [35]. It shows the tradeoff
between hit rate and false alarm rate when different
threshold values are used for the classifier.

Identifying PROSITE motifs in protein sequences
The PROSITE motif database was downloaded from the
PROSITE [36]. Protein sequences were scanned using the
ps-scan program [37] to identify motifs. Frequently

matching (unspecific) patterns and profiles were omitted
by setting the "-s" and "-r" options of ps-scan.
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