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Abstract

In 1919, P. A. MacMahon studied generating functions for generalized divisor sums. In
this paper, we provide a framework in which to view these generating functions in
terms of Jacobi forms, and prove that they are quasi-modular forms.

1 Introduction
In [1], a relationship between certain generating functions studied by P. A. MacMahon [4]
and Chebyshev polynomials is investigated. MacMahon introduces the following
functions

Ak(q) =
∑

0<m1<···<mk

qm1+···+mk

(1 − qm1)2 · · · (1 − qmk )2

Ck(q) =
∑

0<m1<···<mk
mi≡1 (mod 2)

qm1+···+mk

(1 − qm1)2 · · · (1 − qmk )2

where we have a slightly different convention than used in [4] for the function Ck(q) (that
is, we have written the summation in terms of congruences mod 2) which will be more
suited to the results in this paper.
These are generating functions for a generalized sum-of-divisors functions in the

following sense. If we write

Ak(q) =
∞∑

m=1
am,kqm

then the coefficients am,k are given by

am,k =
∑

s1 · · · sk
where the sum is taken over all ways of writingm = s1m1+· · ·+skmk with the restriction
that 0 < m1 < · · · < mk . Similarly, if we write

Ck(q) =
∞∑

m=1
cm,kqm

then the coefficients cm,k are given by the sum

cm,k =
∑

s1 · · · sk
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where the sum is instead taken over all ways of writing m = s1m1 + · · · + skmk with
0 < m1 < · · · < mk and where

mi ≡ 1 (mod 2). (1)

In [1] it is proven that these generating functions are related to Chebyshev polynomials
in the following way.

Definition 1.1. We define the n-th Chebyshev polynomial (of the first kind) to be the
unique polynomial Tn(x) such that

Tn(cos θ) = cos(nθ).

The first few of these are given as follows.

T1(x) = x T2(x) = 2x2 − 1

T3(x) = 4x3 − 3x T4(x) = 8x4 − 8x2 + 1

Theorem 1.2. We have the following equalities of two-variable generating functions

2
∞∑
n=0

T2n+1
( 1
2x

)
q(

n+1
2 ) = (q; q)3∞

∞∑
k=0

Ak(q)x2k+1,

1 + 2
∞∑
n=1

T2n
( 1
2x

)
qn

2 = (
q2; q2

)
∞

(
q; q2

)2
∞

∞∑
k=0

Ck(q)x2k
(2)

where

(a; q)∞ =
∞∏

m=0

(
1 − aqm

)
is the q-Pochhammer symbol.

Remark 1.3. It should be noted that this again uses a slightly different convention than
in [1] which is more suited to this paper. This follows from the equality(

q2; q2
)
∞

(
q; q2

)2
∞ = (q; q)∞

(−q; q)∞
.

In MacMahon’s paper there is a plethora of other functions studied which essentially
arise from varying the congruence condition (1). The goal of this paper is to generalize
the equalities (2) to include MacMahon’s other functions. In this more general setting,
certain Jacobi forms play a central role.
We will now provide a definition of the functions of interest.

Definition 1.4. Fix an integer n. We say that a set of representatives (of congruence
classes mod n) S ⊂ {1, . . . , n} is symmetric if, for all � ∈ S we also have that −� ∈ S
(mod n). Note that all statements such as m ∈ S (mod n) simply mean that m is
congruent to some element in S (mod n).
If n /∈ S, then we will write S = {�1, . . . , �s} with s = |S|. If n ∈ S, then we will write

S = {n = �0, �1, . . . , �s}. If we do not differentiate between the two cases, we will simply
index our representatives as � ∈ S.
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Definition 1.5. Fix an integer n, and choose a symmetric set of representatives S. We
then define

AS,n,k(q) =
∑

0<m1<···<mk
mi∈S (mod n)

qm1+···+mk

(1 − qm1)2 · · · (1 − qmk )2
.

If we expand out AS,n,k(q) as the q-series AS,n,k(q) = ∑∞
m=0 aS,n,k,mqm then the

coefficients aS,n,k,m are given by

aS,n,k,m =
∑

s1 · · · sk
where we sum over all ways of writing m = m1s1 + · · · + mksk with 0 < m1 < · · · < mk
and with eachmi ∈ S (mod n).
In fact, we have the following other specializations (see [4] for the definitions of the

generating functions Ek(q) and Gk(q)):

A{1},1,k(q) = Ak(q),

A{1},2,k(q) = Ck(q),

A{1,4},5,k(q) = Ek(q),

A{2,3},5,k(q) = Gk(q),

and we also have that

A{n},n,k(q) = Ak
(
qn

)
,

A{1,...,n},n,k(q) = Ak(q).

We will also look at the following generating functions, which provide a generalization
of the functions Bk(q),Dk(q), Fk(q), and Hk(q) of [4]. We will not focus so much on these
functions throughout this paper, although most of our results hold similarly for this with
the appropriate minor changes.

Definition 1.6. Fix an integer n and a symmetric set of representatives S. Define

BS,n,k(q) =
∑

0<m1<···<mk
mi∈S (mod n)

qm1+···+mk

(1 + qm1)2 · · · (1 + qmk )2
.

Lastly, we need the following notationally convenient function.

Definition 1.7. For 1 ≤ � ≤ n, define

α(n, �) = �

n
− 1

2
.

Note in particular that α(n, �) = −α(n, n − �), which relates to the requirement that a
set of representatives S be symmetric.
Finally, let us define the following functions which will be of use.

Definition 1.8. Let r ∈ Q, and let t be a non-negative integer. Then we define

ϑr(q, ζ ) =
∑

m∈Z+r
q

1
2m

2
ζm
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(where we consider q = e2π iτ and ζ = e2π iz). This only depends on r (mod Z), and
moreover if r ∈ Z this is just the ordinary Jacobi ϑ-function. Furthermore, we define

ϑ(t)
r (q) =

[(
ζ

∂

∂ζ

)t
ϑ

]
(q,−1) =

∑
m∈Z+r

eπ immtq
1
2m

2

and

ϑ̃ (t)
r (q) =

[(
ζ

∂

∂ζ

)t
ϑ

]
(q, 1) =

∑
m∈Z+r

mtq
1
2m

2
.

If t = 0, then we omit it from the notation.
Finally, we will define the Dedekind η-function to be

η(q) = q
1
24

∞∏
m=1

(
1 − qm

)
.

Theorem 1.9. Fix a non-negative integer n and a symmetric set of representatives S.
Then we have that

∞∑
k=0

(−1)kAS,n,k(q)x2k =
s∏

j=1

ϑα(n,�j)(qn,−ζ )

ϑα(n,�j)(qn)
n /∈ S

∞∑
k=0

(−1)kAS,n,k(q)x2k+1 = −i
∏s

j=0 ϑα(n,�j)(qn,−ζ )

η(qn)3
∏s

j=1 ϑα(n,�j)(qn)
n ∈ S

(3)

where x = ζ 1/2 − ζ−1/2.

Theorem 1.10. Fix a non-negative integer n and a symmetric set of representatives S.
Then we have that

∞∑
k=0

BS,n,k(q)x2k =
s∏

j=1

ϑα(n,�j)(qn, ζ )

ϑ̃α(n,�j)(qn)
n /∈ S

√
1 + ( x

2
)2 ∞∑

k=0
BS,n,k(q)x2k =

∏s
j=0 ϑα(n,�j)(qn, ζ )∏s
j=0 ϑ̃α(n,�j)(qn)

n ∈ S

where again x = ζ 1/2 − ζ−1/2.

The connection between Theorems 1.9 and 1.10 and Theorem 1.2 is that the
ϑ-functions can themselves be written in terms of Chebyshev polynomials.
Themain interest in the study of these functions is to understand their modular proper-

ties. The functionsAk(q) andCk(q) are proven to be quasi-modular in [1], and it is natural
to ask whether or not the same holds in this generalized setting. We obtain the following.

Theorem 1.11. Assume that n /∈ S. The functions AS,n,k(q) are quasi-modular forms of
weight at most 2k for some congruence subgroup � of SL2(Z). The pure weight parts depend
only on S (and n). In particular, the weight 2w part is given by a multiple of

∑
i1+···+is=2w

(
2w

i1, . . . , is

) ∏
�∈S

ϑ
(i�)
α(n,�)(q

n)

ϑα(n,�)(qn)
.
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Theorem 1.12. Assume that n ∈ S, and write S = {n, �1, . . . , �s}. Then the functions
AS,n,k(q) are quasi-modular forms of weight at most 2k for some congruence subgroup � of
SL2(Z). The pure weight parts depend only on S (and on n). In particular, the weight 2w
part is given by some multiple of

∑
(2i0+1)+i1+···+is=2w+1

(
2w + 1

2i0 + 1, i1, . . . , is

) (
2
n

)i0

[(
q d
dq

)i0
η(qn)3

] ∏s
j=1 ϑ

(ij)
α(n,�j)(q

n)

η(qn)3
∏s

j=1 ϑα(n,�j)(qn)
.

Remark 1.13. We can computationally verify that the group in question for both of these
theorems appears to be �1(n). In fact, this has recently been proven in [3].

Remark 1.14. For the case where these overlap the paper [1], this is actually a strength-
ening of that result; in that paper, all that is given is that the generating functions
Ak(q),Ck(q) are quasi-modular forms of weight at most 2k, with no statement about the
constancy of the pure-weight pieces.
In particular, in that case the quasi-modularity was given by showing that the func-

tions Ak(q),Ck(q) can be defined recursively using derivatives of Ak′(q) and Ck′(q) (with
k′ < k), which imply quasi-modularity; this is in contrast to the case here where we
prove quasi-modularity by writing an explicit description of each weight 2w piece (up to
multiplication by a scalar).

Notation 1.15. Throughout this paper, we will use the notation Dξ for the differential
operator ξ ∂

∂ξ
.

2 Jacobi forms and ϑ-functions
We will describe now the relevant properties of Jacobi forms. For a more thorough
reference one can consult [2].

Definition 2.1. Fix half-integers k,m. A Jacobi form of weight k and index m for a
subgroup � of SL2(Z) is a holomorphic function φ : H × C → C which satisfies, for(
a b
c d

)
∈ �

(cτ + d)−k exp
(−2π imcz2

cτ + d

)
φ
(aτ + b
cτ + d

,
z

cτ + d

)
= φ(τ , z), (4)

(the modular transformation). Furthermore, for r, s ∈ Z, it satisfies

exp
(
2π im(r2τ + 2rz)

)
φ(τ , z + rτ + s) = φ(τ , z)

(the elliptic transformation).

Proposition 2.2. Let φ(τ , z) be a Jacobi form of weight k for some group �, and write

φ(τ , z) =
∞∑

m=0
φm(τ )zm

as the Taylor expansion of φ(τ , z) with respect to z. Then the functions φm(τ ) are quasi-
modular forms of weight k + m for the group �.
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Proof. This is given by Eq. 6 on p. 31 of [2]. Specifically, one notes that the transforma-
tion law presented is exactly the transformation law of a quasi-modular form.

Corollary 2.3. Let φ(τ , z) be a Jacobi form of weight k for some group �. Then the
function (

∂

∂z

)m
φ(τ , z)

∣∣∣
z=0

is quasi-modular of weight k + m for the same group �.

Proof. This is nothing butm! times the Taylor coefficient, by definition.

The key note for us is that the functions introduced in Definition 1.8, namely

ϑr(q, ζ ) =
∑

m∈Z+r
q

1
2m

2
ζm,

are Jacobi forms of weight k = 1
2 and indexm = 1

2 , for some subgroup � ⊂ SL2(Z) which
depends on the rational number r (see Theorem 1.4 of [2]).

Remark 2.4. For the remainder of the paper, we will switch back to the notation φ(q, ζ )

for Jacobi forms/ϑ-functions, where q = e2π iτ and ζ = e2π iz, as it provides for cleaner
notation.

3 Proofs of main theorems
We will now prove Theorem 1.9.

Proof of Theorem 1.9. The proof of this will closely follow the proof of Theorem 1.2
(in [1]). We will begin by noting a version of the Jacobi triple product as it pertains to the
functions ϑr(q, ζ ), which is∑

m∈Z+r
q

1
2m

2
ζm = ζ rq

r2
2

∏
m>0

(
1 − qm

) (
1 + ζqm+r− 1

2
) (

1 + ζ−1qm−r− 1
2
)

(5)

if r 	= 1
2 , and∑

m∈Z+ 1
2

q
1
2m

2
ζm = (

ζ 1/2 + ζ−1/2) q 1
8

∏
m>0

(
1 − qm

) (
1 + ζqm

) (
1 + ζ−1qm

)
(6)

if r = 1
2 .

Let us now note that
∞∑
k=0

AS,n,k(q)x2k =
∏
�∈S

∞∏
m=0

(
1 − x2qnm+�

(1 − qnm+�)2

)

=
∏
�∈S

∞∏
m=0

1 − (
x2 + 2

)
qnm+� + q2(nm+�)(

1 − qnm+�
)2 .

(7)

If we then write x = ζ 1/2−ζ−1/2 (and hence x2+2 = ζ +ζ−1) we find that this is equal to∏
�∈S

∞∏
m=0

(
1 − ζqnm+�

) (
1 − ζ−1qnm+�

)(
1 − qnm+�

)2 .
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We will now assume for simplicity that n /∈ S, the above manipulations being done for
any set (symmetric or not). Due to the symmetry of S, for each term

(
1 − ζ±1qnm+�

)
there

is a corresponding term
(
1 − ζ∓1qnm+n−�

)
(similarly for the denominator), and so we can

write this as∏
�∈S

∞∏
m=0

(
1 − ζqnm+�

) (
1 − ζ−1qn(m+1)−�

)(
1 − qnm+�

) (
1 − qn(m+1)−�

) =

∏
�∈S

∞∏
m=0

(1 − qnm)
(
1 − ζqnm+�

) (
1 − ζ−1qn(m+1)−�

)
(1 − qnm)

(
1 − qnm+�

) (
1 − qn(m+1)−�

) .

We now apply the Eq. 5 with r = α(n, �) to the numerator and denominator from which
we obtain ∏

�∈S

ζα(n,�)ϑα(n,�)(qn,−ζ )

ϑα(n,�)(qn,−1)
.

Since S is symmetric and α(n, �) = −α(n, n − �), it follows that this is∏
�∈S

ϑα(n,�)(qn,−ζ )

ϑα(n,�)(qn)

as claimed.
In the case that n ∈ S, we will have an extra term in the product (7) of the form

∞∏
m=1

(
1 − x2qnm

(1 − qnm)2

)
=

∞∏
m=1

(1 − ζqnm)
(
1 − ζ−1qnm

)
(1 − qnm)2

=
∞∏

m=1

(1 − qnm)(1 − ζqnm)
(
1 − ζ−1qnm

)
(1 − qnm)3

which by Eq. 6 is simply

1(
(−ζ )1/2 + (−ζ )−1/2) η(qn)3

∑
m∈Z+ 1

2

q
1
2nm

2
(−ζ )m = −i(

ζ 1/2 − ζ−1/2) η(qn)3
ϑ1/2(qn,−ζ )

as claimed.

The proof of Theorem 1.10 is obtainedmutatis mutandi, if we note that from Eq. 6 the
term ζ 1/2 + ζ−1/2 = √

x2 + 4 when x = ζ 1/2 − ζ−1/2.

3.1 Modularity of the generating functions

To prove modularity, we note that the left-hand side of the expression (3) is a product of
Jacobi ϑ-functions, and in particular it is a Jacobi form of weight 0 and index s/2.
We need one quick proposition before we can properly discuss modularity.

Proposition 3.1. Fix n and a symmetric set S. The Jacobi form
∏

�∈S ϑα(n,�)(qn,−ζ ) is
an even function of σ if and only if n /∈ S, and it is an odd function of σ if and only if n ∈ S
(where ζ = e2π iz).

Proof. Note that a function of σ being even is equivalent to it being invariant under the
exchange of ζ ↔ ζ−1 (and similarly for it being odd).
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The key here is the symmetry requirement. We essentially have three cases: � = n,
� = n

2 , and other �. We will only prove the first of these, the rest of them being similar.
If � = n, we have the function ϑ1/2(q,−ζ ) as part of the product. If we swap ζ for ζ−1

in this function, then we obtain∑
m∈Z+ 1

2

q
1
2m

2 (−ζ−1)m =
∑

m∈Z+ 1
2

(−1)mq
1
2m

2
ζ−m

=
∑

m∈Z+ 1
2

(−1)−mq
1
2m

2
ζm

Since −m ≡ m + 1 (mod 2) form ∈ Z + 1
2 , the claim follows.

As usual, let us assume that n /∈ S. In particular, let us Taylor expand (3) as (by
Propositions 2.2 and 3.1)

∞∑
k=0

(−1)kAS,n,k(q)x2k =
∞∑
w=0

ÃS,n,w(q)z2w

(if n ∈ S, then we just increase the exponents of x and z by one). It follows then that the
functions ÃS,n,w(q) are quasi-modular of pure weight 2w each. Our goal is now to find
explicit expressions for ÃS,n,w(q) and to relate them to AS,n,k(q).
The first thing that we note is that, since x = ζ 1/2 − ζ−1/2 and ζ = e2π iz that we can

write

x = 2i sin(πz) and z = 1
π
arcsin(−ix/2)

to translate between these two expressions. In particular, (letting x 
→ ix) if we write this
as

∞∑
k=0

AS,n,k(q)x2k =
∞∑
w=0

ÃS,n,w(q)
(
1
π
arcsin(x/2)

)2w

then we see by looking at the coefficient of x2k on the right-hand side that the terms
of pure weight 2w of AS,n,k(q) are simply multiples of ÃS,n,w(q) and that, moreover, the
coefficients are given by

[
x2k

] ∞∑
w=0

1
π2w arcsin(x/2)2w

(where
[
xk

]
f (x) is the coefficient of xk in f (x)) which is a finite sum, since arcsin(x/2) =

x/2 + O(x2) and hence for w > k, we have that
[
x2k

]
arcsin(x/2)2w = 0.

Let us now prove Theorem 1.11.

Proof of Theorem 1.11. Let us as before assume first that n /∈ S. We have then that

∞∑
k=0

(−1)kAS,n,k(q)x2k =
s∏

j=1

ϑα(n,�j)(qn,−ζ )

ϑα(n,�j)(qn)
=

∞∑
w=0

ÃS,n,w(q)z2w

and we seek to understand the functions ÃS,n,w(q). These are given by multiples of
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(
∂

∂z

)2w s∏
j=1

ϑα(n,�j)(qn,−ζ )

ϑα(n,�j)(qn)

∣∣∣
z=0

= (
2π iDζ

)2w s∏
j=1

ϑα(n,�j)(qn,−ζ )

ϑα(n,�j)(qn)

∣∣∣
ζ=1

= (2π i)2wD2w
ζ

s∏
j=1

ϑα(n,�j)(qn,−ζ )

ϑα(n,�j)(qn)

∣∣∣
ζ=1

.

Since(
d
dx

)w s∏
j=1

fj(x) =
∑

i1+···+is=w

(
w

i1, . . . , is

) s∏
j=1

f (ij)
j (x)

it follows that that the pure weight terms ÃS,n,w(q) are, up to scaling,

D2w
ζ

s∏
j=1

ϑα(n,�j)(qn,−ζ )

ϑα(n,�j)(qn)

∣∣∣
ζ=1

=
∑

i1+···+is=2w

(
2w

i1, . . . , is

) s∏
j=1

ϑ
(ij)
α(n,�j)(q

n)

ϑα(n,�j)(qn)

as claimed.
In the case that n ∈ S, the difference is that ϑ

(2w)
1/2 (qn,−1) = 0 (since ϑ1/2(q, ζ ) is odd

due to Proposition 3.1) for all w ≥ 0. Since ϑ(q, ζ ) satisfies the heat equation, we find that

D2w+1
ζ ϑ(qn,−ζ ) = D2w

ζ Dζ ϑ(qn,−ζ )

=
(
2
n

)w
Dw
q Dζ ϑ(qn,−ζ ).

Since we know classically that η(q)3 = ∑
m∈Z(−1)m

(
m + 1

2
)
q

1
2
(
m+ 1

2
)2
, it follows that

Dζ ϑ
(
qn,−ζ

) ∣∣∣
ζ=1

= iη(qn)3

and so

D2w+1
ζ ϑ(qn,−ζ ) = i

(
2
n

)w
Dw
q η

(
qn

)3 .
We can put all of this together now to find that—again, up to scaling—if n ∈ S that the

pure-weight term ÃS,n,w(q) is given by

D2w+1
ζ

[
−i

∏s
j=0 ϑα(n,�j)(qn,−ζ )

η(qn)3
∏s

j=1 ϑα(n,�j)(qn)

]

=
∑

(2i0+1)+i1+···+is=2w+1

(
2w + 1

2i0 + 1, i1, . . . , is

) (
2
n

)i0
[
Di0
q η(qn)3

] ∏s
j=1 ϑ

(ij)
α(n,�j)(q

n)

η(qn)3
∏s

j=1 ϑα(n,�j)(qn)

3.2 The functions BS,n,k(q)

It seems natural to look for a similar expression for the functions BS,n,k(q). As for the
case of the functions AS,n,k(q), the expression that we obtain depends on whether or not
n ∈ S. For the case that n /∈ S, an argument identical to that above yields that BS,n,k(q) is
quasi-modular of impure weight, with the pure weight terms being given by multiples of

∑
i1+···+is=2w

(
2w

i1, . . . , is

) s∏
j=1

ϑ̃
(ij)
α(n,�j)(q

n)

ϑ̃α(n,�j)(qn)
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In the case that n ∈ S, it is a bit more complicated due to the the presence of the√
1 + ( x

2
)2. However, by expanding this out in powers of x we obtain that

√
1 + ( x

2
)2 ∞∑

k=0
BS,n,k(q)x2k =

∞∑
k=0

⎛⎝ k∑
m=0

amBS,n,k−m(q)

⎞⎠ x2k

(where
√
1 + ( x

2
)2 = ∑∞

k=0 akx2k), and so we can recursively determine that these
functions are themselves quasi-modular, although the expression is more complicated.

4 Further and related work
The generating functions Ak(q),Ck(q) studied in [1] arise naturally in the following
problem in enumerative geometry.
Let A be a polarized abelian surface with polarization L of type (1, n). There is a (g−2)-

dimensional family of genus g curves in the homology class β = c1(L)∨ up to translation,
which is the codimension of the hyperelliptic locus in the moduli space of genus g curves.
We would then naturally expect that there is a finite number of genus g hyperelliptic
curves in this class.
Let Fg(q) denote the generating function for counting such curves. In [5] it is shown

(assuming the crepant resolution conjecture) that we can write Fg(q) as a polynomial of
degree (g − 1) in the functions Ak

(
q4

)
,Ck

(
q2

)
(where we assign the weight k to each of

these functions), and hence Fg(q) is a quasi-modular form for�0(4). Interestingly enough,
there is strong numerical evidence that it is in fact quasi-modular for SL2(Z), due to some
remarkable cancellations, a fact that will be further investigated.
Furthermore, these generating functions can be described in terms of Hurwitz-Hodge

type integrals over certain moduli spaces of Hurwitz covers, more detail of which will
appear in forthcoming work by the author.
A future goal is to then understand whether or not these more general functions can be

found in an enumerative context.

5 Appendix A: some coefficients
For the sake of completeness, we will include a few coefficients for some small values of n
and symmetric sets S. For each of the given values of n, S, we will write

AS,n,k(q) =
∞∑

m=1
aS,n,k,mqm.

All of the following have been computed with a custom Sage program.

(1) n = 3, S = {1, 2}
(k,m) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 3 3 7 6 9 8 15 9 18 12 21 14 24 18
2 1 2 6 12 20 30 48 66 90 124 154 204 240
3 1 3 7 15 30 49 87 132 210
4 1 2 6 12
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(2) n = 4, S = {1, 3}
(k,m) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 1 2 4 4 6 8 8 8 13 12 12 16 14 16 24 16
2 1 2 4 8 14 18 28 40 52 70 88 104 140
3 1 2 4 8 14 24 40 56
4 1

(3) n = 5, S = {1, 4}
(k,m) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 1 2 3 5 5 7 7 10 10 10 12 17 13 15 15 21
2 1 2 4 6 10 16 20 26 38 50 62 74
3 1 2 3 5 9 15

(4) n = 5, S = {2, 3}
(k,m) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 1 1 2 0 5 1 5 3 5 0 11 1 9 5 10
2 1 0 2 2 4 6 10 8 16 18 22 30
3 1 1 2 4 5

(5) n = 6, S = {1, 5}
(k,m) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 1 2 3 4 6 6 8 8 9 12 12 12 14 16 18 16
2 1 2 4 6 8 12 18 22 28 36 48
3 1 2 3 4
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