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Considering the energy constraint for fixed sensor nodes and the unacceptable long propagation delay, especially for latency
sensitive applications of underwater acoustic sensor networks, we propose a MAC protocol that is latency-optimized and energy-
efficient scheme and combines the physical layer and the MAC layer to shorten transmission delay. On physical layer, we apply
convolution coding and interleaver for transmitted information. Moreover, dynamic code rate is exploited at the receiver side to
accelerate data reception rate. On MAC layer, unfixed frame length scheme is applied to reduce transmission delay, and to ensure
the data successful transmission rate at the same time. Furthermore, we propose a network topology: an underwater acoustic
sensor network with mobile agent. Through fully utilizing the supper capabilities on computation and mobility of autonomous
underwater vehicles, the energy consumption for fixed sensor nodes can be extremely reduced, so that the lifetime of networks is
extended.

1. Introduction

The earth is water planet. The largely unexplored vastness
of the ocean, covering about two-thirds of the surface of
the Earth [1], has fascinated humanes for as long as we
have records. Recently, there has been a growing interest in
monitoring aqueous environments for scientific exploration,
commercial exploitation and attack protection, such as
oceanographic data collection, pollution monitoring, off-
shore exploration, disaster prevention, assisted navigation,
and tactical surveillance.

The traditional approach for ocean-bottom or ocean-
column monitoring is deploy oceanographic sensors, record
the data, and recover the instruments. This approach creates
long lags in receiving the recorded information. With the
advances in acoustic modem technology that enabled high-
rate reliable communications, current research focuses on
communication between various remote instruments within
a network environment. Underwater acoustic sensor net-
works (UASNs) can be used to increase the operation range
of autonomous underwater vehicles. The feasible wireless

communication range of an autonomous underwater vehicle
is limited by the acoustic range of a single modem. By
hopping the control and data messages through a network
that covers large areas, the range of autonomous underwater
vehicles can be considerably increased. Therefore, UASNs are
attracting increasing interest from researchers in terrestrial
radio-based sensor networks.

To make above applications viable, there is a need
to enable underwater communications among underwater
devices, since there are important physical, technological,
and economic differences between terrestrial and underwater
sensor networks. The shallow-water acoustic channel dif-
fering from radio channel is limited and depends on both
range and frequency [2]. Within this limited bandwidth,
the acoustic signals are subject to time-varying multipath,
which may result in severe intersymbol interference (ISI) and
large Doppler shifts and spreads, relative to radio channels.
Moreover, underwater networks are often characterized by
more expensive equipment, worse physical characteristics
[3], higher mobility, sparser deployments, and different
energy regimes.
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Medium access (MAC) is an unresolved problem due
to energy limitations, long propagation delays, low data
rates, and difficulty of synchronization [4–8]. Novel MAC
protocols that help solve these problems are likely to
play the key role in creating breakthrough in underwater
communications for marine and aquatic ecological research.

A range of MAC protocols have been explored for
underwater networks. They can be mainly classified into two
categories.

(i) Schedule-Based MAC Protocols. FDMA scheme is used by
underwater networks [9]. While, for the limited bandwidth
and frequency selectivity of underwater channel, this was not
ideal method. A TDMA-CDMA hybrid method with MACA-
style RTS/CTS/DATA handshakes is recently applied into
Seaweb experiments [10], in which selective retransmission
and provision for channel-adaptive protocol parameters are
included. TDMA scheme is used in a single-hop, star-
topology UASNs for Mine Countermeasures operations [11]
and an ACMENet [12] that adaptively adjust data rates and
transmission power.

(ii) Random-Accessed MAC Protocols. Based on CSMA/CA,
in [13], an ad hoc network MAC protocol was proposed with
prioritized messages and improved access for multipacket
transfer. While, for the hidden terminal problem and energy
constraint problem in multihop underwater networks, a dis-
tributed, scalable, energy-efficient MAC protocol is proposed
in [14]. They demonstrated that this protocol can be used
for delay-tolerant applications and has the potential for serve
as a primer for the development of energy-efficient MAC
protocols for future underwater sensor networks. Another
derivation of CSMA/CA is proposed in [15], in which a
WAIT command is integrated to further avoid collision for
reducing the high cost considering the delay of transmissions
and the available throughput.

However, for those existed MAC protocols, the extreme
long propagation delay and the asymmetric nature for
underwater channel are not specially considered during the
algorithm design process. In this paper, for latency sensitive
applications of underwater acoustic sensor networks, we
propose a MAC protocol that is latency-optimized and
energy-efficient scheme and combines the Physical layer and
the MAC layer to shorten transmission delay. Moreover,
we propose a network topology: an underwater acoustic
sensor network with mobile agent. Through fully utilizing
the supper capabilities on computation and mobility of
autonomous underwater vehicle, the energy consumption
for fixed sensor nodes can be extremely reduced, so that the
lifetime of underwater networks is extended.

The remainder of this paper is organized as follows.
Section 2 describes our motivations and network model. The
detail of our latency-optimized and energy-efficient MAC
protocol is discussed in Section 3. Simulation results are
given in Section 4. Section 5 concludes this paper.

2. Motivations and NetworkModel

2.1. Motivations. Standard acoustic transducers cannot
simultaneously transmit and receive. On space-constrained

autonomous underwater vehicles (AUVs) and compact
stationary nodes, transducers in different frequency bands
cannot be spatially separated far enough to provide full-
duplex connections. Underwater network communications
are therefore almost always half-duplex. Furthermore, trans-
ducer sizes are proportional to wavelength, and due to space
constraints, small AUVs are often restricted to using higher
center frequencies, generally above 10 kHz [16]. Another
issue is that it is easy for small AUVs to transmit at high
data rates but harder for them to receive at high rates. The
two main reasons for this asymmetry nature are [17] the
following.

(i) the self-noise [18] of AUVs often significantly reduces
the signal to noise (SNR) available at receiver side.
This means that coherent, high rate (and thus low
power per bit) communication is very challenging.

(ii) space limitations of AUVs make it difficult to install
acoustic arrays that provide the best performance for
coherent receiver algorithms.

For sending short commands to underwater vehicles,
low-rate and moderate-rate transmission methods, such as
FSK, have been shown to be relative reliable. While, when
allowing for transfer of complicated mission plans or other
large data commodities, high-rate methods are needed. In
[19], a two-way phase-coherent communication scheme is
proposed to provide high-rate connectivity for AUVs. The
telemetry system designer is driven to employ a coherent
system for greater data throughput, but the sensitivity issues
of coherently demodulated systems to channel fluctuations
may require more robust incoherent demodulation. The
selection must be made careful consideration of anticipated
channel behavior and coherent signaling used only in
applications where the fluctuation level and dynamics are
sufficiently low to permit coherent carrier acquisition and
tracking.

The propagation speed in the underwater channel is
five orders of magnitude lower than that of the radio
channel. Large delays between transactions can reduce the
throughput the system considerably if it is not taken into
account. Another crucial challenge for UASNs designers is
to develop a system that will run for years unattendedly,
which calls for not only robust hardware and software, but
also lasting energy sources. However, currently, sensor nodes
are powered by battery, whose available energy is limited.
Therefore, protocols and applications designed for UASNs
should be highly efficient and optimized in terms of energy.

2.2. Network Model. Underwater acoustic networks are
generally formed by acoustically connected ocean-bottom
sensors, autonomous underwater vehicles, which are robots
and can travel underwater, and surface stations. While many
applications require long-term monitoring of the deploy-
ment area, the battery-powered network nodes limit the
lifetime of UASNs. In this paper, we propose an underwater
acoustic sensor network with mobile agent (UASNMA),
a new network architecture especially for low power and
large-scale underwater networks. As illustrated in Figure 1,
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Figure 1: Underwater acoustic sensor networks architecture.

a group of sensor nodes are anchored to the bottom of
the ocean with deep ocean anchors. AUVs are exploited as
mobile agent in our network. These devices are powered
by batteries or fuel cells and can operate in water as deep
as 6000 meters. Advances in propulsion systems and power
source technology give these robotic submarines extended
endurance in both time and distance. Compared to fixed
sensor nodes, AUVs are powerful hardware units, both in
their communication, processing capability, and in their
ability to traverse the networks.

For large-scale networks, there are three basic topologies
that can be exploited to interconnect network nodes: central-
ized, distributed, and multihop topologies [20]. Considering
scalability, power consumption, and robustness, we utilize
a distributed topology for our UASNMA. That is, the dis-
tributedly deployed fixed sensor nodes collect environment-
related data, and then transmit those data to AUVs around
them. Through the high rate connections between AUVs and
surface stations or satellites, which can further be connected
to a backbone, such as the Internet, through a RF link,
collected data are relayed to the data centers with short
transmission delay. AUVs need not always to be present or
operational along with individual sensor nodes for burst
traffic, and they are in action only when it is necessary to
collect data and perform network maintenance. Through
AUVs traversing the network, the computing complexity and
energy for routing is reduced. This configuration creates an
interactive environment where scientists can extract real-
time data from multiple distant underwater instruments.
After evaluating the obtained data, control messages can
be sent to individual instruments and the network can be
adapted to changing situations.

3. Latency-Optimized and Energy-Efficient
MAC (LO-MAC) Protocol for Underwater
Acoustic Sensor Networks

For the network model we define previously, a suitable MAC
protocol is needed when several sensor nodes have data to
transmit and stay within the communication range of a same
AUV, and the AUV receives data with higher rate to reduce
the transmission delay. Besides the fairness and the spectrum
efficiency that are two main factors for MAC design, energy

reservation is more important to be considered for our
energy strictly constraint UASNs. Moreover, the energy costs
in UASNs are different from those in terrestrial radio-
based networks. In UASNs, transmission power dominates
compared with receive power [16]. Consequently, this nature
of UASNs degrades the energy reservation performance for
energy-efficient MAC protocols, which focus on shortening
idle listening time to implement energy reservation. This
inspire us that reducing the energy waste on collision and
retransmission is the key part for UASNs.

3.1. Energy Efficiency Analysis. For our network model, to
transmit an l-symbol message for a distance d, the node
expends

Etx(l,d) = Etx−elec(l) + Ttx−amp(l,d) = l × (Etx,elec + efs × d2),
(1)

and to receive this message, the node expends

Erx = l × Erx,elec. (2)

The typical transmission electronics energy, Etx,elec, is
50 W, and the typical value for reception, Erx,elec, is 0.2 W to
2 W [16]. The electronics energy, Etx,elec, depends on factors
such as coding, modulation, pulse-shaping, and matched
filtering. The transmitter outputs efs to traverse a unit dis-
tance and reach the receiver with an acceptable SNR, which
depends on the distance to the receiver and the acceptable
bit error rate. Hence, the total energy consumption Etot,uasnma

with N fixed sensors is

Etot,uasnma = N × (Etx,elec + efs × d2 + Erx,elec
)× l. (3)

However, for the flat ad hoc architecture, we use the
same model in [21] to calculate the expected total energy
expenditure Etot,adhoc as follows

E1
tot,adhoc(d) = 2

R2

∫ R

0
E1(d)δ(x,d)x dx, (4)

where E1(d) and δ(x,d) are the expected energy consumed
by the one-hope transmission and reception of a sensor,
which is at a distance x away from the access point and the
expected number of hops that sensor’s packet needs to make
to reach to the access point.

Therefor, for a network with N fixed sensors, which are
randomly and uniformly deployed on a disk with a radius of
R meters, the total energy consumption is

Etot,adhoc = NE1
tot,adhoc(d). (5)

3.2. Media Access Control. Combining the advantages of
schedule-based MAC protocols and random-access MAC
protocols, we apply energy-efficient asynchronous schedule-
based MAC (ASMAC) protocol [22] to charge the common
channel sharing among sensor nodes. ASMAC can remove
accumulative clock-drifts without any network synchroniza-
tion. Moreover, ASMAC adjusts essential algorithm parame-
ters, which can ensure adequate successful transmission rate,
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short waiting-time, and high energy-utilization adaptively
according to the traffic strength and network density.

ASMAC protocol divides system time into four phases:
TRFR-Phase, Schedule-Phase, On-Phase, and Off-Phase
(Figure 2).

(i) TRFR-Phase is preserved for data-collection nodes
to send TRFR messages (Figure 3) to data-gathering
nodes.

(ii) Schedule-Phase is preserved for data-gathering nodes
to locally broadcast phase-switching schedules.

(iii) Off-Phase is preserved for data-collection nodes to
power off their radios. In this phase, there is no
communication, but data storing and sensing may
happen.

(iv) On-Phase is preserved for data-collection nodes to
power on their radios to carry on communication.

At the end of each On-Phase, nodes go to “vacation”—Off-
Phase, for a period of time. Thus, new arrivals during an
On-Phase can be served in first-in-first-out (FIFO) order.
While, new arrivals during an Off-Phase, rather than going
into service immediately, wait until the end of this Off-
Phase, then they are served in On-Phase and in FIFO
order. Interarrival time and service time for data packets
are independent and follow general distribution F(t) and
G(s) individually. For average interarrival time 1/λ, we have
0 < 1/λ = ∫∞0 tdF(t). Similarly, for average service time μ, we
have 0 < μ = ∫∞0 sdG(s).

According to received schedule messages (Figure 4),
nodes set up their own phase-switching schedules, which
ensure them to switch to the same phase simultaneously.

ASMAC utilizes two techniques to make its scheme
robust and feasible to use free-running timing method
[23], which allows nodes to run on their own clocks and
makes contribution to save the energy used by setting
up and maintaining the global or common timescale.
Firstly, schedule messages are broadcasted. Leveraging the
property of broadcast, schedule messages can reach all
data-collection nodes at the same time once ignoring the
difference of propagation time of them (it is reasonable since
the propagation time within a cluster, which is between
0.1 and 1 microseconds). Moreover, nodes go to On-Phase
immediately after receiving schedule messages. Secondly, in
a schedule message, all time references, such as On-Duration
and Off-Duration, are relative values rather than absolute
values. This property can eliminate errors introduced by
sending time and access time.

Note that, based on schedule messages and nodes’
local clocks, phase-switching schedules are supposed to be
established at each node to ensure matching operations if
no clock-drift. However, mismatching operations among
nodes are unavoidable, since there are always clock-drifts
caused by unstable and inaccurate frequency standards. So
it is possible that transmitters have powered on their radios
to send message, but receivers’ radios are still powered
off. Those mismatching operations cause communication to
fail. Moreover, with the accumulative clock-drift becoming
bigger and bigger, the impact on communications turns to

be more and more serious. The solution in ASMAC is to
rebroadcast schedule message, which forces data-collection
nodes to remove accumulative clock-drifts and to reestablish
matching schedules.

While, how can data-collection nodes know the time of
next schedule broadcast so as to power on their radios? The
solution is that ASMAC includes reschedule interval infor-
mation into schedule messages. To preestimate the value of
schedule interval, a rescheduling-FLS is designed to monitor
the influence of accumulative clock-drifts, the variance of
traffic strength and service capability on communications.
Then ASMAC can adjust schedule interval and power-on/off
duration adaptively. ASMAC uses

Ti = ξi × Ti−1 (6)

as the interval adjustment function. Where Ti is the interval
for the ith schedule broadcast, ξi is the ith adjustment factor
determined by our rescheduling-FLS.

Hence each node within a cluster is synchronized to a
reference packet (schedule message) that is injected into the
physical channel at the same instant. Furthermore, after a
same period of time specified by Tn, all nodes switch to Off-
Phase and stay there for a Tf period. Finally, all nodes switch
back to On-Phase. Phase is circulatedly switched like this way
(see Figure 5).

Therefore, there should be at least one available AUV for
each sensor cluster during its On-Phase. According to those
information, we can decide an AUV’s navigation path and
how many AUV are needed to cover the whole network.

3.3. Optimize Data Packet Size. Normally, shortening the
transmission delay for each data packet is considered during
the transmission protocol design. However, for large data
applications, the transmission delay for whole set of data
should be more considered, since after all information
received the data processing process can be started. There-
fore, choosing the transmission delay for one set of data
is more reasonable/meaningful to optimize transmission
delay performance for MAC protocols. Moreover, almost
all underwater communications use acoustics. The speed of
sound underwater is approximately 1500 m/s. This leads to
unneglectable propagation delays. The transmission delay
(Tw) for a set of data is described as follows

Tw = Seg

(
Lpy + Lhd

Rd
+
D

C

)
, (7)

where Seg is the number of segment a set of data is divided
into at MAC layer; Lpy is the length for information part of a
frame. The unit is bit; Lhd is the length for MAC header of a
frame. The unit is bit; Rd is the data reception rate. The unit
is bits/sec; D is the distance between a sensor node and an
AUVs; and C is the speed of sound in water.

From (7), note that, there are two options to reduce the
value for Tw:

(i) decreasing the segments number Seg, or using larger
frame size Lpy during transmission;

(ii) increasing data reception rate Rd.
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Figure 2: System time scheme structure.
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Figure 4: Schedule message packet format for ASMAC.

Assuming we know the bit error rate (BER) for the given
channel and the transmission/receiption scheme (including
modulation/demodualtion and channel coding/decoding,
etc.), then the frame error rate (FER) can be formulated as in
(8). Obviously, for the same BER channel, larger frame size
will increase the FER, which means decreasing the effective
throughput of systems,

FER = 1− (1− BER)Lpy . (8)

Therefore, there is a tradeoff between reducing the
data transmission delay and increasing the data successful

Start

Collecting TRFR messages
from normal nodes

Determining the values for
Tn,Tf , and T

Generating schedule
message and broadcasting

it locally

Next broadcast
time arrive ?

No

Yes

(a)

Start

Sending TRFR message

Waiting for
schedule broadcast,

arrive ?

Switching to on-phase

On-phase is
time out ?

Next broadcast
time arrive ?

Switching to off-phase

Off-phase is
time out ?

No

No

No

No

Yes

Yes

Yes

(b)

Figure 5: Flow chart for (a) data-gathering nodes and (b) data-
collection nodes to establish and maintain matching schedules in
ASMAC.

transmission rate during our MAC protocol design. This also
inspire us to achieve the criterion for determining frame size,
as described in (9). Consequently, according to the expected
FER, channel status, and transmission/receiption schemes,
we can adaptively determine the optimum frame size for
transmission,

Lpy = ln(1− FER)
ln(1− BER)

. (9)

Therefore, for FERmax, the longest length of payload part
is Lpy,max = (1 − FERmax)/(1 − BER) when fixing the BER.
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Bring it into (7), the shortest transmission latency is shown
in (10) when fixing Rd. Here L is the total size of a set of data

Tw,min = L×
[

ln(1− BER) + Lhd ln(1− FERmax)
Rd

+
D ln(1− BER)

C ln(1− FERmax)

]
.

(10)

3.4. Transmission Scheme at Physical Layer. Compared to
terrestrial sensor networks, the underwater channel is asym-
metric. That is, the data receiving rate at the receiver side
should be some lower than the one at the transmission
side for propulsion noise, since the receiver’s SNR is much
lower than the one of transmitters. This will be a bottleneck,
especially for large data applications. How to increase data
reception rate, while keeping the same performance in terms
of BER, is our another task in this paper.

To reduce the system-error probability, error correction
coding is used. Rayleigh and Rician signal fading imposes an
expensive tradeoff between system reliability and transmitted
power. Convolutional codes [24] are a class of important
codes due to their flexibility in code length, soft decodability
(e.g., using the BCJR algorithm or soft output Viterbi
algorithm (SOVA)), short decoding delay (e.g., using win-
dowed Viterbi algorithm), and their role as component codes
in parallelly/serially concatenated codes. Puncturing allows
convolutional codes to flexibly change rates and is widely
used in applications where high code rates are required and
where rate adaptivity is desired [24].

We apply convolutional coding to encode the informa-
tion bits, then the code words are interleaved. Interleaver
[24] was used to eliminate the correlation of the noise/fading
process affecting adjacent symbols in a received code word,
but here we use interleaver to make sure that the incorrect
symbols in one compromised path will be spread after
deinterleaver so that the Viterbi decoder will perform
well. The interleaved bits are inserted with some unique
words (for demodulation purpose), and then these bits are
modulated to symbols. For data receiving rate enhancement,
we apply the puncture idea at the receiver side. Since the
received symbols are reduced, the power per bit is increased.
Therefore, the SNR at the receiver side is increased with the
same environment noise and the same channel fading effects.
While, puncture scheme impact the performance directly.

In general, the design of an error correction coding
system usually consists of selecting a fixed code with a
certain rate and all the data to be transmitted/reveived and
adapted to the average or worst channel conditions to be
expected. In many cases, one would like to be more flexible
because the data to be transmitted/received have different
error protection needs and the channel is time varying or has
insufficiently known parameters. Consequently, flexible and
adaptive data transmission/reception scheme is expected.
Hence, at the receiver side, the puncture rate can be
adaptively adjusted based on current channel state to ensure
the satisfied BER for received data.

4. Simulations and Performance Analysis

Fading is common in underwater acoustic networks. We
model such fading as Rician fading. The channel gain,

g(t) = gI(t) + jgQ(t), (11)

can be treated as a wide-sense stationary complex Gaussian
random process, and gI(t) and gQ(t) are Gaussian random
processes with nonzero means mI(t) and mQ(t), respectively;
and they have same variance σ2

g , then the magnitude of the
received complex envelop has a Rician distribution

Pα(x) = x

σ2
exp

{

−x2 + s2

2σ2

}

I0

(
xs

σ2

)
, (12)

where

s2 = m2
I (t) + m2

Q(t), (13)

and Io(·) is the zero-order modified Bessel function. This
kind of channel is known as Rician fading channel. A Rician
channel is characterized by two parameters, Rician factor
K , which is the ratio of the direct path power to that of
the multipath, that is, K = s2/2σ2, and the Doppler spread
(or single-sided fading bandwidth) fd. We simulate the
Rician fading using a direct path added by a Rayleigh fading
generator. The Rayleigh fade generator is based on Jakes
model [25], in which an ensemble of sinusoidal waveforms
added together to simulate the coherent sum of scattered rays
with Doppler spread fd arriving from different directions to
the receiver. The amplitude of the Rayleigh fade generator is
controlled by the Rician factor K .

Under various fading situations, that is, K = 12 dB, fd =
100 Hz, K = 7 dB, fd = 20 Hz and K = 200 dB, fd = 0 Hz,
we run simulations to check the performance of our schemes.
The convolutional code rate we use is 1/4. Puncture rates
are 1/4, 1/8, 1/12, 1/16, 1/20, 1/24, 1/28, 1/32. The data rate is
32 kbps. The modulation scheme is QPSK. The simulation
results are shown in Figures 6, 7, and 8.

Note that

(i) under the same SNR, our scheme LO-MAC has some
BER gain. Moreover, the gain is bigger with the
increase of SNR at the receiver side;

(ii) for LO-MAC, to obtain same BER performance,
lower SNR can be used, that means higher receiving
rate can be applied or lower transmission power can
be used;

(iii) for the same SNR condition, the improvement for
K = 7 dB, fd = 20 Hz is the smallest one compared
with K = 12 dB, fd = 100 Hz and K = 200 dB,
fd = 0 Hz;

(iv) lower puncture rate (i.e., less information bits being
removed) does not mean better performance. We
found that for convolutional code rate 1/4, the
optimum puncture rate is 1/12 and 1/24. For convo-
lutional code rate 1/3, the optimum puncture rate is
1/15 and 1/24 at the same channel condition and data
transmission rate;
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Figure 6: Average BER versus Eb/N0 for LO-MAC in Rician fading
channel (K = 7 dB, fd = 20 Hz).
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Figure 7: Average BER versus Eb/N0 for LO-MAC in Rician fading
channel (K = 12 dB, fd = 100 Hz).

(v) To gain acceptable BER performance, 1/3 code rate
needs higher SNR at the receiver side.

5. Conclusions

In this paper, considering the energy constraint for sen-
sor nodes and the unacceptable long propagation delay,
especially for latency sensitive applications of underwater
acoustic sensor networks, we propose a MAC protocol
that is latency-optimized and energy-efficient scheme and

1 2 3 4 5 6 7
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10−4

10−3

10−2

10−1

SNR (dB)

B
E

R

Raw
Coded with 1/12 puncture
Coded with 1/24 puncture

Figure 8: Average BER versus Eb/N0 for LO-MAC in Rician fading
channel (K = 200 dB, fd = 0 Hz).

combines the Physical layer and the MAC layer to shorten
transmission delay. On physical layer, we applied convolu-
tional coding and interleaver for transmitted information.
Dynamic code rate is exploited at the receiver side to acceler-
ate data reception rate. On MAC layer, unfixed frame length
scheme is applied to reduce transmission delay, and ensure
the data successful transmission rate at the same time. More-
over, we propose a network topology: an underwater acoustic
sensor network with mobile agent. Through fully utilizing
the supper capabilities on computation and mobility of
autonomous underwater vehicle, the energy consumption
for fixed sensor nodes can be extremely reduced, so that the
lifetime of underwater networks is extended.
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