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THE USE OF MAXIMUM LIKELillOOD ESTIMATES IN x2 

TESTS FOR GOODNESS OF FIT1 

BY HERMAN CHERNOFF AND E. L. LEHMANN 

Stanford University and University of California 

Summary. The usual test that a sample comes from a distribution of given 
form is performed by counting the number of observations falling into specified 
cells and applying the i test to these frequencies. In estimating the parameters 
for this test, one may use the maximum likelihood (or equivalent) estimate 
based (1) on the cell frequencies, or (2) on the original observations. This paper 
shows that in (2), unlike the well known result for (1), the test statistic does 
not have a limiting i -distribution, but that it is stochastically larger than 
would be expected under the i theory. The limiting distribution is obtained 
and some examples are computed. These indicate that the error is not serious 
in the case of fitting a Poisson distribution, but may be so for the fitting of a 
normal. 

1. Introduction. When using x2 for testing that a sample comes from a dis
tribution of specified functional form such as a Poisson or normal distribution, 
the problem arises as to what estimates of the population parameters to use. 
If only the numbers mi of observations falling into the ith of the k cells are 
available, there is no difficulty. Let Pi (i = 1, · · · , k) denote the probability of 
an observation falling into the ith cell, and let Pi be any best asymptotically 
normal (b.a.n.) estimate of P• such as the minimum x2 or maximum likelihood 
estimate. Then it is known [1], [2] that under suitable regularity conditions the 
asymptotic distribution of 

(1) 

is that of i with k - s - 1 degrees of freedom, where s is the number of (in
dependent) population parameters being estimated. 

If, however, the original observations X1, • · · , Xn are available, one is tempted 
to use more efficient estimates, such as the maximum likelihood estimates P• 
based on all the data. One may reasonably expect this procedure to provide 
more powerful tests than those based only on the m, ; at the same time the 
estimates usually are simpler and easier to obtain. This is in fact the procedure 
recommended in many textbooks, particularly for the fitting of Poisson dis
tributions, either as an approximation to the one with known theory described 
above, or more often without comment. 

It is the purpose of the present paper to obtain the distribution of 

(2) R = L (mi - np;)2 /np, , 
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which differs from that of ll. If we let 

(3) R = :E (mi - npi)2/npl, 

which has a limiting x2 -distribution with k - 1 degrees of freedom, we shall 
show that the limiting distribution of R lies between those of Rand of R. More 
specifically, we shall show in Section 3 that under suitable regularity conditions 
we have 

THEoREM 1. The asymptotic distribution of R is that of 

(4) 

where the y, are independently normally distributed with mean zero and unit vari
ance, and the X; are between 0 and 1 and may depend on the s parameters 81 , • • • , 

8, . 
This result indicates that the recommended procedure of rejecting the hy

pothesis of goodness of fit when R > C, where Cis obtained from tha x2-dis
tribution with k - s - 1 degrees of freedom, will lead to a probability of re
jection which, when the hypotheses is true, is greater than the desired level of 
significance. However, a numerical investigation of a few special cases indicates 
that, at least in the Poisson problem, this excess of probability of type I error 
will be so small as not to be serious. The situation appears to be not quite so 
favorable in the normal case. 

Throughout this paper, the notation and background material given in Sec
tion 2 of the preceding paper [3] will be used. 

2. Example. Before proceeding to the main result, let us treat the special 
example where the observations are independently and normally distributed 
with unknown mean and variance 1, and where the cells are (- oo, O) and (0, 
oo ). In this case it is obvious that R = 0. However, 

2 ( • )2 ( • )2 R = L m, -. np, = mt --: ~Pt 
•=t np; np1 P2 

where 

We have 

R = 1 (m1 - np1 _ n(fh - Pt))2 = (E - v)2 [1 + o,(1)) 
PtP2 + Op(1) Vn vn PtP2 

where E = (mt - npt)/vn and p = vn (Pt. - Pt). Using the first order Tay
lor expansion of Pt(x) about Pt(JJ.), we have 

v = - Vn (x - JJ.) e-"' 12/~ + op(l) = v' + op(l) 
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where 11' = - Vn(x - p.) e-"212/y'2;. Let g(x) = 1 for x < 0, and = 0 
otherwise. The central limit theorem tells us that, since 

" Cm1, ni) = L [g(x..), x..], doo (E, 11') = N(O, ~) 
a-1 

where N(O, ~) denotes the normal distribution with mean 0 and covariance 
matrix ~ given by 

Hence 

doo(E, 11) = N(O, ~), 

and in particular E - 11 = Op(1). It follows that doo (R) = d(Xy\ where d(y) = 
N(O, 1) and X = 1 - e-"2/27rptP2 < 1. The fact that X ~ 0 follows from the fact 
that ~ is nonnegative definite. 

NoTE. A general proof of Theorem 1 cannot be based solely on the fact that 
Pt is a better estimate of Pt than Pt is. Suppose, in fact, that we use pi = Pt(2 -
x) as our estimate of Pt . In the event that p. = 1, pi has the same distribution 
as p1 • The above argument repeated for R* shows that 11 would be replaced by 
- v and X by X* = 1 + 3e-"2/27rPtPz. 

3. The general case~ We shall now prove Theorem 1 under the following 
regularity conditions: 

(i) The p,(8) satisfy the condition on pages 426-427 of Cram~r's Mathe
matical Methods of Statistics . 

(ii) Let z = (zt , · · · , zk) where z, = 1 if the observation falls in the ith cell 
and 0 otherwise. Let f(z, 8) = Ilpi', and let us assume that the value w of our 
chance variable x determines z, and that the density of x is given by 

f*(w, 8) = II pi' g(w!z, 8) 

where g is the conditional density of x given z. Then we assume that f* satisfies 
the condition <R of the preceding paper [3]. 

Let 

(5) 

(6) 

(7) 

Then 

(8) 

(9) 

(10) 

mi- npi = Vnp;Ei, 

n(p, - p,) = V np.V; , 

n(p, - p,) = v np;v, . 

R =I: E~ = E'E, 
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We shall first compute v; to show that R is asymptotically a sum of squares 
of the components of a normally distributed chance variable, and then do the 
same for R. We have 

a log f(z, 8) = t ~ ap; • 
a8j i-l p; aoi 

The information matrix referred to in Section 2 of [3] is given by 

(11) J = ll t _!_apr apr II = D'D 
I r-l Pr a8; a()j 

where 

(12) D = II~ ap; II 
I y' p; a8i • 

The corresponding A vector A has elements 

Therefore 

(13) 

and 

Finally 

(14) 

where 

(15) 

Now 

(16) 

1 k k 
.A, = - L m, ap, = L m, - np, apr. 

n r=l p, a8; r=l np, a8; 

;r = (1/v'n)D'E 

- - v'n(p; - p;) - ~ - rc()- 8 ) 1 api + 0 (1) 
v; - - £..J v n i - i -= - P , VTJ. i=l V Pi ao~ 

v = nv-nco - o) + op(l) = nJ-1D'E - op(1). 

a log f*(w, 8) = i:, ~i api + a log g(w I z, 8). 
()8i i-1 p; i181 a8i 

Since the conditional expectation, given z, of 

is zero, we have 

(17) 

(18) 

[t !_i ap;J . a log g(w I z, 8) 
i=l Pi aei a8z 

J = J + J* 

A= A+ A* 
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where 

(19) J* = II E [a log ~~ I z, O) • a log ~~: I z, o) J II, 
(20) Ai =! t alogg(xli'"',o) 

n a-1 aoi 
and z<a> is the ath observation on z. Now 

_ r P · - P · "" _ r · 1 ap · vi = v n ·~ ' = £...J v n(Oi - Oi) _ ;-::-::.a.' + Op(1), 
Pi V Pivu, 

c21) v = n-Vn<e - o) + op(l). 

v = D(J + J*)-1(D'E + vnA *) + Op(l). 

Hence 

(22) 

where 11 = VnA*, while F = I - D(J + J*)-1 D' and (} = D(J + J*)-1• 

The asymptotic distributions of R, R, and R are those of E' E, (FE)'(FE), and 
(P'E + (J1J)'(PE + (}77), respectively. To find these distributions we must know 
the asymptotic distribution of (E, 77). Applying the central limit theorem to 

[ a log g(w I z, o) a log g(w I z, o)J 
z1 , z2 , • • • , zk , ao1 , • • · , ao. 

we see that 

(23) [ ( I- qq' 0 )] doo (E, 77) = N 0, O J* 

where q is the vector whose ith component is V'P:. (Note that D'q = 0.) 
From one of the Mann-Wald results it follows that the asymptotic distribu

tions we desire are those obtained by assuming that (E, 77) actually have the 
above joint normal distribution. That is we assume that 

where 

(24) 

(25) 

(26) 

d(E) = N(O, ~), d(FE) = N(O, ~), 

~ = I- qq' 

~ = I - qq' - DJ-1 D' 

2 = I - qq' - D(J + J*)-1 D'. 

If for symmetric matrices we write K ~ L whenever K - L is nonnegative 
definite, then 

(27) 
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We digress to present 
LEMMA 1. If d(y) = N (0, U) where the characteristic roots of U are At , >..2 , 

· · · , Ak, then 

d(y'y) = d(~ 'A,z~) 

where d(z) = N(O, I). 
PROOF. Expressing U in canonical form, we have U = PAP', where Pis 

orthogonal and A is the diagonal matrix whose diagonal elements are the 'A, • 
Since U is nonnegative definite, the >.., are nonnegative and we may define At in 
the obvious way. Let d(z) = N(O, I) andy* = PA1z. Then d(y*) = N(O, U) 
and d(y*'y*) = d(y'y). But 

y*'y* = z'A;P'PA.tz = z'Az 

and the lemma follows. 
As a consequence of this lemma, it follows that the distributions of R R, and 

R are those of z'Az, z'Az, and z'Az where A, A, A are the diagonal matrices of 
characteristic values corresponding to R, R, and R, respectively. From the 
known results on R and R it follows that ~ has for characteristic roots k - 1 
ones and 1 zero, while ~ has for characteristic roots k - s - 1 ones and s + 1 
zeros. Since ~ ~ 2 ~ ~. it follows that i; has for characteristic roots: k - s -
1 ones, 1 zero, and s roots 'At , 'A2 , · · • , 'A. between zero and one. Our Theorem 
1 follows. 

REMARK. A direct proof of the above-mentioned properties of the charac
teristic roots of ~ and ~ may be given by showing that qq' and DJ-t D' are 
projection operators on orthogonal manifolds of dimensions 1 and s respectively, 
that is, 

(qq') (qq') = q(L Pi)q' = qq' 

(DJ-t D') (DJ-t D') = DTt J Jt D' = DJ-1 D' 

(DJ-t D')(qq') = 0. 

The roots 'A1 , · • · , 'A. which determine the distribution of the test criterion 
R can be obtained from 

THEOREM 2. If P.• = 1 - 'A,, then the P.> are the characteristic roots of the de
terminantal equation iJ - p.}j = 0. 

PROOF. We shall use the fact that if the vectors lt, · · · , t" form an ortho
normal basis of k-dimensional space, then the matrix L r ,t,t~ has the charac
teristic roots rt , · · · , Tk • This implies, in particular, that L t,t~ is the identity 
matrix. 

Given J and J, there exists a nonsingular (s x s) matrix S and a diagonal 
matrix M such that 

y-t = SS', rt = SMS' 
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where the diagonal elements of M are the roots of I T 1 - p.]-1 I = 0 and hence 
of I J - p.] I = 0, and are all between 0 and 1, since J ~ J. 

If u1, · · · , u, are the columns of DS, 

nJ-1D' = (DS)(DS)' = L u,-u~. 
Since (DS)'(DS) = S']S =I and D'q = 0, it follows that q, u1 , • • ·, u, are 
mutually orthogonal unit vectors. If we let v1 , • • • , vr.-•-1 be a complementary 
set of orthogonal unit vectors we have 

I 

~ = I - qq' - DSMS'D' = I - qq' - L P.iUiU~ 
i-1 

~·-1 • 

= L v;v~ + L (1 - p.,)u,u~. 
i-1 i-1 

It follows that the characteristic roots of :2 consist of k - s - 1 ones, one zero, 
and Ai = 1 - P.i fori = 1, · · · , 8. 

4. Some Numerical Examples. By using the maximum likelihood estimates 
based on the full sample, one is operating at a higher significance level than the 
one stated. One can, however, on the basis of the above results, make an ad
justment which asymptotically provides the correct value. 

Given 0, let C(O) be such that 

Clearly C(O) is a continuous function of 0 and hence C(fJ) ~ C(O) in probability 
as n ~ oo. It follows that the probability of 

~-·-1 ~1 

2: y: + 2: x.(o)y~ ~ C(fJ) 
i=-1 i=k-• 

tends to a as n ~ oo . Here C(O) can be computed, at least in theory, to an 
arbitrary degree of accuracy using the results of Pitman and Robbins [4]. 

Theoretically, the error committed by using the maximum likelihood esti
mates based on the full sample without· an adjustment can be quite serious in 
the case of a small number of cells. For example, if 8 = 1 and X(O) is close to 1, 
we have essentially one extra degree of freedom, and when the number k of cells 
is small so that k - 2 = 1, 2 or 3, the actual probability a* of type I error 
would vary from 15 per cent to 10 per cent when the level of significance is 
supposed to be a = 5 per cent. 

In practice, however, at least for fitting a Poisson distribution, the error 
does not appear to be so serious. Some values of >-.(0) and the true probability 
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of rejection a*(O) in the Poisson case are given below for groupings x = 0, 1, 
~ 2 and x = 0, 1, 2, ~ 3, and level of significance supposed to be a = .05. 

X 0,1, ~ 2 0,1,2, ~ 3 
---- -- -------- --- ---------,-------- -------------

() 1 I 2 
-- - ------ ---- -~ --------- - -------- - - ---

"A(O) , . 12 I . 35 
a*(e) ! .054 J .067 

2 

.14 

.055 

3 

.32 

.065 

As a second example, consider the fitting of a normal distribution with mean 
r and variance u\ both unknown. For the case of the four cells (- co, -1), 
( -1, 0), (0, 1), (1, co) and two combinations of r and (}"we obtain the following 
values for the two roots A1 and A2 : 

r = o, 
r = .5, 

(}" = 2.5; 

(}" = 2.0; 

The probability a* is then given by 

X1 = .80, 

A1 = .74, 

A2 = .20 

Az = .15. 

a* = P{ U + "A1V + XzW ~ C .. } 

where U, V, Ware i variables with 1 degree of freedom and C .. is such that 
P { U ~ C .. } = a. As a lower bound of a* in the first case we have computed 
P{ U + .8V ~ C.oo} = .12. This indicates that in the normal case the use of 
maximum likelihood estimates in i may lead to a more serious underestimate 
of the probability of type I error. 
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(b) It was desirable to explore the sensitivity of 
his z-test to departures from normality in 
the population, i.e. the question which was 
later to be termed by G. E. P. Box that of 
robustness. 

Thus, with respect to Pearson, F. N. David's as
sessment seems essentially correct: the main ideas 
leading to Pearson's research were indeed provided 
by Student. 

5.2 Gosset and Fisher 

A corresponding conclusion does not apply to 
Gosset's influence on Fisher. It is of course true 
that the central idea of Gosset's 1908 papers-the 
possibility of determining the exact distribution of 
various statistics by assuming a known (e.g. , nor
mal) underlying distribution-provided the inspira
tion, and their mathematical incompleteness the 
opportunity, for Fisher's basic paper (1915). And in 
addition Gosset provided the impetus for Fisher's 
later distributional work by urging him to deter
mine the distribution of regression and correlation 
coefficients. 

However, Fisher also made many highly original 
and influential contributions to small-sample 
theory that owed nothing to Student, such as vari
ance-stabilizing and normalizing transformation, 
permutation tests, the design of experiments (in
cluding randomization), the concepts of sufficiency 
and of likelihood. 

5.3 Gosset and Neyman 

Although no conversations or correspondence be
tween Neyman and Student have been reported, 
Student of course affected Neyman indirectly 
through his influence on Pearson. However, Ney
man's and Pearson's recollections of the origin of 
the Neyman-Pearson theory are at variance. While 
Pearson attributed the basic idea leading to their 
work to Student's letter of 1926, Neyman cites 

.. . remarks of Borel that served as an inspira
tion to Egon S. Pearson and myself in our effort 
to build a frequentist theory of testing hypothe
sis. [Neyman (1977)] 

Neyman's first reference to Borel, who inciden
tally does not mention alternatives explicitly, oc
curs in Neyman (1929). The discrepancy between 
these two different views has been discussed in 
some detail in Lehmann (1993). Pearson's recollec
tions are quite specific and because he was clearly 
the leader in the work up to 1928 (this was to 
change later), it seems fair to consider Student's 
contribution as the decisive one. 

5.4 Concluding Remark 

This paper has a limited aim: to assess the con
tributions made by Student to the three stages of 
small-sample theory listed at the end of Section 1. 
Thus, in particular, it is not an account of Student's 
work as a whole and does not cover his remaining 
papers, the wealth of ideas and suggestions con
tained in his correspondence and his work for Guin
ness both as a statistician and a brewer. Such a 
more comprehensive account would, I believe, sup
port the statement made by Fisher (1939) in his 
obituary of Student in which he describes Gosset as 
"one of the most original minds in contemporary 
science." 

ACKNOWLEDGMENT OF SOURCES 

The primary sources for Gosset are not only his 
papers but also his correspondence, of which Pear
son (1939) says, "My real understanding of Gosset 
as a statistician began, as no doubt for many oth
ers, when I joined that wide circle of his scientific 
correspondents." Gosset's biographer, McMullen 
(1939), notes, '"Student' had many correspondents, 
mostly agricultural and other experimenters, in dif
ferent parts of the world. He took immense pains 
with these .. . [and they] contain some of his clear
est writing . . . ." 

A discussion of the letters exchanged between 
Gosset and Pearson (including some important ex
tracts) can be found in Pearson (1939) and (1990). 

Some early correspondence between Gosset and 
Fisher is discussed in Pearson (1968), and the bulk 
of the surviving letters from 1915 (when Fisher was 
25) to shortly before Gosset's death in 1937 were 
privately published by Gosset's lifelong employer, 
the firm of Arthur Guinness Sons and Co. (Gosset, 
1970). Unfortunately most of Fisher's letters are 
lost, although there are some important exceptions. 
On the other hand, the volume includes valuable 
summaries of the letters (sometimes with added 
comments) that Fisher made at a later date. Some 
of the most important passages from the letters are 
reprinted, with comments, in Pearson (1990). 

In addition to the papers and letters, there exists 
a wealth of secondary literature. A long obituary, 
"W. S. Gosset, 1876-1937 ," was published in the 
1939 volume of Biometrika in two parts: '"Student' 
as a man" by Gosset's brewery colleague, L. Mc
Mullen, and '"Student' as a statistician" by E. S. 
Pearson. 

There are other obituaries, book chapters, and so 
on, but we mention here only the most important of 
these: the book 'Student'-A Statistical Biography of 
William Sealy Gosset (Pearson, 1990), which was 
"edited and augmented" from an incomplete 
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