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#### Abstract

Most decision making methods used to evaluate a system or demonstrate the weak and strength points are based on fuzzy sets and evaluate the criteria with words that are modeled with fuzzy sets. The ambiguity and vagueness of the words and different perceptions of a word are not considered in these methods. For this reason, the decision making methods that consider the perceptions of decision makers are desirable. Perceptual computing is a subjective judgment method that considers that words mean different things to different people. This method models words with interval type-2 fuzzy sets that consider the uncertainty of the words. Also, there are interrelations and dependency between the decision making criteria in the real world; therefore, using decision making methods that cannot consider these relations is not feasible in some situations. The Decision-Making Trail and Evaluation Laboratory (DEMATEL) method considers the interrelations between decision making criteria. The current study used the combination of DEMATEL and perceptual computing in order to improve the decision making methods. For this reason, the fuzzy DEMATEL method was extended into type-2 fuzzy sets in order to obtain the weights of dependent criteria based on the words. The application of the proposed method is presented for knowledge management evaluation criteria.
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## Introduction

Many decision making methods are being proposed to facilitate the decision making process. Decision making problems consist of several criteria, and each criterion is evaluated by some other subcriteria. The evaluation criteria are almost dependent based on the complexity and vagueness of the real world. Therefore, decision making methods that consider these interrelations between criteria are more desirable. The Decision-Making Trail and Evaluation Laboratory (DEMATEL) was proposed by the Battelle Memorial Institute through its Geneva Research Centre (Gabus and Fontela 1973). This method considers the causal relationships between criteria and illustrates the weights between criteria by diagraphs.
Lin and Wu (2004) proposed a fuzzy extension of the DEMATEL method. The judges are based on linguistic variables and triangular fuzzy numbers, and the final

[^0]weights of criteria are crisp numbers. In their approach all decision makers used a specified linguistic variable that may have different meanings for them based on the vagueness of each word. Words mean different things to different people, so they are uncertain (Mendel and Wu 2010). After Zadeh (1965) introduced a fuzzy set theory to deal with vague problems, in which linguistic labels have been used within the framework of the fuzzy set theory. After he introduced the type-2 fuzzy sets (T2 FSs), the first concept of the fuzzy set was renamed to type-1 fuzzy sets (T1 FSs) (Zadeh 1965, 1975). The main difference between these two types is that the memberships of T1 FSs are crisp numbers, whereas the membership functions of T2 FSs are T1 FSs. The latter type has a sense of uncertainty. Zadeh (1999) proposed the paradigm of computing with words based on the T2 FSs that is a methodology in which the objects of computation are words and propositions drawn from a natural language. Mendel (2001, 2002, 2007) proposed the framework for perceptual computing based on computing with words. Words were the enabler of the
perceptual computer; therefore, it could consider the uncertainty related to each word based on interval type-2 fuzzy sets (IT2 FSs). However, in perceptual computing, criteria were considered independent.
Therefore, the aim of this study was the IT2 FS extension of the DEMATEL method in order to obtain the criteria's weights based on the words. For this reason, perceptual computing was combined with the DEMATEL method to overcome the problem of interrelations between criteria in perceptual computing. The weights obtained from this study can be further used in perceptual computing judgments. The rest of this paper is organized as follows: In the 'Type-1 fuzzy DEMATEL method' section, we described the concepts of fuzzy DEMATEL. In the 'Interval type-2 fuzzy sets used in perceptual computing' section, a background about the IT2 FSs used in perceptual computing is represented. The IT2 FS extension of DEMATEL is proposed in the 'IT2 FSs DEMATEL method' section. In the 'Application of proposed method in defining weights for dependent criteria' section, an empirical study is illustrated to demonstrate that the proposed method is useful. Discussions are presented in the next section, and the conclusion is presented in the last section.

## Type-1 fuzzy DEMATEL method

The DEMATEL method had been used successfully in many decision making problems. Also, many researchers used this method in combination with another multicriteria decision analysis (MCDM) method. For example, Jassbi et al. (2011) used the fuzzy DEMATEL method for modeling the cause and effect relationship of strategy map. Chang et al. (2011) used the fuzzy DEMATEL method for developing supplier selection criteria. Yang and Tzeng (2011) proposed a combined MCDM model based on DEMATEL and analytic network process (ANP). Also, Chen and Chen (2010) used DEMATEL, fuzzy ANP, and TOPSIS for evaluating innovation performance in Taiwanese higher education institutes.
Lin and Wu (2004) proposed their fuzzy DEMATEL method as a stepwise procedure:

1. Step 1: Identify the decision goal and form a committee.
2. Step 2: Develop evaluation criteria and design the fuzzy linguistic scale. Lin and Wu (2004) used fuzzy triangular numbers to propose the fuzzy DEMATEL method. They used five linguistic terms as \{very high influence, high influence, low influence, very low influence, no influence\}. These linguistic terms are shown in Table 1.
3. Step 3: Acquire and average the assessments of $P$ decision makers. Every decision maker is asked to make pair-wise relationships between each pair of objects. Therefore, $P$ fuzzy matrices $\tilde{Z}^{1}, \tilde{Z}^{2}, \ldots, \tilde{Z}^{P}$

Table 1 The correspondence of linguistic terms and linguistic values

| Linguistic terms | Linguistic values (TFN) |
| :--- | :---: |
| Very high influence | $(0.75,1.0,1.0)$ |
| High influence | $(0.5,0.75,1.0)$ |
| Low influence | $(0.25,0.5,0.75)$ |
| Very low influence | $(0,0.25,0.5)$ |
| No influence | $(0,0,0.25)$ |

with triangular fuzzy numbers are obtained that show the pair-wise comparison of the objects based on the decision makers' perceptions. Equation 1 is then used to calculate the average matrix $\tilde{Z}$ :

$$
\begin{equation*}
\tilde{\mathrm{Z}}=\frac{\left(\tilde{\mathrm{Z}}^{1} \oplus \tilde{\mathrm{Z}}^{2} \oplus \ldots \tilde{\mathrm{Z}}^{P}\right)}{P} \tag{1}
\end{equation*}
$$

The fuzzy matrix $\tilde{Z}$ is called the initial directrelation fuzzy matrix as shown in Equation 2:

$$
\tilde{\mathrm{Z}}=\left[\begin{array}{cccc}
0 & \tilde{\mathrm{Z}}_{12} & \cdots & \tilde{Z}_{1 n}  \tag{2}\\
\tilde{\mathrm{Z}}_{21} & 0 & 0 & \tilde{\mathrm{Z}}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{\mathrm{Z}}_{n 1} & \tilde{\mathrm{Z}}_{n 2} & \cdots & 0
\end{array}\right]
$$

In this matrix, $\tilde{\mathrm{Z}}_{i j}=\left(l_{i j}, m_{i j}, u_{i j}\right)$ are triangular fuzzy numbers, and $\tilde{Z}_{i j}(i=1,2, \ldots, n)$ will be regarded as triangular fuzzy number $(0,0,0)$ whenever is necessary (Jassbi et al. 2011).
4. Step 4: Normalizing initial direct-relation fuzzy matrix $\tilde{\mathrm{X}}$ by Equation 4. The linear scale transformation is used as a normalization formula to transform the criteria scales into comparable scales (Lin and Wu 2004). Suppose $\tilde{a}_{i}$ shows each triangular fuzzy number in each cell of $\tilde{Z}_{i j}$ and suppose that $r$ is the maximum summation of the third element of each triangular fuzzy number in each row in Equation 3. As in the crisp DEMATEL method, Lin and Wu (2004) assumed at least one $i(1 \leq i \leq n)$ such that $\sum_{j=1}^{n} u_{i j}<r$. They claimed that this assumption is well satisfied in practical cases:

$$
\begin{equation*}
\tilde{\mathrm{a}}_{\mathrm{i}}=\sum_{j=1}^{n} \tilde{z}_{i j}=\left(\sum_{j=1}^{n} l_{i j}, \sum_{j=1}^{n} m_{i j}, \sum_{j=1}^{n} u_{i j}\right), r=\max _{1 \leq i \leq n}\left(\sum_{j=1}^{n} u_{i j}\right) \tag{3}
\end{equation*}
$$

$$
\tilde{\mathrm{X}}=\left[\begin{array}{cccc}
\tilde{\mathrm{X}}_{11} & \tilde{\mathrm{X}}_{12} & \cdots & \tilde{\mathrm{X}}_{1 n}  \tag{4}\\
\tilde{\mathrm{X}}_{21} & \tilde{\mathrm{X}}_{22} & \cdots & \tilde{\mathrm{X}}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{\mathrm{X}}_{n 1} & \tilde{\mathrm{X}}_{n 2} & \cdots & \tilde{\mathrm{X}}_{n n}
\end{array}\right] \text { where }
$$

$$
\tilde{\mathrm{x}}_{i j}=\frac{\tilde{\mathrm{z}}_{i j}}{r}=\left(\frac{l_{i j}}{r}, \frac{m_{i j}}{r}, \frac{u_{i j}}{r}\right) .
$$

Let $\tilde{\mathrm{x}}_{i j}=\left(l_{i j}^{\prime}, m_{i j}^{\prime}, u_{i j}^{\prime}\right)$ and define three crisp matrices, whose elements are extracted from $\tilde{\mathrm{X}}$, as follows:

$$
\begin{align*}
& X_{l}=\left[\begin{array}{cccc}
0 & l_{12}^{\prime} & \cdots & l_{l n}^{\prime} \\
l_{21}^{\prime} & 0 & 0 & l_{2 n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
l_{n 1}^{\prime} & l_{n 2}^{\prime} & \cdots & 0
\end{array}\right] ;  \tag{5}\\
& X_{m}=\left[\begin{array}{cccc}
0 & m_{12}^{\prime} & \ldots & m_{l n}^{\prime} \\
m_{21}^{\prime} & 0 & 0 & m_{2 n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n 1}^{\prime} & m_{n 2}^{\prime} & \cdots & 0
\end{array}\right] ; \\
& X_{u}= \\
& {\left[\begin{array}{cccc}
0 & u_{12}^{\prime} & \ldots & u^{\prime}, 1 \mathrm{n} \\
u_{21}^{\prime} & 0 & 0 & u_{2 n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
u_{n 1}^{\prime} & u_{n 2}^{\prime} & \cdots & 0
\end{array}\right]}
\end{align*}
$$

5. Step 5: Compute total-relation fuzzy matrix $\tilde{\mathrm{T}}$. Matrix X was computed in the previous step. Based on the crisp DEMATEL method, total-relation fuzzy matrix $\tilde{T}$ can be computed through Equation 6:

$$
\begin{equation*}
\tilde{\mathrm{T}}=\lim _{k \rightarrow \infty}\left(\tilde{\mathrm{X}}^{1}+\tilde{\mathrm{X}}^{2}+\ldots+\tilde{\mathrm{X}}^{\mathrm{k}}\right) \tag{6}
\end{equation*}
$$

The elements of matrix $\tilde{\mathrm{T}}$ contain triangular fuzzy numbers as shown in Equation 7:

$$
\begin{align*}
\tilde{\mathrm{T}} & =\left[\begin{array}{cccc}
\tilde{t}_{11} & \tilde{t}_{12} & \ldots & \tilde{t}_{1 \mathrm{n}} \\
\tilde{t}_{21} & \tilde{t}_{22} & \ldots & \tilde{t}_{2 \mathrm{n}} \\
\vdots & \vdots & \ddots & \vdots \\
t_{\mathrm{n} 1} & \tilde{t}_{\mathrm{n} 2} & \ldots & \tilde{t}_{\mathrm{nn}}
\end{array}\right], \text { in which }  \tag{7}\\
\tilde{t}_{i j} & =\left(l^{\prime \prime}{ }_{i j}, m^{\prime \prime}{ }_{i j}, u^{\prime \prime}{ }_{i j}\right) \text { and } \\
{\left[l^{\prime \prime}{ }_{i j}\right] } & =X_{l} \times\left(I-X_{l}^{-1}\right), \\
{\left[m^{\prime \prime}{ }_{i j}\right] } & =X_{m} \times\left(I-X_{m}^{-1}\right),\left[u^{\prime \prime}{ }_{i j}\right]=X_{u} \times\left(I-X_{u}^{-1}\right) .
\end{align*}
$$

After acquiring matrix $\tilde{T}$, the next step is to calculate the $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$ and $\tilde{\mathrm{D}}_{i}-\tilde{\mathrm{R}}_{i}$, where $\tilde{\mathrm{D}}_{i}$ and $\tilde{\mathrm{R}}_{i}$ are the sum of the rows and the sum of the columns of $\tilde{T}$ (Lin and Wu 2004). To acquire the importance of the criteria and understand the causal relationship between criteria, $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$ and $\tilde{\mathrm{D}}_{i}-\tilde{\mathrm{R}}_{i}$ should be defuzzified. The $\left(\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}\right)^{\text {def }}$ shows the relative importance of criterion $i$, and the $\left(\tilde{\mathrm{D}}_{i}-\tilde{\mathrm{R}}_{i}\right)^{\text {def }}$ demonstrates the causal relationship. If the value of $\left(\tilde{\mathrm{D}}_{i}-\tilde{\mathrm{R}}_{i}\right)^{\text {def }}$ is positive, the criterion belongs to the cause group, and if the value of $\left(\tilde{\mathrm{D}}_{i}-\tilde{\mathrm{R}}_{i}\right)^{\text {def }}$ is negative, the criterion belongs to the effect group.

## Interval type-2 fuzzy sets used in perceptual computing

The fuzzy extension of the DEMATEL method used linguistic terms for generating the initial direct-relation
matrix. Therefore, decision makers are asked to compare the decision making criteria based on the codebook of words, e.g., Table 1. Zadeh (1999) proposed the paradigm of computing with words based on the T2 FSs that is a methodology in which the objects of computation are words and propositions drawn from a natural language. Computing with words is fundamentally different from the traditional expert systems which are simply tools to realize an intelligent system, but are not able to process natural language which is imprecise, uncertain, and partially true. As mentioned before, words mean different things to different people, so they are uncertain. Words in computing with words are modeled by T2 FSs that can model more uncertainties (Mendel and Wu 2007). Mendel and Wu (2010) used computing with words for making subjective judgments which was called perceptual computing. A perceptual computer consists of three parts: encoder (using interval approach (IA)), linguistic weighted average (LWA) engine, and decoder (Mendel 2001, 2002, 2007). Each part of the perceptual computer was utilized in the IT2 FS extension of the DEMATEL method.

In order to obtain an IT2 FS model for a word, IA was proposed by Mendel and Wu (2008). This approach had been referred to as T2 fuzzistics (Mendel 2007). In this approach, all decision makers ( $i=1,2, \ldots, n$ ) provide the end points of an interval associated with a word. The intervals need to be between 0 and 10. The mean and standard deviation are then computed for the end points. The intervals show the level of uncertainty associated to each word. This approach maps each evaluator's data interval into a prespecified T1 membership function (MF) and interprets the latter as an embedded T1 FS of an IT2 FS.

In this section mathematical definitions of IT2 FS are presented that is used in the rest of the paper.

An IT2 FS $\tilde{A}$ is characterized by the MF $\mu_{\tilde{A}}(x, u)$, where $\mathrm{x} \in \mathrm{X}$ and $u \in J_{x} \subseteq[0,1]$, that is (Mendel and Wu 2010),

$$
\begin{equation*}
\tilde{\mathrm{A}}=\left\{\left((x, u), \mu_{\tilde{\mathrm{A}}}(x, u)=1\right) \mid \forall x \in X, \forall u \in J_{x} \subseteq[0,1]\right\} . \tag{8}
\end{equation*}
$$

Equation 8 can be expressed as (Mendel 2001; Mendel and John 2002)

$$
\begin{equation*}
\tilde{\mathrm{A}}=\int_{x \in X} \int_{u \in J_{x} \subseteq[0,1]} 1 /(x, u)=\int_{x \in X}\left[\int_{u \in J_{x} \subseteq[0,1]} 1 / \mathrm{u}\right] / x, \tag{9}
\end{equation*}
$$

where $x$ is called the primary variable with the domain of $X . J_{x} \subseteq[0,1]$ is the primary membership of $x, u$ is the secondary variable, and $\int_{u \in J_{x}}{ }^{1} / u$ is the
secondary MF at $x$. Note that Equation 9 means $\tilde{A}: X \rightarrow$ $\{[a, b]: 0 \leq a \leq b \leq 1\}$. Uncertainty about $\tilde{A}$ is conveyed by the union of all of the primary memberships, called the footprint of uncertainty of $\tilde{A}(F O U(\tilde{A}))$, i.e., (Wu and Mendel 2007)

$$
\begin{equation*}
\operatorname{FOU}(\tilde{A})=\bigcup_{x \in X} J_{x}=\left\{(x, y): y \in J_{x}=[\underline{A}(x), \bar{A}(x)] \subseteq[0,1]\right\} . \tag{10}
\end{equation*}
$$

An IT2 FS is shown in Figure 1. The FOU is shown as the shaded region. It is bounded by an upper MF (UMF), $\tilde{A}(x) \equiv \tilde{A}$, and a lower MF (LMF), $\underline{A}(x) \equiv \underline{A}$, both of which are type-1 fuzzy sets; consequently, the membership grade of each element of IT2 FS is an interval $[\underline{A}(x), \bar{A}(x)]$. It is also customary to use $\underline{\mu} \tilde{A}(x)$ and $\bar{\mu}_{\tilde{A}}(x)$ for the LMF and UMF of $\tilde{A}$ (Mendel and Wu 2010):

$$
\begin{equation*}
\operatorname{FOU}(\tilde{A})=\bigcup_{\forall x \in X}\left[\underline{\mu_{\tilde{A}}}(x), \overline{\mu_{\tilde{A}}}(x)\right] \tag{11}
\end{equation*}
$$

so $\tilde{A}$ can also be expressed in terms of its vertical slices as

$$
\begin{equation*}
\tilde{A}={ }^{1} / \operatorname{FOU}(\tilde{A}) \tag{12}
\end{equation*}
$$

For discrete universe of discourse $X$ and $U$, the embedded type-1 fuzzy set $A_{e}$ has $N$ elements, one each from $J_{x 1}, J_{x 2}, \ldots, J_{x N}$, namely $u_{1}, u_{2}, \ldots, u_{N}$, i.e., (Wu and Mendel 2007)

$$
\begin{equation*}
A_{e}=\sum_{i=1}^{N} u_{i} / x_{i} \quad u_{i} \in J_{x i} \subseteq U=[0,1] \tag{13}
\end{equation*}
$$

The UMF and LMF of $\tilde{A}$ are two type-1 MFs that bound the FOU. $\operatorname{UMF}(\tilde{A})$ is associated with the upper bound of $\operatorname{FOU}(\tilde{A})$ and is denoted $\bar{\mu}_{\tilde{A}(x)}, \forall x \subseteq X$, and


Figure 1 An IT2 FS. $A_{e}$ is an embedded T1 FS.
$\operatorname{LMF}(\tilde{A})$ is associated with the lower bound of $\operatorname{FOU}(\tilde{A})$ and is denoted $\underline{\mu}_{(x)}, \forall x \in X$, that is,

$$
\begin{align*}
& \operatorname{UMF}(\tilde{A}) \equiv \bar{\mu}_{\tilde{A}}(x)=\overline{\operatorname{FOU}(\tilde{A})} \quad \forall x \in X  \tag{14}\\
& L M F(\tilde{A}) \equiv \underline{\mu} \tilde{A}(x)=\underline{\operatorname{FOU}(\tilde{A})} \quad \forall x \in X \tag{15}
\end{align*}
$$

UMF contains four digits and LMF contains five digits, of which the fifth parameter is its height. Let $\operatorname{FOU}(\tilde{A})=\bigcup_{\forall_{\alpha}}\left[\left[\overline{\alpha_{1}^{\alpha}}, \underline{\alpha_{1}^{\alpha}}\right],\left[\underline{\alpha_{2}^{\alpha}}, \overline{\alpha_{2}^{\alpha}}\right]\right]$ and $\operatorname{FOU}(\tilde{B})$ $=\bigcup_{\forall_{\alpha}}\left[\left[\bar{b}_{1}^{\alpha}, b_{1}^{\alpha}\right],\left[b_{2}^{\alpha}, \bar{b}_{2}^{\alpha}\right]\right]$ be the perfectly normal IT2 FN based on Equation 11 (Hamrawi and Coupland 2009; Kaufmann and Gupta 1985), and then according to Wu and Mendel (2008),

$$
\operatorname{FOU}(\tilde{A})^{\circ} \operatorname{FOU}(\tilde{B})=\left\{\begin{array}{c}
u_{\forall \alpha} \alpha \cdot\left(\left[\left[\overline{\alpha_{1}^{\alpha}}, \alpha_{1}^{\alpha}\right] \cdot\left[\overline{b_{1}^{\alpha}}, b_{1}^{\alpha}\right],\left[\alpha_{2}^{\alpha}, \overline{\alpha_{2}^{\alpha}}\right] \cdot\left[b_{2}^{\alpha}, \overline{b_{2}^{\alpha}}\right]\right]\right),  \tag{16}\\
\text { if } 0 \leq \alpha \leq \min \left(h_{\widetilde{A}}, h_{\widetilde{B}}\right) \\
u_{\forall \alpha} \alpha\left(\left[\bar{\alpha}_{1}^{\alpha}, \overline{\alpha_{2}^{\alpha}}\right]^{\circ}\left[\bar{b}_{1}^{\alpha}, \bar{b}_{2}^{\alpha}\right]\right), \\
\text { if } \min \left(h_{\mathcal{A}}, h_{\widetilde{B}}\right)<\alpha \leq 1
\end{array}\right.
$$

where ${ }^{\circ}=\{+,-, \times, \div\}$.

## IT2 FS DEMATEL method

The procedure of developing the DEMATEL method by IT2 FSs is as follows:

1 Step 1: Identify the decision goals, criteria, and group of experts.
2 Step 2: Develop linguistic codebooks for decision making. In this step a codebook is designed, and decision makers are asked to define the interval end points for each word in the codebook. The codebook has the same words as in Table 1. Therefore, the codebook of words contains 'very high influence', 'high influence', 'low influence', 'very low influence', and 'no influence' . The IA is used to map these intervals into IT2 FSs (Mendel and Wu 2008). The DEMATEL method does not consider the difference between the levels of expertise for each expert, but in this paper we developed another codebook that considers the level of expertise for each expert. This codebook contains three words (low, moderate, and high) (Mendel and Wu 2007). Also, it is possible to put equal weights to the level of expertise for each expert.
3 Step 3: Acquire and compute the linguistic weighted average of the assessments. To measure the weights and causal relations between the criteria $C=\left\{C_{i} \mid i=\right.$ $1,2, \ldots, n\}$, a group of $p$ experts are asked to define

Table 2 FOU data for all words in the influence codebook

| Word | UMF | LMF |
| :--- | :---: | ---: |
| No influence | $[0,0,0.137628,1.974745]$ | $[0,0,0.091752,1.316497,1]$ |
| Very low influence | $[0.37868,2,2.5,4.62132]$ | $[0.585786,2.212445,2.212445,3.414214,0.849779]$ |
| Low influence | $[2.37868,3.5,4.5,6.62132]$ | $[5.05051,8.724745,10,10,1]$ |
| High influence | $[4.708759,7.770621,10,10]$ | $[8.683503,9.908248,10,10,1]$ |
| Very high influence | $[7.367007,9.816497,10,10]$ |  |
| The fifth parameter for the LMF is its height. |  |  |

the influence relation between criteria based on the codebooks in step 2 . Therefore, $p$ pair-wise comparison IT2 FSs matrices $\tilde{\mathrm{Z}}^{1}, \tilde{\mathrm{Z}}^{2}, \ldots, \tilde{\mathrm{Z}}^{P}$ are obtained. LWA that was proposed by Mendel and Wu (2007) was used to generate the IT2 FS average matrix that is called initial-direct-relation IT2 FS matrix.
In the previous section, we used the IA to encode each word from the codebook to an IT2 FS. The output of the previous section is used to activate the LWA. Each decision maker used a word from the codebook to transfer the influence of each criterion on another one. Each decision maker had a level of expertise that was assigned to him/her from a codebook of expertise weights that contained three words: 'low,' 'moderate,' and 'high.' Decision makers were asked to define the end points of an interval on the scale of 0 to 10 for each word in the codebook. Then the IA is used to encode the intervals into IT2 FSs. The LWA maps IT2 FSs into IT2 FSs. This method is based on the weighted average that is the most widely used form of aggregation.Suppose $k$ is the number of decision makers $(k=1,2, \ldots, p)$ and $\tilde{z}_{i j}$ is $i j$ th entry of initial-direct-relation IT2 FS matrix $\tilde{Z}$. The LWA matrix $\tilde{Z}$ can be obtained from Equation 17:

$$
\begin{equation*}
\tilde{z}_{i j}=\frac{\sum_{k=1}^{p} \tilde{Z}^{k}{ }_{i j} \tilde{W}_{k}}{\sum_{k=1}^{p} \tilde{W}_{k}} \tag{17}
\end{equation*}
$$

4. Step 4: Establish the normalized initial-direct-relation matrix.

Let $\tilde{z}_{i j}=(\operatorname{UMF}(\tilde{Z}), \operatorname{LMF}(\tilde{Z}))$, and $\operatorname{UMF}(\tilde{Z})=$ $(a, b, c, d)$ and $\operatorname{LMF}(\tilde{Z})=(e, f, g, i, h)$, of which the fifth element is its height. Therefore, $\tilde{z}_{i j}$ can be defined by nine matrices, whose elements are crisp numbers (Liu and Mendel 2008):

$$
\begin{aligned}
Z_{a} & =\left[\begin{array}{cccc}
0 & a_{12}^{\prime} & \cdots & a_{1 n}^{\prime} \\
a_{21}^{\prime} & 0 & \cdots & a_{2 n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1}^{\prime} & a_{n 2}^{\prime} & \cdots & 0
\end{array}\right], \\
Z_{b} & =\left[\begin{array}{cccc}
0 & b_{12}^{\prime} & \cdots & b_{1 n}^{\prime} \\
b_{21}^{\prime} & 0 & \cdots & b_{2 n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
b_{n 1}^{\prime} & b_{n 2}^{\prime} & \cdots & 0
\end{array}\right], \ldots, \\
Z_{h} & =\left[\begin{array}{cccc}
0 & h_{12}^{\prime} & \cdots & h_{1 n}^{\prime} \\
h_{21}^{\prime} & 0 & \cdots & h_{2 n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
h_{n 1}^{\prime} & h_{n 2}^{\prime} & \cdots & 0
\end{array}\right] .
\end{aligned}
$$

$Z_{d}$ contains the forth element of $\operatorname{UMF}(\tilde{Z})$. All $\tilde{z}_{i j}$ are normal IT2 FSs; therefore, $Z_{d}$ contains the greatest elements in the initial-direct-relation matrix. The normalized direct-relation matrix can be defined as

$$
\begin{align*}
\tilde{X} & =\left[\begin{array}{cccc}
\tilde{x}_{11} & \tilde{x}_{12} & \cdots & \tilde{x}_{1 n} \\
\tilde{x}_{21} & \tilde{x}_{22} & \cdots & \tilde{x}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{x}_{n 1} & \tilde{x}_{n 2} & \cdots & \tilde{x}_{n n}
\end{array}\right] \text { where } \\
\tilde{x}_{i j} & =\frac{\tilde{z}_{i j}}{s}=\left(\frac{Z_{a}}{s}, \frac{Z_{b}}{s}, \frac{Z_{c}}{s}, \frac{Z_{d}}{s}, \frac{Z_{e}}{s}, \frac{Z_{f}}{s}, \frac{Z_{g}}{s}, \frac{Z_{i}}{s}, Z_{h}\right) \\
s & =\max _{1 \leq i \leq n}\left(\sum_{j=1}^{n} X_{d_{i j}}\right) . \tag{18}
\end{align*}
$$



Figure 2 FOUs for the five words in the influence codebook.

Table 3 FOU data for all words in the expertise weight codebook

| Word | UMF | LMF |
| :--- | :---: | ---: |
| Low | $[0.085786,1.5,3,4.62132]$ | $[1.792893,2.280847,2.280847,2.81066,0.404234]$ |
| Moderate | $[3.585786,4.75,5.5,6.914214]$ | $[4.858579,5.034231,5.034231,5.141421,0.273849]$ |
| High | $[5.982233,7.75,8.6,9.517767]$ | $[8.034315,8.357323,8.357323,9.165685,0.571004]$ |

The fifth parameter for the LMF is its height.

Note that the fifth element of $\operatorname{LMF}(\tilde{Z})$ (height) is normalized between 0 and 1 ; therefore, there is no need to normalize this element.
5 Step 5: Compute the total-relation IT2 FS matrix $\tilde{T}$. To compute the total-relation IT2 FS matrix $\tilde{T}$, we have to ensure the convergence of $\lim \tilde{X}^{l}=0$. The elements of $\tilde{X}^{l}$ are also IT2 FSs. $\tilde{X}$ can be defined by nine matrices, and the elements of these matrices are all crisp numbers.

Theorem 1. Let

$$
\tilde{X}^{l}=\left[\begin{array}{ccc}
\tilde{x}_{11}^{l} & \tilde{x}_{12}^{l} \ldots & \tilde{x}_{1 n}^{l} \\
\tilde{x}_{21}^{l} & \tilde{x}_{22}^{l} \ldots & \tilde{x}_{2 n}^{l} \\
\vdots & \vdots & \ddots \\
\vdots \\
\tilde{x}_{n 1}^{l} & \tilde{x}_{n 2}^{l} \ldots & \tilde{x}_{n n}^{l}
\end{array}\right] \text { where }
$$

$\tilde{x}_{i j}^{l}=\left(a_{i j}^{l}, b_{i j}^{l}, c_{i j}^{l}, d_{i j}^{l}, e_{i j}^{l}, f_{i j}^{l}, g_{i j}^{l}, l_{i j}^{l}, h_{i j}^{l}\right)$,
and further define eight matrices. There is no need to consider the ninth matrix that contains the heights of $\operatorname{LMF}(\tilde{X})$.

$$
\begin{aligned}
\tilde{X}_{a}^{l} & =\left[\begin{array}{cccc}
\tilde{a}_{11}^{l} & \tilde{a}_{12}^{l} & \ldots & \tilde{a}_{1 n}^{l} \\
\tilde{a}_{21}^{l} & \tilde{a}_{22}^{l} & \ldots & \tilde{a}_{2 n}^{l} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{a}_{n 1}^{l} & \tilde{a}_{n 2}^{l} & \ldots & \tilde{a}_{n n}^{l}
\end{array}\right], \\
\tilde{X}^{l}{ }_{b} & =\left[\begin{array}{cccc}
\tilde{b}_{11}^{l} & \tilde{b}_{12}^{l} & \ldots & \tilde{b}_{1 n}^{l} \\
\tilde{b}_{21}^{l} & \tilde{b}_{22}^{l} & \ldots & \tilde{b}_{2 n}^{l} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{b}_{n 1}^{l} & \tilde{b}_{n 2}^{l} & \ldots & \tilde{b}_{n n}^{l}
\end{array}\right], \ldots, \\
\tilde{X}^{l}{ }_{i}^{l} & =\left[\begin{array}{cccc}
\tilde{i}_{11}^{l} & \tilde{i}_{12}^{l} & \cdots & \tilde{i}_{11}^{l} \\
\tilde{i}_{21}^{l} & \tilde{i}_{22}^{l} & \ldots & \tilde{i}_{2 n}^{l} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{i}_{n 1}^{l} & \tilde{i}_{n 2}^{l} & \ldots & \tilde{i}_{n n}^{l}
\end{array}\right] .
\end{aligned}
$$

Proof. The proof is straightforward; all the eight matrices contain crisp values, and the matrix multiplication is used to prove this theorem. Lin and Wu (2004) proved $\operatorname{limit}_{l \rightarrow \infty} \tilde{\mathrm{X}}^{l}{ }_{u}=O$ and $\lim _{l \rightarrow \infty}\left(I+X_{u}+X_{u}{ }^{2}+\ldots+X_{u}^{l}\right) \stackrel{l \rightarrow \infty}{=}\left(1-X_{u}\right)^{-1}$ based on $\sum_{j=1}^{n} X_{u_{i j}}<s$ for triangular fuzzy sets. We used this theorem for IT2 FS matrix $\tilde{T}$. Therefore, $\operatorname{limitit}_{l \rightarrow \infty} \tilde{X}_{d}^{l}=O$ and $\lim _{l \rightarrow \infty}\left(I+X_{d}+X_{d}{ }^{2}+\ldots+X_{d}^{l}\right)=$ $\left(1-X_{d}\right)^{-1}$ based on $\sum_{j=1}^{n} X_{d_{i j}}<s$ and $\tilde{\mathrm{T}}=\lim _{l \rightarrow \infty}$ $\left(I+\tilde{\mathrm{X}}+\tilde{\mathrm{X}}^{2}+\ldots+\tilde{\mathrm{X}}^{1}\right)$. Then the total-relation matrix $\tilde{\mathrm{T}}$ is acquired as follows:

$$
\begin{gather*}
\tilde{T}=\left[\begin{array}{cccc}
\tilde{t}_{11} & \tilde{t}_{12} & \ldots & \tilde{t}_{1 n} \\
\tilde{t}_{21} & \tilde{t}_{22} & \cdots & \tilde{t}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
t_{n 1} & \tilde{t}_{n 2} & \cdots & \tilde{t}_{n n}
\end{array}\right] \text { where } \\
\tilde{t}_{i j}=\left(a_{i j}^{n}, b_{i j}^{n}, c_{i j}^{n}, d_{i j}^{n}, e_{i j}^{n}, f_{i j}^{n}, g_{i j}^{n}, i_{i j}^{n}, h_{i j}^{n}\right) ; \text { then } \\
{\left[a_{i j}^{n}\right]=X_{a} \times\left(1-X_{a}\right)^{-1},}  \tag{19}\\
{\left[b_{i j}^{n}\right]=X_{b} \times\left(1-X_{b}\right)^{-1}, \ldots,} \\
{\left[i_{i j}^{n}\right]=X_{i} \times\left(1-X_{i}\right)^{-1},\left[h_{i j}^{n}\right]=X_{h} .}
\end{gather*}
$$

To acquire the importance weight of each criterion, we calculated $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$, where $\tilde{\mathrm{D}}_{i}$ shows the sum of the rows and $\tilde{R}_{i}$ shows the sum of the columns of the total-relation matrix $\tilde{\mathrm{T}}$ and can be obtained through Equations 20 and 21:

$$
\begin{array}{ll}
D_{i}=\sum_{j=1}^{n} t_{i j} & (i=1,2, \ldots, n), \\
R_{j}=\sum_{i=1}^{n} t_{i j} \quad(j=1,2, \ldots, n) . \tag{21}
\end{array}
$$

Note that in Equations 20 and 21, $t_{i j}, i, j=1,2, \ldots$, $n$ are IT2 FS, and their addition must be based on Equation 16.
6 Step 6: Decode each IT2 FS into a word. In the previous step, we calculated the weights for each criterion, but these weights are IT2 FSs and must be decoded into words. This process is called the decoder. The IT2 FSs obtained from the previous step were decoded into seven words: 'extremely low,' 'very low', 'low', 'fair', 'high', 'very high', and 'extremely high'. A decoding codebook is needed to store the FOUs for these seven words. Therefore, IA

Table 4 The pair-wise comparison matrix $\tilde{Z}^{1}$ for one of the decision makers

|  | C1 | C2 | C3 | C4 | C5 | C6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C1 | - | Low | Low | Low | Very high | Very high |
| C2 | High | - | Low | Low influence | Very high | Very low |
| C3 | High | High | - | High | High | High |
| C4 | Low | Low | High | - | High | High |
| C5 | High | Very high | Low | Low influence | - | Very high |
| C6 | High | High | High | High | Low | - |

Table 5 The initial direct-relation IT2 FS matrix $\tilde{Z}$

|  | C1 | C6 |
| :--- | :--- | :--- |
| $C 1$ | $[0,0,0,0,0,0,0,0,0,0.2738]$ | $[2.7652,5.6223,6.5244,8.1632,4.5201,5.0644,6.5135,6.8002,0.2738]$ |
| $C 2$ | $[4.7088,7.7706,10,10,5.0505,6.0567,10,10,0.2738]$ | $[0.3787,2,2.5,4.6213,0.5858,1.11,3.0269,3.4142,0.2738]$ |
| $C 3$ | $[4.7088,7.7706,10,105.0505,6.0567,10,10,0.2738]$ | $[4.7088,7.7706,10,10,5.0505,6.0567,10,10,0.2738]$ |
| $C 4$ | $[1.0617,2.6951,3.5732,5.9383,1.6581,2.1852,3.5202,3.8219,0.2738]$ | $[4.7088,7.7706,10,10,5.0505,6.0567,10,10,0.2738]$ |
| $C 5$ | $[1.8574,4.6742,6.5244,8.1632,2.7550,3.5833,6.5135,6.8002,0.2738]$ | $[7.3670,908165,10,10,8.6835,9.0189,10,10,0.2738]$ |
| $C 6$ | $[3.1744,5.4791,7.4512,8.8462,3.88984 .6585,7.0067,7.1855,0.2738]$ | $[0,0,0,0,0,0,0,0,0.2738]$ |

is used to map the intervals collected from the group of decision makers into IT2 FSs. In order to get the criteria weights based on the words in the codebook, the decoder must compare the similarity between two IT2 FSs so that the output of step 5 can be mapped into its most similar word in the codebook. These weights that are based on the words can be further used in the evaluation based on perceptual computing. Several similarity measures are introduced for IT2 (Bustince 2000; Gorzalczany 1987; Mitchell 2005; Wu and Mendel 2008, 2009). In this study we used the Jaccard similarity measure for IT2 FSs. This approach uses average cardinality. Equation 22 is used to calculate the Jaccard similarity measure for IT2 FSs. To decode the IT2 FSs obtained from $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$, IT2 FSs must be mapped into $[0,10]$. For this reason, we used the min-max normalization method defined in Equation 23

$$
\begin{gather*}
\sum_{i=1}^{N} \min \left(\bar{\mu}_{\tilde{A}}\left(x_{i}\right), \bar{\mu}_{\hat{\dot{B}}}\left(x_{i}\right)\right)  \tag{22}\\
\operatorname{sm}_{j}(\tilde{A}, \tilde{B})=\frac{+\sum_{i=1}^{N} \min \left(\mu_{\tilde{A}}\left(x_{i}\right), \underline{\mu_{\tilde{B}}}\left(x_{i}\right)\right)}{\sum_{i=1}^{N} \max \left(\bar{\mu}_{\tilde{A}}\left(x_{i}\right), \bar{\mu}_{\tilde{B}}\left(x_{i}\right)\right)}, \\
+\sum_{i=1}^{N} \max \left(\mu_{\tilde{A}}\left(x_{i}\right), \underline{\left.\mu_{\tilde{B}}\left(x_{i}\right)\right)}\right.
\end{gather*}
$$

$$
\begin{align*}
v^{\prime}= & \frac{v-\min A}{\max A-\min A}(\text { new }-\max A-\text { new }-\min A)  \tag{23}\\
& + \text { new }-\min A .
\end{align*}
$$

In this approach we acquired the criteria weights based on the interrelations between criteria. Further,
these weights can be used for evaluation based on the perceptual computing method. The weights used in perceptual computing were independent, but this study helped to extend perceptual computing using dependent criteria and defining weights for each of them.

## Application of proposed method in defining weights for dependent criteria

We used the proposed method to define weights of criteria that were used to evaluate the knowledge management capability of organization.

1 Step 1: Identify the decision goals, criteria, and group of experts.
For evaluating the knowledge management capability of organization based on perceptual computing, we had to define the weights for each criterion.
Perceptual computing considers each criterion independent from the others. For this reason, the DEMATEL method was used to define the weights for criteria that were dependent and had interrelations. A group of three knowledge management experts were asked to compare the criteria. Six criteria were chosen for this reason including vision for change, culture, structure, infrastructure, support for change, and knowledge management processes.
2 Step 2: Develop linguistic codebooks for decision making. The codebook of words that was used for comparing the influence of criteria on each other contained 'very high influence,' 'high influence,' 'low influence,' 'very low influence', and 'no influence.' The IA is

Table 6 The normalized direct-relation IT2 FS matrix $\tilde{X}$

|  | C1 | C6 |
| :--- | :--- | :--- | :--- |
| $C 1$ | $[0,0,0,0,0,0,0,0,0,0.2738]$ | $[0.0602,0.1224,0.1420,0.1777,0.0984,0.1102,0.1418,0.1480,0.2738]$ |
| $C 2$ | $[0.1025,0.1692,0.2177,0.2177,0.1099,0.1318,0.2177,0.2177,0.2738]$ | $[0.0082,0.0435,0.0544,0.1006,0.0128,0.0242,0.0659,0.0743,0.2738]$ |
| $C 3$ | $[0.1025,0.1692,0.2177,0.2177,0.1099,0.1318,0.2177,0.2177,0.2738]$ | $[0.1025,0.1692,0.2177,0.2177,0.1099,0.1318,0.2177,0.2177,0.2738]$ |
| $C 4$ | $[0.0231,0.0587,0.0778,0.1293,0.0961,0.0476,0.0766,0.0832,0.2738]$ | $[0.1025,0.1692,0.2177,0.21770 .1099,0.1318,0.2177,0.2177,0.2738]$ |
| $C 5$ | $[0.4004,0.1017,0.1420,0.1777,0.06,0.0780,0.1418,0.1480,0.2738]$ | $[0.1604,0.2137,0.2177,0.2177,0.1890,0.1963,0.2177,0.2177,0.2738]$ |
| $C 6$ | $[0.0691,0.1193,0.1622,0.1926,0.0847,0.1014,0.1525,0.1564,0.2738]$ | $[0,0,0,0,0,0,0,0,0.2738]$ |

Table 7 The total-relation IT2 FS matrix $\tilde{T}$

|  | C1 |  |  |  |  | C6 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| $C 1$ | $[0.0296,0.1573,0.4131,1.2882,0.0546,0.0882,0.3857,0.4404,0.2738]$ | $[0.0996,0.2912,0.5439,1.4252,0.1646,0.2083,0.5262,0.5869,0.2738]$ |  |  |  |  |
| $C 2$ | $[0.1209,0.2971,0.5852,1.4177,0.1467,0.1960,0.5745,0.6302,0.2738]$ | $[0.0501,0.2217,0.4716,1.3223,0.0837,0.1274,0.4796,0.5437,0.2738]$ |  |  |  |  |
| $C 3$ | $[0.1322,0.453,0.7340,1.6814,0.1603,0.2193,0.7058,0.7679,0.2738]$ | $[0.1476,0.3778,0.7504,1.6691,0.1814,0.2432,0.7345,0.7973,0.2738]$ |  |  |  |  |
| $C 4$ | $[0.0636,0.2460,0.5767,1.5072,0.0980,0.1473,0.5489,0.6103,0.2738]$ | $[0.1481,0.3678,0.7029,1.5614,0.1809,0.2403,0.6889,0.7447,0.2738]$ |  |  |  |  |
| $C 5$ | $[0.0759,0.2645,0.5504,1.4334,0.1218,0.1718,0.5325,0.5946,0.2738]$ | $[0.1865,0.3692,0.6065,1.4447,0.2416,0.2807,0.6007,0.6598,0.2738]$ |  |  |  |  |
| $C 6$ | $[0.0939,0.2672,0.5968,1.5117,0.1260,0.1742,0.5651,0.6256,0.2738]$ | $[0.0343,0.1803,0.4656,1.3369,0.0585,0.0952,0.4519,0.5110,0.2738]$ |  |  |  |  |

used to map these intervals into IT2 FSs. The FOUs for each word are presented in Table 2, and also, Figure 2 depicts the FOUs for the five words in the codebook.
The codebook used for the expertise weight is shown in Table 3. This codebook contains three words (low, moderate, high).
3 Step 3: Compute the linguistic weighted average of the assessments.
To measure the weights of each criterion based on the interrelationship between the six criteria, three knowledge management experts were asked to compare the criteria based on the codebook defined in Table 2. Therefore, three pair-wise comparison matrices $\tilde{Z}^{1}, \tilde{Z}^{2}, \tilde{Z}^{3}$ are obtained. Table 4 shows the relative comparison matrix for one of the decision makers based on the codebook defined in Table 2. The average of these three matrices is obtained from LWA using Equation 17. To compute the LWA mentioned in Equation 17, decision makers' expertise weights should be defined. In this study we assume the equal expertise weights ('moderate') for the decision makers. The weights for decision makers' expertise are shown in Table 3. The result of LWA is initial direct-relation matrix $\tilde{Z}$ that is shown in Table 5.
4 Step 4: Establish the normalized initial-direct-relation matrix.
We used Equation 18 to normalize the initial directrelation IT2 FS matrix. The result is shown in Table 6.
5 Step 5: Compute the total-relation IT2 FS matrix $\tilde{\mathrm{T}}$. Equation 19 was used to compute the total-relation

IT2 FS matrix $\tilde{\mathrm{T}}$. The result is shown in Table 7. $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$ can be computed from Equations 21 and 22. Table 8 shows the result of $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$ for each criterion's nine numbers. Each set of nine numbers shows an interval type-2 fuzzy set that can be drawn and also can be decoded to a codebook of words.
6 Step 6: Decode each IT2 FS into a word.
The weights for each criterion were calculated in step 5 based on interval type-2 fuzzy sets. These weights can further be used in perceptual computing without decoding them to words. In addition, the weights can be decoded to words. The weight codebook was needed to decode the IT2 FSs obtained from step 5 into words. For this reason, a group of 30 people including the main decision makers in step 1 were asked to define end point intervals for the seven words in the codebook; then, the IA was used to map these intervals into IT2 FSs. The FOUs for the weight codebook are shown in Table 9. Also, Figure 3 depicts the FOUs for all seven words used for the weight codebook. As mentioned before, we used the Jaccard similarity measure to decode the FOUs obtained from the previous step into words from the weight codebook. In order to use the Jaccard similarity measure, $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$ should be normalized in $[0,1]$. For this reason, we used Equation 23. After normalizing $\tilde{\mathrm{D}}_{i}+\tilde{\mathrm{R}}_{i}$, values of the Jaccard similarity measure can be used to decode the IT2 FSs weights into words based on the Jaccard similarity measure that is shown in Equation 22. The result of the decoder for each criterion is shown in the last column of Table 8.

Table 8 FOU data for all words in the weight codebook

| Word | UMF | LMF |
| :--- | :---: | ---: |
| Extremely low | $[0,0,0.137628,1.974745]$ | $[0,0,0.045876,0.658248,1]$ |
| Very low | $[0.085786,1,2,3.414214]$ | $[0.896447,1.353553,1.353553,1.603553,0.414214]$ |
| Low | $[0.982233,2.75,3.75,4.81066]$ | $[4.292893,4.818667,5.207107,0.549337]$ |
| Fair | $[2.87868,4.5,5.25,7.12132]$ | $[5.792893,6.514348,6.514348,7.207107,0.573901]$ |
| High | $[4.585786,6,7.05,8.414214]$ | $[8.292893,8.630602,8.630603,9.207107,0.477592]$ |
| Very high | $[6.585786,8,9,9.789949]$ | $[9.473401,9.963299,10,10,1]$ |
| Extremely high | $[7.367007,9.816497,10,10]$ |  |

Table 9 The values of $\tilde{\mathbf{D}}_{i}+\tilde{\mathbf{R}}_{i}$ and the decoded weights of criteria

|  | $\tilde{\mathbf{D}}_{\boldsymbol{i}}+\tilde{\mathbf{R}}_{\boldsymbol{i}}$ | Decode |
| :--- | :---: | :---: |
| $C 1$ | $[0.0371,1.776,3.1255,9.3084,0.2876,0.5925,2.9490,3.3510,0.2738]$ | Low |
| $C 2$ | $[0,1.1046,2.9316,8.9268,0.2499,0.5425,2.8212,3.2277,0.2738]$ | Very low |
| $C 3$ | $[0.1808,1.4706,3.6779,10,0.4287,0.7739,3.5119,3.9275,0.2738]$ | Low |
| $C 4$ | $[0.0060,1.0729,2.9632,8.9265,0.2190,0.5105,2.8278,3.2186,0.2738]$ | Very low |
| $C 5$ | $[0.1719,1.4384,3.4240,9.5869,0.4757,0.7974,3.3081,3.7270,0.2738]$ | Low |
| $C 6$ | $[0.1177,1.3616,3.4275,9.5949,0.3695,0.6949,3.3075,3.7258,0.2738]$ | Low |

## Discussion

The purpose of this study was to extend DEMATEL and combine it with perceptual computing in order to consider the interrelations between weights in perceptual computing. According to the results, the IT2 FS extension of DEMATEL and the combination of perceptual computing and DEMATEL lead to the weights of evaluation criteria based on the codebook of words. Perceptual computing was used for decision making and subjective judgments. Words are the enabler of perceptual computing, and in this subjective judgment, IT2 FSs are used to model the words' uncertainty. In order to obtain the weights of dependent criteria, a codebook of words for evaluating the influence of criteria on each other was presented. We applied the proposed method to obtain the weights of criteria for knowledge management evaluation by perceptual computing. Decision makers were asked to associate the end points of intervals to each word. Then the intervals collected for each word were modeled into IT2 FSs with the use of the interval approach. The words used for defining the influences and their related IT2 FSs are shown in Table 2. Decision makers were asked to define the influence of criteria on each other through matrices. Three influence matrices are defined in this paper for six criteria. The difference between the fuzzy DEMATEL proposed by Lin and Wu (2004) and our approach is the effect of expertise weights on the aggregation of influence matrices. The linguistic weighted average was used to aggregate these matrices. The aggregated matrix was based on the level of expertise that contained IT2 FSs and is presented in Table 5. In order to decode the IT2 FSs into
words, we used the Jaccard similarity measure. The result of the decoder for the six criteria is shown in Table 8. However, the IT2 FSs of weights could be decoded into crisp numbers, but we mapped IT2 FSs to words to use them further in perceptual computing evaluations. Also, other methods can be used to decode the IT2 FSs into decision classes of words (Mendel and Wu 2010).

## Conclusions

To improve the interrelations between decision making criteria in perceptual computing, we proposed an interval type-2 fuzzy set extension of the DEMATEL method. In this method, we combined the perceptual computing characteristics with the fuzzy DEMATEL in order to map the influence matrices defined by words into weights. In perceptual computing, words are mapped into IT2 FSs. IT2 FSs are able to show the uncertainty related to each word in the codebook; therefore, they are suitable to model the uncertainty associated to decision making in the real word. The DEMATEL method considers the interrelations between criteria and defines weights based on these relations. Therefore, the combination of these two methods leads to a decision making method that can consider the uncertainty related to decision making and also the interrelations between criteria. The weights obtained from the proposed method can further be used for evaluation based on words. In order to define the cause and relation between criteria, the IT2 FSs should be defuzzified into crisp numbers. However, other decoding methods can be used to map the IT2 FS into words.


Figure 3 FOUs for the seven words in the weight codebook.
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