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of enhanced supersymmetry corresponding to γ = −1/2,−2 or γ = 1. In the first case,
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the second case, we identify novel solutions corresponding to fundamental strings ending on

D8-branes and a second set of novel solutions corresponding to fundamental strings ending

on an O8-plane. In both cases, the fundamental string geometry contains an asymptoti-

cally flat region where the string coupling goes to zero. We also show that there are no

solutions corresponding to 1+0-dimensional CFTs, which one may have hoped to construct

by suspending fundamental strings between D8-branes.
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1 Introduction

The study of defects, interfaces or boundaries allows one to explore many interesting phe-

nomena. A magnetic impurity in a material can be viewed as a defect, facilitating the

description of the Kondo effect, which involves the screening of said impurity at low tem-

peratures [1]. If one puts a boundary in a system describing a superconductor, one may

hope to describe surface superconductivity [2]. Topological insulators are constructed by

joining two systems with different topological invariants along an interface [3–5]. A Wilson

line operator, which measures the interaction energy or self-energy of charged particles,
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can also be viewed as a defect. There is a great deal of interest in understanding these

types of effects in strongly coupled systems where standard perturbative approaches are

no longer valid.

The AdS/CFT correspondence allows one to study strongly coupled systems, by in-

stead, studying weakly coupled dual gravitational systems. One may hope to understand

the aforementioned phenomena in strongly coupled regimes by studying dual gravitational

systems with defects, interfaces or boundaries. Restricting to systems with large amounts

of supersymmetry, large classes of geometries have been explicitly constructed. These in-

clude geometries describing Wilson lines [6, 7], surface operators [8], defect theories [9, 10]

and theories with boundaries [11]. These explicit geometries have been used to provide

non-trivial checks of the AdS/CFT correspondence [12, 13]. They have also been been

used in holographic realizations of the Kondo effect [14] and topological insulators [15].

A particularly interesting AdS/CFT correspondence arises in the context of 5-

dimensional gauge theories. In general, 5-dimensional gauge theories are non-

renormalizable and it is believed that additional degrees of freedom must be added to

make the theories well defined. One may even try to argue that such theories are never

well defined and this is one of the reasons we live in 4-dimensions. However, a proposed

counter-example to this argument is provided by a class of 5-dimensional supersymmetric

gauge theories which are conjectured to be UV-complete [16–18]. Evidence for the existence

of a non-trivial UV fixed point is provided by the existence of a gravitational dual [19–21].

Evidence that the 5-dimensional gauge theory captures the UV fixed point physics has been

provided by finding agreement between the S5 partition function of the gauge theory and

dual gravitational system [22]. It is still an open question if the non-perturbative effects

are sufficient to cure the UV-divergences or if additional degrees of freedom are necessary.

Recently, the partition function result has been extended to comparing the vacuum

expectation value of the half-BPS Wilson line for totally symmetric and anti-symmetric

representations [23]. In [24] this result was generalized to squashed 5-spheres. In the

cases considered, the vacuum expectation value can be well approximated on the gravity

side using probe branes. To go further, one must include the backreaction of the probe

branes. In terms of branes, the background 5-dimensional gauge theory arises as the low

energy limit of parallel D4-branes and D8-branes along with an O8 orientifold projection.

Introducing a Wilson line in the fundamental representation corresponds to introducing a

fundamental string perpendicular to the D4/D8-brane system. Rank M Symmetric repre-

sentations arise from introducing an additional D4-brane and stretching M fundamental

strings between the D4-brane and the D4/D8-brane stack. Rank M anti-symmetric repre-

sentations arise by introducing a perpendicular D4-brane and M fundamental strings. The

brane configurations are summarized in table 2. In general, the BPS-Wilson line reduces

the superconformal symmetry of the 5-dimensional gauge theory from F (4; 2) × SU(2) to

D(2, 1; 2; 1)× SO(4).1

An analogous system exists in M-theory which consists of intersecting M2/M5-branes

with supergroup D(2, 1; γ; 1)×D(2, 1; γ; 1). In fact, the M-theory system is the M-theory

1For supergroups, we follow the conventions of [25].
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uplift of the above configuration after removing the D8-branes and O8-plane. In this case

the 5-dimensional gauge theory of the D4-branes becomes a 6-dimensional CFT at the UV

fixed point and the Wilson line operators in the gauge theory become surface operators in

the 6-dimensional CFT. The general M-theory solutions with D(2, 1; γ; 1) × D(2, 1; γ; 1)

symmetry were constructed in [26, 27]. The specific solutions describing the 6-dimensional

CFT with surface operator insertions were constructed in [28].

In addition to solutions describing the M5-brane solutions, additional solutions cor-

responding to the effective theory on the M2-branes were also found. These correspond

to the Janus solutions of [29, 30] and solutions which describe M2-branes ending on M5-

branes of [31]. A natural question is whether there are analogous solutions after introducing

the D8-branes and possibly the O8-plane. Does the case of fundamental string ending on

D8-branes admit a good decoupling limit?

With the task of finding backreacted geometries describing these Wilson lines in mind,

we study general solutions of massive IIA supergravity with D(2, 1; γ; 1)×SO(4) symmetry.

We give a partial reduction and integration of the BPS equations, including obtaining

algebraic expressions for the metric factors in terms of spinor bilinears. These results are

summarized in section 3.3.

In order to better understand the structure of the BPS system, we study the special

cases of enhanced supersymmetry, which corresponds to setting certain fluxes to zero and

setting γ to specific values. In general there are two distinct cases of enhanced supersym-

metry, one given by setting γ = −1/2,−2 and the second given by setting γ = 1. In the

first case, we show the most general solution is given by the AdS6 geometries of [19], which

is simply the dual of the 5-dimensional gauge theory without the half-BPS Wilson line.

The second case corresponds to fundamental strings ending on D8-branes.2 We iden-

tify three types of solutions. The first, given in section 5.1, we interpret as a stack of

fundamental strings in the presence of D8-branes, i.e. in a background with F0 6= 0.3 The

second two, given in section 5.2, we interpret as fundamental strings ending on a stack of

D8-branes or an O8-plane. In all three cases the geometry contains an asymptotically flat

region, which suggests that the geometry does not admit a decoupling limit. However, we

note that the string coupling tends to zero in the asymptotically flat regions.

We also consider solutions where F0 is allowed to jump across an interface, correspond-

ing to the presence of a stack of D8-branes. This allows for a large family of solutions,

parameterized by the number of such jumps. However, we find that there is no way to

glue D8-brane caps or O8-plane caps together. Consequently, we argue that there are no

solutions dual to 1 + 0-dimensional CFTs.

In both cases, we identify a holomorphic (1, 0)-form, which is a ubiquitous ingredient

in half-BPS solutions. In almost all known solutions, the holomorphic (1, 0)-form is a

homogenous polynomial of the spinor variables. In the current case, the degree of the

polynomial is different for the two distinct cases of enhanced symmetry. This means that

for the general solutions, the holomorphic (1, 0)-form, if it exists, is not a polynomial of

2We note this system was studied in [32] without the assumption of conformal symmetry.
3We denote the mass parameter of Roman’s massive IIA supergravity by F0.
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0 1 2 3 4 5 6 7 8 9 10

M2 X X X

M5 X X X X X X

M5’ X X X X X X

Table 1: Intersecting M2/M5-branes, preserving half of the maximal number of super-

symmetries.

the spinor variables. This suggests that the resulting BPS structure is different than the

analogous M-theory system.

The paper is organized as follows. In section 2, we give a further discussion of the

brane configurations of interest in this paper. In section 3, we present our reduction of

the BPS system for D(2, 1; γ; 1)× SO(4) invariant geometries, including a summary of the

reduced equations. In section 4, we solve the BPS system for the special case γ = −2 with

enhanced supersymmetry. This corresponds to the case of D4/D8-branes. In section 5,

we solve the BPS system for the special case γ = 1 with enhanced supersymmetry. This

corresponds to the case of fundamental strings ending on D8-branes or an O8-plane.

2 Probe brane description

In this section, we consider brane configurations which preserve D(2, 1; γ; 1) × SO(4)

symmetry. We first summarize results from an analogous system in M-theory with

D(2, 1; γ; 1) × D(2, 1; γ; 1) symmetry, which corresponds to intersecting M2/M5-branes.

Compactifying to type IIA and introducing D8-branes and an O8 orientifold projection

leads to the symmetry group D(2, 1; γ; 1)× SO(4).

We start by considering a related system in M-theory. We consider intersecting

M2-branes and M5-branes, with the configuration given in table 1. The intersection

preserves 16 supersymmetries, where we count also the super conformal supersymme-

tries. The bosonic symmetry preserved by the brane configuration in the conformal limit

is given by SO(2, 2) × SO(4) × SO(4). The corresponding superconformal group with

SO(2, 2) × SO(4) × SO(4) bosonic symmetry and 16 supersymmetires is not unique but

comes in a one-parameter family, D(2, 1; γ; 1)×D(2, 1; γ; 1). In [26], the problem of finding

solutions of M-theory with D(2, 1; γ; 1) × D(2, 1; γ; 1) symmetry was reduced to a single

linear partial differential equation. At three special points, the D(2, 1; γ; 1) supergroup

reduces to a classical supergroup

D(2, 1; γ; 1) = OSp(4∗|2) γ = −1/2,−2 ,

D(2, 1; γ; 1) = OSp(4|2,R) γ = 1 . (2.1)

Furthermore, at each of these three special points, the superconformal group becomes a

subgroup of a larger superconformal group. This group structure leads to a large and

interesting family of solutions.

We consider first the special values γ = −1/2,−2. In this case we have

D(2, 1;−1/2, 0) × D(2, 1;−1/2; 0) ⊂ OSp(8∗|4) and D(2, 1;−2; 0) × D(2, 1;−2; 0) ⊂
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OSp(8∗|4). The extended symmetry OSp(8∗|4) corresponds to having only a single stack

of M5-branes and is realized as the superisometry group of the near horizon geometry

AdS7 × S4. It is conjectured that the dual field theory is given by the 6d (2, 0) SCFT

with OSp(8∗|4) symmetry, although no completely satisfactory construction of this theory

exists. It is believed that this theory admits supersymmetric surface operators (also known

as the self-dual string), which preserve half of the supersymmetries and break the symme-

try to OSp(4∗|2) ⊕ OSp(4∗|2).4 These operators arise from introducing the M2-branes of

table 1. A single M2-brane produces a surface operator in the fundamental representation

of the gauge group, while multiple M2-branes produce a surface operator in a higher rank

representation. Dual supergravity solutions describing the surface operators have been

constructed in [28].

For the special value γ = 1, the extended symmetry is OSp(8|4,R) and corresponds

to having a stack of M2-branes, whose near horizon geometry is AdS4×S7. The dual field

theory is given by a 3d N = 8 SCFT. A Lagrangian description of this theory is given

by ABJM theory, although only N = 6 supersymmetry is manifest in the Lagrangian.

Consider now the brane configuration of table 1. Naively, the intersecting M5-branes gives

rise to a 2d defect preserving half of the supersymmetries, although such a superconformal

defect has yet to be constructed either directly in the field theory or in the dual supergravity

solutions.

Instead of inserting the M5-branes as a defect, we can also consider the case where

the M2-branes end on the M5-branes. In the dual field theory, this corresponds to putting

ABJM theory on a half-space with supersymmetric boundary conditions, possibly coupled

to 2d degrees of freedom localized on the boundary. Such supersymmetric boundary con-

ditions were studied in [33–35] and dual supergravity solutions were constructed in [31],

although a precise holographic dictionary has yet to be constructed. Since the M2-branes

end on the M5-branes, the supersymmetry does not necessarily need to be a subgroup of

OSp(8|4,R), as there is no way to remove the M5-branes and recover the full M2-brane

theory. Indeed the solutions of [31] have D(2, 1; γ, 0)×D(2, 1; γ, 0) symmetry with γ < 0.

The above story can be reduced to type IIA string theory after compactifying and

dimensionally reducing along the 10-direction. The resulting type IIA brane configuration

is given in the top half of table 2. The M2-branes become a fundamental string, while the

M5-branes become D4-branes.

We now move on to the system of interest in this paper. Starting with the above

IIA configuration, we introduce D8-branes, along with an orientifold projection, as in

the lower half of table 2.5 The D8-branes/O8-plane reduce the supersymmetry further

4The surface operators can be thought as a generalization of Wilson loops.
5The symmetry projections of the branes given in table 2 are given by

F1− string ε = Γ23456789ε , D4− brane ε = Γ16789ε ,

D4′ − brane ε = Γ12345ε , D8− brane ε = Γ1ε ,

D0− brane ε = Γ123456789ε .

The fundamental string projection breaks the number of supersymmetries from 32 → 16, while the D4-

brane projection further breaks the number of supersymmetries to 8. Introducing the D8-branes further
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0 1 2 3 4 5 6 7 8 9

F1 X X

D4 X X X X X

D4’ X X X X X

O8/D8 X X X X X X X X X

D0 X

Table 2: Intersecting D4-branes and F1-strings, preserving half of the maximal number

of supersymmetries.

and only 8 supersymmetries remain. The D8-branes source the Roman’s mass and we

work in massive IIA supergravity. Note that we may also introduce D0-branes without

further reducing the symmetry. The bosonic symmetry in the conformal limit is given by

SO(1, 2)× SO(4)× SO(4). The corresponding superconformal group again comes in a one

parameter family, D(2, 1; γ; 1) × SO(4), where we have an extra bosonic symmetry which

is not part of the supergroup. As in M-theory, for three special values of γ, we find that

D(2, 1; γ; 1)× SO(4) is a subgroup of an extended supergroup:

D(2, 1; γ; 1)× SO(4) ⊂ F(4; 2)× SO(3) γ = −1/2,−2 ,

D(2, 1; γ; 1)× SO(4) ⊂ OSp(8|2,R) γ = 1 . (2.2)

We see a group structure analogous to the one encountered for M-theory and it is a natural

question to ask what the enhanced symmetry points correspond to.

For the special values γ = −1/2,−2, the extended symmetry F (4; 2) × SO(3) corre-

sponds to a single stack of D4-branes in addition to the D8-branes/O8-plane. The low

energy field theory consists of a 5-dimensional N = 2 gauge theory with gauge group

USp(2N), a single antisymmetric hypermultiplet and Nf fundamental hypermultiplets,

where there are 2N D4-branes and Nf D8-branes.6 It is believed that this theory is ul-

traviolet complete with a 5d N = 2 ultraviolet superconformal fixed point. Field theory

arguments for this conjecture are given in [16–18]. Dual solutions of massive IIA super-

gravity have been constructed in [19], which provide further evidence for the existence of

the ultraviolet fixed point.

We now consider what happens when we introduce the fundamental strings. Intro-

ducing the fundamental string reduces the supersymmetry by half and in the field the-

ory corresponds to introducing a half-BPS Wilson line. The superconformal symmetry is

broken to OSp(4∗|2) ⊂ F(4; 2), while the SO(3) bosonic symmetry remains unbroken,

since the Wilson line is neutral. To see this, note that a time-like Wilson line pre-

serves an SO(4) = SO(3) × SO(3) rotational symmetry and translations in time, which

in the conformal limit are enhanced to SO(1, 2). This gives a full bosonic symmetry

reduces the supersymmetries by half, so that the resulting theory preserves 4 Poincaré supersymmetries.

In the conformal limit, the total number of supersymmetries doubles.
6The antisymmetric hypermultiplet arise from D4-D4 strings stretched across the O8-plane, while the

Nf fundamental hypermultiples come from D4-D8 strings.
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SO(1, 2) × SO(4) × SO(4), which can be seen in table 2. The dual supergravity solutions

have yet to be constructed but fall within the ansatz studied in this paper.

The special value of γ = 1 corresponds to the extended symmetry OSp(8|2,R). This

symmetry arises as the superconformal symmetry associated with fundamental strings end-

ing on or intersecting the D8-branes/O8-plane. This can be seen in table 2, where the SO(8)

symmetry acts on the directions 2 through 8, while Sp(2,R) ∼ SO(1, 2) arises as the su-

perconformal group of time translations. The putative dual field theory would correspond

to a 2-dimensional boundary or defect CFT and would be the massive IIA analogue of the

M2-brane near horizon geometry. Additionally, we may include the D0-branes without loss

of symmetry. In this case, the fundamental strings can be stretched between the D8-branes

and the D0-branes.

3 D(2, 1; γ; 1) × SO(4) invariant geometries

We consider first the most general solutions of massive IIA supergravity which preserve the

symmetry D(2, 1; γ; 1)×SO(4). The bosonic subalgebra so(1, 2)×so(4)×so(4) is naturally

realized on the 10-dimensional space-time AdS2×S3×S3×Σ2, where Σ2 is a 2-dimensional

space. The metric takes the form

ds2 = f2
1ds

2
AdS2

+ f2
2ds

2
S3 + f2

3ds
2
S3 + ds2

Σ2
. (3.1)

It will be convenient to introduce the frames

em = f1ê
m m =0, 1, ei = f2ê

i i =2, 3, 4,

eĩ = f3ê
ĩ ĩ =5, 6, 7, ea a =8, 9, (3.2)

where êm are frames on the unit AdS2, êi and êĩ are frames on the two unit S3’s and ea

are frames on Σ2. The dilaton φ and the warp factors fi are restricted to be functions of

Σ2. The 4-form flux takes the form

F4 = h1e
0189 + hae

234a + gae
567a (3.3)

while the 2-form gauge potential and corresponding 3-form field strength take the form

B2 =b0ê
01 + b1e

89, H3 =dB2 = db0 ∧ ê01. (3.4)

The coefficients h1, ha, ga, b0 and b1 are all functions of Σ2. The Romans mass [36] is

denoted F0.

In order to preserve the supersymmetries, the supersymmetry variations of the

fermionic fields must vanish. From [36] we get the following BPS equations modulo some

redefinitions, spelled out in appendix A

0 =

[
(DMφ)ΓM +

5

4
F0e

5
4
φ +

1

96
e
φ
4 (FMNPQΓMNPQ)

− 3

8
F0e

3φ
4 BMNΓMNΓ11 −

1

12
e−

φ
2HMNPΓMNPΓ11

]
ε ,
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0 =

[
DM −

1

32
F0e

5
4
φΓM +

1

128

e
φ
4

2
FNPQR(ΓM

NPQR − 20

3
δM

NΓPQR)

− 1

32
F0
e

3φ
4

2
BNP (ΓM

NP − 14δM
NΓP )Γ11

+
1

48

e−
φ
2

2
HNPQ(ΓM

NPQ − 9δM
NΓPQ)Γ11

]
ε . (3.5)

Our conventions for Γ-matrices are defined in appendix B.

Since the B2 field has a mass in massive IIA supergravity, the theory is no longer

invariant under gauge transformations of B2. In [36], this fact has been used to absorb

the Ramond-Ramond 2-form, F2 into the definition of B2. In order to connect back to

the massless IIA supergravity, we make the replacement B2 → B2 − F−1
0 F2 and C3 →

C3 − (2F0)−1A1 ∧ F2 with dF2 = 0 and F2 = dA1. The theory then enjoys the symmetry

B2 → B2 + dΛ , F2 → F2 + F0 dΛ , C3 → 2Λ ∧ F2 + 2C1 ∧ dΛ + 2F0 Λ ∧ dΛ , (3.6)

where Λ is a 1-form. To obtain massless IIA supergravity, we simply take F0 = 0.

The fluxes of our ansatz have the following interpretation in terms of the brane con-

structions discussed in section 2. The ha and ga components of F4 correspond to the

D4-brane and D4’-branes of table 2. In massless type IIA theory, the fundamental string

sources the NS-NS three form H3, while the D0-branes source the Ramond-Ramond two

form F2. In massive IIA supergravity, the gauge transformation (3.6) mixes them. A related

effect occurs in the brane description. When one pulls a D0-brane through a D8-brane, a

fundamental string is created which stretches between the D8-brane and the D0-brane [37].

The D8-branes can be interpreted as a magnetic source for the scalar field strength F0.

Since we are interested in the brane configurations of section 2 and the D4 brane sources

the F4 field strength only magnetically, we set h1 to zero. Similarly, the fundamental string

sources the B2 gauge potential only electrically so we set b1 to zero.

3.1 BPS equations

Our first step is to reduce the BPS equations (3.5) to a two-dimensional system. This

is carried out as follows. First the supersymmetry parameter, ε, is decomposed using a

basis of Killing spinors for the symmetric spaces AdS2 and S3. We denote by χη1,η2,η3
a basis of Killing spinors on AdS2 × S3 × S3, where ηi = ±1. These can be explic-

itly constructed following [38] and satisfy the Killing spinor equations (C.6). The basis,

χη1,η2,η3 , is actually overcomplete so without loss of generality, we impose the conditions

χη1,η2,η3 =
(
B(1) ⊗B(2) ⊗B(3)

)
χ∗η1,η2,η3 and χη1,η2,η3 = (σ3 ⊗ I2 ⊗ I2)χ−η1,η2,η3 . Note that

these conditions are consistent with the Killing spinor equations (C.6). We then write the

10-dimensional supersymmetry parameter as

ε =
∑

η1,η2,η3

χη1,η2,η3 ⊗

[
ζη1,η3,η3 ⊗

(
1

0

)
+ ζ̂η1,η3,η3 ⊗

(
0

1

)]
, (3.7)

where the coefficients of the decomposition, ζη1,η3,η3 and ζ̂η1,η3,η3 , are collections of two-

component spinors. The type IIA reality condition ε∗ = Bε relates the coefficients ζ and

– 8 –
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ζ̂ by ζ̂∗ = iσ2ζ. The BPS equations can then be written as equations on ζ, the coeffi-

cients of the decomposition. This is carried out explicitly for the first equation of (3.5)

in appendix C. The final result is summarized in equations (C.5)–(C.11). In giving these

expressions, we have written ζ as a single 16-component spinor with the ηi-labels corre-

sponding to spin indices. We also introduced the notation τ (ijk) = σi⊗ σj ⊗ σk, where the

i-th Pauli matrix acts on the ηi index.

To simplify the problem, we first look for symmetries of the equations (C.5)–(C.11).

Both τ (030) and τ (003) commute with the BPS equations. In the special case b1 = h1 = 0,

τ (300)σ3 also commutes with the BPS equations. We are interested in the brane configura-

tions discussed in section 2 and correspondingly set b1 = h1 = 0 throughout the rest of the

paper. The reduced BPS equations for general values of b1 and h1 are given in appendix D.

As a result of the three symmetries, we can impose the following projections on ζ without

loss of generality

ζ =ν1τ
(300)σ3ζ , ζ =ν2τ

(030)ζ , ζ =ν3τ
(003)ζ , (3.8)

where the νi are each a sign choice for the projection. The last two projections simply

project onto the components of ζη1,η2,η3 with η2 = ν2 and η3 = ν3. The first projection is

solved for the case ν1 = +1 by setting ζ−+ = ζ+− = 0, where the first index corresponds

to η1 and the second to the spinor index. In this case, we may group the remaining

components into a variable ξ = (ζ++, ζ−−). In the case ν1 = −1, we have ζ++ = ζ−− = 0

and we group the remaining components into a variable ξ = (ζ−+, ζ+−).

After imposing the above projections, the BPS equation (C.5) reduces to

0 =
1

2
√

2
Dzφσ

3ξ∗ +
5

8
√

2
F0e

5φ/4iσ2ξ − 1

8
√

2
eφ/4(hzσ

2ξ∗ + gzσ
1ξ∗)

+
3

8
√

2
F0e

3φ/4 b0
f2

1

σ1ξ − 1

4
√

2
e−φ/2

Dzb0
f2

1

ξ∗ . (3.9)

The equations (C.7)–(C.9) reduce to

0 =− ν1

2f1
σ3ξ +

1

2
Dz ln f1σ

1ξ∗ − 1

32
F0e

5φ/4ξ +
3

16

eφ/4

2

(
ihzξ

∗ + gzσ
3ξ∗
)

+
7

16
F0
e3φ/4

2

b0
f2

1

σ3ξ +
3

8

e−φ/2

2

Dzb0
f2

1

iσ2ξ∗ ,

0 =− iν2

2f2
σ1ξ +

1

2
Dz ln f2σ

1ξ∗ − 1

32
F0e

5φ/4ξ +
3

16

eφ/4

2

(
gzσ

3ξ∗ − i5
3
hzξ
∗
)

− 1

16
F0
e3φ/4

2

b0
f2

1

σ3ξ − 1

8

e−φ/2

2

Dzb0
f2

1

iσ2ξ∗ ,

0 =− iν3

2f3
σ2ξ +

1

2
Dz ln f3σ

1ξ∗ − 1

32
F0e

5φ/4ξ +
3

16

eφ/4

2

(
ihzξ

∗ − 5

3
gzσ

3ξ∗
)

− 1

16
F0
e3φ/4

2

b0
f2

1

σ3ξ − 1

8

e−φ/2

2

Dzb0
f2

1

iσ2ξ∗ . (3.10)
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Note that these equations are algebraic in ξ. The remaining equations (C.10)–(C.11)

reduce to

0 =Dzξ −
1

2
Dz(ln ρ) ξ +

3

16

eφ/4

2

[
i
8

3
hzσ

1ξ + i
8

3
gzσ

2ξ

]
− 1

2

e−φ/2

2

Dzb0
f2

1

σ3ξ ,

0 =Dz̄ξ +
1

2
Dz̄(ln ρ)ξ − 1

16
F0e

5φ/4σ1ξ∗ +
3

16

eφ/4

2

[
i
2

3
hz̄σ

1ξ + i
2

3
gz̄σ

2ξ

]
+ i

1

8
F0
e3φ/4

2

b0
f2

1

σ2ξ∗ − 1

4

e−φ/2

2

Dz̄b0
f2

1

σ3ξ , (3.11)

which are differential in ξ.

We now examine the number of supersymmetries present in the system. Each χη1,η2,η3
has 8 parameters and leads to 8 supersymmetries. The projections (3.8) project onto

specific values for η2 and η3 so that η2 = ν2 and η3 = ν3, while the components with

different values of η1 are related by the constraint χη1,η2,η3 = (σ3 ⊗ I2 ⊗ I2)χ−η1,η2,η3 .

Taking the background fields fixed, we will have 8 supersymmetries for each independent

solution of ξ to the above equations. Generally we expect only one such solution. To look

for cases with enhanced supersymmetry, we first look for symmetries of the equations and

consider sending ξ → Mξ. Requiring M to commute or anti-commute with the first two

terms of (3.9) leads to the possibilities M = σ1, iσ2 and iσ3. As a result we find the

following three symmetires

ξ → σ1ξ b0 → −b0 gz → −gz ν1(3) → −ν1(3) ,

ξ → iσ2ξ b0 → −b0 hz → −hz ν1(2) → −ν1(2) ,

ξ → iσ3ξ gz → −gz hz → −hz ν2(3) → −ν2(3) . (3.12)

Note that in general these are not symmetries of the background fields, since we are required

to flip the signs of the fluxes. However, we can see that whenever two of the fluxes vanish, we

will double the number of supersymmetries. This is in agreement with the brane discussion

of section 2.

In appendix E, we carry out a further reduction of the equations. We first integrate

the equations of (3.10) which are differential in the fi. We obtain

f1 =
ν1

c1
ξ†ξ , f2 =

ν2

c2
ξ†σ2ξ , f3 =

ν3

c3
ξ†σ1ξ , (3.13)

where the νi are sign choices and the ci are constants. Using the remaining equations

of (3.10), we obtain an algebraic constraint for the ci

c1 − 2c2 + 2c3 = 0 , (3.14)

and an expression for b0

b0 =
8ξ†ξ

F0c2
1

e−3φ/4

(
1

2
c1 −

3

4
c2 +

3

4
c3 +

1

8
F0e

5φ/4ξ†σ3ξ

)
. (3.15)

We introduce the notation bz = Dzb0/f
2
1 and treat bz as an independent variable from

b0. We show that the BPS equations correctly enforce the differential relation between

them. The final summary of reduced equations is given in section 3.3. There we denote

the components of ξ by α and β.
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3.2 Equations of motion and Bianchi identities

In general the BPS equations are not sufficient to determine a valid supergravity solution.

Namely, there can be additional constraints arising from the Bianchi identities and equa-

tions of motion. With this in mind, we first look at the Bianchi identities. Since we give

an ansatz directly for B2, the Bianchi identity for H3 is automatic. The Bianchi identity

for F4 takes the form

dF4 = 0 ⇒

{
∂z
(
f3

2ρhz̄
)
− ∂z̄

(
f3

2ρhz
)

= 0 ,

∂z
(
f3

3ρgz̄
)
− ∂z̄

(
f3

3ρgz
)

= 0 .
(3.16)

We solve these equations by introducing the real functions ϕ1 and ϕ2 as ∂z̄ϕ1 = ν2f
3
2ρhz̄

and ∂z̄ϕ2 = ν3f
3
3ρgz̄. The Bianchi identities then become integrability conditions for the

fields ϕi.

Next we check that the Bianchi identities and BPS equations imply the equations of

motion. In [39], it was shown that supersymmetry, together with the Maxwell equations and

Bianchi identities imply that the dilaton equation and most of the Einstein equations are

automatically satisfied. More specifically, if we denote the Einstein equations collectively

by EMN , one finds that EMN = 0 provided E0M = 0 for M 6= 0. Since our solution has

an AdS2 isometry, we have Emn ∝ ηmn and Emi = Emĩ = Ema = 0 and the condition is

automatic. As a result, we need only to check the Maxwell equations.

The Maxwell equations are given by

0 =∇P
(
e−φHPMN

)
− F 2

0 e
3φ/2BMN − F0e

φ/4 1

2
FMNPQBPQ

+
1

242

1

2
εMNPQRSTUVWFPQRSFTUVW ,

0 =∇Q
(
eφ/2FQMNP

)
+

1

72

1

2
εMNPQRSTUVWFQRSTHUVW . (3.17)

Using our ansatz, these equations reduce to a set of three equations7

0 = Dzbz̄ +Dz̄bz −Dzφbz̄ −Dz̄φbz + ihz̄gze
φ − ihzgz̄eφ

+bzDz̄ ln
(
f3

2 f
3
3ρ
)

+ bz̄Dz ln
(
f3

2 f
3
3ρ
)
− 2F 2

0

b0
f2

1

e5φ/2 ,

0 = Dzhz̄ +Dz̄hz +
1

2
Dzφhz̄ +

1

2
Dz̄φhz + ibz̄gze

−φ/2 − ibzgz̄e−φ/2

+hzDz̄ ln
(
f2

1 f
3
3ρ
)

+ hz̄Dz ln
(
f2

1 f
3
3ρ
)
,

0 = Dzgz̄ +Dz̄gz +
1

2
Dzφgz̄ +

1

2
Dz̄φgz − ibz̄hze−φ/2 + ibzhz̄e

−φ/2

+gzDz̄ ln
(
f2

1 f
3
2ρ
)

+ gz̄Dz ln
(
f2

1 f
3
2ρ
)
. (3.18)

To check these equations, we employ the following strategy. We use the algebraic equations

to eliminate gz, b0 and bz in terms of hz, α, β and φ. The Bianchi identities, (3.16),

are then used to obtain expressions for ∂zhz̄ and its complex conjugate. Along with the

7We are using the notation bz = Dzb0/f
2
1 .
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BPS equations, (3.9) and (3.11), this allows us to eliminate all derivative terms appearing

in (3.18). The computations are straight forward but tedious and we do not present them

here. The net result, once all derivatives have been eliminated is that the Maxwell equations

are all automatically satisfied. Thus in our case, it is sufficient to keep only the BPS

equations and Bianchi identities.

3.3 Summary of equations

We give a summary of the remaining BPS equations and Bianchi identities. The constraint

for the ci and the Bianchi identities are

c1 − 2c2 + 2c3 = 0 , hz =
ν2

f3
2ρ
∂zϕ1 , gz =

ν3

f3
3ρ
∂zϕ2 . (3.19)

The metric factors are given by

f1 =
ν1

c1
(|α|2 + |β|2) , f2 =

iν2

c2
(αβ∗ − α∗β) , f3 =

ν3

c3
(αβ∗ + α∗β) . (3.20)

where α and β are spinor components. There are three equations algebraic in α and β

0 =− F0

8
e3φ/4 b0

f2
1

(
|α|2 + |β|2

)
+

1

2
c1 −

3

4
c2 +

3

4
c3 +

1

8
F0e

5φ/4
(
|α|2 − |β|2

)
,

0 =2 (c2 + c3) + eφ/4gz
(
(α∗)2 + (β∗)2

)
− ieφ/4hz

(
(α∗)2 − (β∗)2

)
,

0 =− 1

4
F0e

5φ/4
(
|α|2 − |β|2

)
+

3

4
(2c1 − 3c2 + 3c3)

− eφ/4

8

[
gz
(
(α∗)2 + (β∗)2

)
+ ihz

(
(α∗)2 − (β∗)2

)]
− e−φ/2

2
bzα
∗β∗. (3.21)

There is an equation involving the derivative of the dilaton

0 =
1

ρ
∂zφα

∗ +
5

4
F0e

5φ/4β +
i

4
eφ/4hzβ

∗ − 1

4
eφ/4gzβ

∗ +
3

4
F0e

3φ/4 b0
f2

1

β − 1

2
e−φ/2bzα

∗ .

(3.22)

Finally, there are four equations which involve derivatives of α and β

0 =
1

ρ
∂zα−

1

2

∂zρ

ρ2
α+

i

4
eφ/4hzβ +

1

4
eφ/4gzβ −

1

4
e−φ/2bzα,

0 =
1

ρ
∂zβ −

1

2

∂zρ

ρ2
β +

i

4
eφ/4hzα−

1

4
eφ/4gzα+

1

4
e−φ/2bzβ,

0 =
1

ρ
∂zα

∗ +
1

2

∂zρ

ρ2
α∗ − 1

16
F0e

5φ/4β − i

16
eφ/4hzβ

∗ +
1

16
eφ/4gzβ

∗

+
1

16
F0e

3φ/4 b0
f2

1

β − 1

8
e−φ/2bzα

∗,

0 =
1

ρ
∂zβ

∗ +
1

2

∂zρ

ρ2
β∗ − 1

16
F0e

5φ/4α− i

16
eφ/4hzα

∗ − 1

16
eφ/4gzα

∗

− 1

16
F0e

3φ/4 b0
f2

1

α+
1

8
e−φ/2bzβ

∗. (3.23)
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The quantities b0 and bz appear only algebraically and can be eliminated. The remaining

variables are then given by φ, ϕ1, ϕ2, ρ and the two spinor components α and β. In total

this gives 4 real variables and 2 complex variables. The equations possess a conformal

symmetry, with the following weighting

α, β : (
1

4
,−1

4
) ρ : (

1

2
,
1

2
) gz, hz, bz : (1, 0) b0, φ, ϕ1, ϕ2 : (0, 0) . (3.24)

We also note that the equations have a real scaling symmetry under α→ λα, β → λβ and

ci → λ2ci, where λ is an arbitrary real number. This allows us to fix one of the ci without

loss of generality, by absorbing it into the definition of α and β. There is also a symmetry

under z → −z, ci → −ci and F0 → −F0.

Next we consider the case F0 = 0. As discussed below (3.5), in order to make the limit

F0 = 0 well defined, we first make the replacement B2 → B2 − F−1
0 F2. This introduces

the closed two form F2 = b1ê
01, where b1 is a constant. Note that A1 ∧ F2 = 0 and so C3

remains unmodified. Sending B2 → B2 − F2/F0 amounts to sending b0 → b0 − b1/F0. The

massless limit is then obtained by setting F0 = 0.

4 Enhanced supersymmetry: γ = −1/2,−2 and D4-branes

We consider the case of supersymmetry enhancement which occurs by setting hz = b0 = 0.

This corresponds to the second line in (3.12) and we shall see that the supersymmetry

is enhanced to F (4; 2) × SO(3). The first line is equivalent to this case. The algebraic

equations (3.21) combine to give the constraint 5c1 − 7c2 + 8c3 = 0, which together with

c1 − 2c2 + 2c3 = 0, implies

c1 = −c2 = −2

3
c3 . (4.1)

We combine α times the first equation of (3.23) with β times the second to obtain

∂z

(
α2 + β2

ρ

)
= 0 , (4.2)

which implies the existence of a holomorphic (1,0)-form κ,

κ̄ =
ρ

α2 + β2
. (4.3)

The first and second algebraic constraints in (3.21) are solved to give φ and gz

e5φ/4 =
2(c2 + c3)

5F0

1

|α|2 − |β|2
, gz = −2(c2 + c3)e−φ/4

κ

ρ
. (4.4)

We now rewrite the four equations in (3.23) as follows. First we differentiate the

conjugate of (4.3) and use the last two equations of (3.23) to eliminate derivatives of α∗

and β∗. This leads to a differential equation for ρ

1

κ
∂z ln

ρ2

|κ|2
=
c2 + c3

20

1

|α|2 − |β|2
c3f3

ν3
. (4.5)
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Using this, as well as the equations (3.23), we find that the ∂zφ equation leads to the

constraint 5c1 − 7c2 + 8c3 = 0 and is automatically satisfied. We rewrite the first two

differential equations of (3.23) as

1

κ
∂z

(
αβ

ρ

)
= −1

2
(c2 + c3)

α2 − β2

ρ
,

1

κ
∂z

(
α2 − β2

ρ

)
= 2(c2 + c3)

αβ

ρ
. (4.6)

For the final equation we use the combination

∂z(|α|2 − |β|2) =
5

8
(c2 + c3)

c3κ

ν3
f3 . (4.7)

We now move on to solving the equations as follows. The strategy will be to introduce

h and h̃ by (c2 + c3)κ = ∂zh̃ = i∂zh, integrate the equations (4.6) and use their results to

find expression for α and β. This will introduce a new holomorphic function which we will

fix in terms of h and h̃ through equations (4.5) and (4.7). With α and β fully determined

we can then write down the full solution.

The general solution to (4.6) is given by

αβ

ρ
= −1

2
F1 sin(

h̃+ ih

2
) + F2 cos(

h̃+ ih

2
) ,

α2 − β2

ρ
= F1 cos(

h̃+ ih

2
) + 2F2 sin(

h̃+ ih

2
) , (4.8)

where F1 and F2 are functions of z̄ only. For later convenience, we redefine

F1 =
1

2

(
ω̄

κ̄
+

1

ω̄κ̄

)
, F2 =

1

4i

(
ω̄

κ̄
− 1

ω̄κ̄

)
, (4.9)

where ω and κ are arbitrary holomorphic functions. We will show below that this definition

is consistent with (4.3). It is convenient to work with the complex combinations

α+ iβ = ρ1/2
( ω̄
κ̄

)1/2

e
h−ih̃

4 , α− iβ = ρ1/2

(
1

ω̄κ̄

)1/2

e−
h−ih̃

4 . (4.10)

Multiplying these together reproduces (4.3). We are now ready to turn to the differential

equation for ρ, we will use this equation as well as ∂zω̄ = 0 to constrain the holomorphic

function ω. Using the above expressions for α and β, (4.5) becomes

1

κ
∂z ln

ρ2

|κ|2
=
i(c2 + c3)

20

ω − ω̄e−ih̃

ω + ω̄e−ih̃
. (4.11)

Differentiating this equation with respect to z̄, multiplying by κ and requiring the result

to be real leads to the condition

i
1

κ̄
∂z̄|ω|2 + i

1

κ
∂z|ω|2 = 4(c2 + c3)i∂h̃|ω| = 0 . (4.12)
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The condition ∂h̃|ω| = 0 leads through ∂zω̄ = 0 also to ∂hθω = 0, where we defined

ω = |ω|eiθω .

Next we note that the differential equation for |α|2−|β|2, (4.7), can be combined with

the ρ-equation, (4.5), to give

∂z ln

(
ρ2

|κ|2
(|α|2 − |β|2)−2/25

)
= 0 . (4.13)

This is easily integrated to give

ρ2

|κ|2
= A24/25(|α| − |β|2)2/25 = A cos1/12

(
θω +

h̃

2

)
(4.14)

where A is a real constant. Turning to the differential equation for ρ, we require (4.14) to

be a solution. Plugging in we find that θω = 1
10 h̃ and also |ω| = e−

1
10h. Note that we have

absorbed integration constants into the definitions of h and h̃.

We have now solved the system and give the final expressions for the supergravity

fields. The metric factors are given by

f1 =
ν1

c1
A1/2 cos1/24(3

5 h̃)
1

2

(
e

2
5h + e−

2
5h

)
, f3 = −ν3

c3
A1/2 cos1/24(3

5 h̃) sin(3
5 h̃),

f2 = −ν2

c2
A1/2 cos1/24(3

5 h̃)
1

2

(
e

2
5h − e−

2
5h

)
,

ρ2

|κ|2
= cos1/24(3

5 h̃).

(4.15)

The dilaton and flux are given by

e5φ/4 =
2

5

c2 + c3

F0
A−1/2 cos−25/24(3

5 h̃), ϕ2 =
5

2

A3/2

c3
3

(
2

5

c2 + c3

F0A1/2

)−1/5

cos4/3(3
5 h̃) .

(4.16)

with gz = ν3(∂zϕ2)/f3
3ρ.

This metric reproduces exactly the AdS6 solution of [20]. This can be seen by intro-

ducing the new coordinates x and y by h = 5x/2 and h̃ = 5y/3. We also introduce the

overall radius R by A1/2 = 2
5(c2 + c3)R. In these coordinates, the metric is given by

ds2 = R2 cos
1
12 y

[(
dx2 + cosh2 x ds2

AdS2
+ sinh2 x ds2

S3

)
+

4

9

(
dy2 + sin2 y ds2

S3

)]
. (4.17)

The terms in the first set of parenthesis combine into an AdS2 × S3 slicing of AdS6,

whereas the terms in the second set combine to make an S4. The dilaton and flux in these

coordinates are

eφ/4 = (RF0)−1/5 cos−5/24 y, ϕ2 =
4

9
R3(RF0)1/5 cos4/3 y. (4.18)
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4.1 The case F0 = 0

There are no solutions with F0 = 0. To see this we first take the F0 → 0 limit of the BPS

equations of section 3.3. Since we are interested in solutions with the only non-vanishing

flux given by gz, we may simply take F0 = 0. In this case, the algebraic equations (3.21)

become

0 = 2c1 − 3c2 + 3c3, (4.19)

0 = 2(c2 + c3) + eφ/4
(
(α∗)2 + (β∗)2

)
0 = 6(2c1 − 3c2 + 3c3)− eφ/4

(
(α∗)2 + (β∗)2

)
.

Along with the original constraints, we obtain a total of three constraints on the ci

c2 + c3 = 0, 2c1 − 3c2 + 3c3 = 0, c1 − 2c2 + 2c3 = 0, (4.20)

from which it follows that ci = 0.

5 Enhanced supersymmetry: γ = 1 and fundamental strings

In this section we consider the case in which supersymmetry is enhanced by setting gz =

hz = 0. This corresponds to the third line in (3.12) and we shall see that the supersymmetry

is enhanced to OSp(8|2,R).

The second equation of (3.21) yields the condition c2 = −c3, which together with the

constraint c1 − 2c2 + 2c3 = 0, implies c1 = 4c2 = −4c3. Next, we combine β times the

first equation of (3.23) with α times the second to yield the vanishing of a total derivative,

∂z ln (αβ/ρ) = 0. This implies the existence of a holomorphic (1, 0)-form κ,

κ̄ = c2
ρ

αβ
. (5.1)

The factor of c2 has been chosen for convenience. We write the remaining three independent

equations of (3.23) as

∂zb0 =2f2
1 e
φ/2∂z ln

(
α

β

)
,

∂z ln
(
α(β∗)2√ρ

)
=

1

8

(
1 +

b0
f2

1

e−φ/2
)
F0e

5φ/4 ρα

β∗
,

∂z ln
(
β(α∗)2√ρ

)
=

1

8

(
1− b0

f2
1

e−φ/2
)
F0e

5φ/4 ρβ

α∗
, (5.2)

where we have used bz = (∂zb0)/f2
1ρ. We solve these equations to give b0 and φ as functions

of the remaining variables. The remaining equation for ∂zb0 is then automatic. After

substituting in the above solutions for b0 and φ and eliminating β in terms of κ, the first

equation of (3.21) becomes

0 = |κ|2 + 2κ̄

[
|κ|2|α|4

ρ2
∂z ln

(
(α∗)2

α
ρ

3
2

)
− ρ2

|κ|2|α|4
∂z ln

(
α

κ2(α∗)2
ρ

5
2

)]
. (5.3)
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Next we take the sum of the first equation in (3.21) and third equation in (3.21) and again

eliminate b0, φ and β to obtain

0 = ∂z ln

(
α4

κ2(α∗)4

)
− 2κ . (5.4)

The final remaining equation is given by (3.22).

We integrate (5.4) as follows. We parameterize the magnitude and phase of α by the

quantities A and θ as α =
√
c2ρA

1/4eiθ/
√
κ̄. We also introduce a real harmonic function h

by i∂zh = κ. In terms of these quantities, (5.4) becomes

h = 4θ . (5.5)

With this we can write (5.3) as a differential equation for ρ in terms of A and κ

∂z ln

(
ρ2

|κ|2

)
=− 1

4

(
3A2 − 2A+ 3

1−A2

)
κ+

1

4

(
1 +A2

1−A2

)
∂z lnA . (5.6)

Using the above equation, we can eliminate ρ from the equations and cast the remaining

system as a pair of first order differential equations for φ and A. The first is obtained the last

two equations in (5.2) after eliminating b0. The second is the differential equation (3.22).

It will be slightly more convenient to introduce a new variable G for the dilaton, defined

by the equation

e
5φ
2 =

|κ|2

ρ2

AG2

F 2
0

. (5.7)

Note that G must have the same sign as the product ρF0. In terms of G and A the

remaining first order system is given by

∂z ln (G) =− 5A+ 1

1−A2
∂z ln(A)− A2 − 14A+ 1

1−A2
κ ,

κG =− 4

1−A
κ+

2

1−A
∂z ln(A) . (5.8)

Our approach will be to solve equations (5.8) to obtain expressions for A and G. We

then integrate (5.6) to obtain ρ. The metric factors, dilaton and fluxes are then determined

uniquely in terms G, A, ρ and h. The metric factors are

f2
1 =

ρ2

16|κ|2
A
(
1 +A−1

)2
, f2

2 =
4ρ2

|κ|2
sin2

(
h

2

)
, f2

3 =
4ρ2

|κ|2
cos2

(
h

2

)
, (5.9)

while the dilaton φ and flux b0 are given by

e
5φ
2 =

|κ|2

ρ2

AG2

F 2
0

, b0 =
e−

3φ
4

4F0

ρ

|κ|

(
A−1/2 +A1/2

)(
1− 1−A

4
G

)
. (5.10)

From these expressions, we can see the presence of an SO(8) symmetry as follows. By a

conformal transformation, we may pick h as a coordinate. Introducing the dual coordinate

h̃ as κ = ∂zh̃, this corresponds to the choice z = h̃ + ih with κ = 1/2. With this choice
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of coordinates, the differential equations (5.8) imply that A and G depend only on h̃.

Similarly, (5.6) implies ρ only depends on h̃. As a result, we find the metric is given by

ds2 = f2
1ds

2
AdS2

+ 4ρ2dh̃2 + 16ρ2

[
dh2

4
+ sin2

(
h

2

)
ds2

S3 + cos2

(
h

2

)
ds2

S3

]
. (5.11)

The metric in brackets is that of 7-sphere with unit radius, whose isometry group is SO(8).

As a consequence, we find that the full symmetry group is OSp(8|2,R), as advertised.

5.1 Linear dilaton

We present a simple solution to the equations (5.8) obtained by taking A constant. As-

suming A is constant leads to the condition A2 − 14A + 1 = 0. This has two solutions

A = 7± 4
√

3 with the corresponding G given by G = −2± (4/
√

3). For constant A, the ρ

equation (5.6) becomes

∂z ln

(
ρ2

|κ|2

)
= ± 5

4
√

3
κ. (5.12)

To integrate, we introduce h̃ so that κ = ∂zh̃. Integrating then gives ρ2 = L2|κ|2e±
5

4
√
3
h̃
,

where L is an integration constant.

We are still free to make conformal transformations and by a local change of coordi-

nates, we can choose z = h̃+ ih. This corresponds to using a conformal transformation to

set κ = 1/2. Finally, it will be convenient to introduce the rescaled variables x and θ for h̃

and h so that z = ±(4
√

3/5)x+ 2iθ.

The dilaton and flux are given by

e−5φ/2 =
3

4
L2F 2

0 e
x , b0 = 33/10

(
2L

F0

)2/5

e
4
5
x . (5.13)

The metric factors are given by

f2
1 = L2ex, f2

2 = 4L2 sin2(θ)ex, f2
3 = 4L2 cos2(θ)ex, (5.14)

and the metric becomes

ds2 = L2ex
(

48

25
dx2 + ds2

AdS2
+ 4 ds2

S7

)
. (5.15)

As x→∞, the geometry becomes asymptotically flat and the string coupling tends to

zero. As x→ −∞, the geometry becomes strongly curved and the string coupling becomes

large. Note that in (h̃, h)-coordinates, the two solutions are simply mirrors of each other.

5.2 General solutions

In this section, we study general solutions to the system of equations (5.8). The differential

equations have singularities at A = 0, 1,∞. We start by analyzing the solution in the

neighborhood of each of these points.
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We start by obtaining a solution to (5.8) in the large A limit. Using the second

equation of (5.8) to eliminate ∂z lnA in the first equation and then dropping terms which

are sub-leading in the large A limit, the equations reduce to

∂z ln(A) ∼ −A
2
κG+ 2κ , ∂z lnG ∼ −5

2
κG+ κ . (5.16)

The right equation can be easily integrated by again introducing h̃ as ∂zh̃ = κ, to give

G ∼ 2 C1e
h̃

1 + 5 C1eh̃
, (5.17)

where C1 is a real integration constant.

Turning now to the first equation, we first assume that G is finite in the large A limit.

In this case, we can neglect the second term on the left and side and the equation is easily

integrated to give

1

A
∼ 1

5
ln
(

1 + 5C1e
h̃
)

+ C2, (5.18)

where C2 is another real integration constant. We introduce a new coordinate λ by h̃ =

ln[
(
e5λ−5C2 − 1

)
/5C1]. Expanding around λ = 0 leads to the following asymptotic behavior

Case I : A ∼ λ−1 , G ∼ 6λ , (C2 = 0)

Case II : A ∼ λ−1 , G ∼ G0 , (C2 6= 0) (5.19)

where G0 = 2(1 − e5C2)/5. For the case C2 = 0, we find that AG is of order one and so

we must keep the second term in the first equation of (5.16), which then yields the correct

factor of 6.

By a local change of coordinates, we can again pick z = h̃+ih, corresponding to setting

κ = 1/2. Expanding the differential equation (5.6) for ρ to leading order and integrating,

we find that the metric on Σ2 has the asymptotic form

Case I : 4ρ2(dh̃2 + dh2) ∼ L2dλ
2

λ
+ L2λdh2 ,

Case II : 4ρ2(dh̃2 + dh2) ∼ L2λ
1
4

(
dh2 +

4

G2
0

dλ2

)
, (5.20)

where L is an integration constant. The warp factors behave as

Case I : f2
1 ∼

L2

16
, f2

2 ∼ 4L2λ sin2

(
h

2

)
, f2

3 ∼ 4L2λ cos2

(
h

2

)
,

Case II : f2
1 ∼

L2

16λ
3
4

, f2
2 ∼ 4L2λ

1
4 sin2

(
h

2

)
, f2

3 ∼ 4L2λ
1
4 cos2

(
h

2

)
. (5.21)

For case I, we change coordinates to h = 2θ and λ = r2 and for case II, we introduce

h = 2θ. In these coordinates, the asymptotic metrics take the form

Case I : ds2 ∼ L2

(
1

16
ds2
AdS2

+ 4dr2 + 4r2ds2
S7

)
,

Case II : ds2 ∼ L2λ
1
4

(
1

16λ
ds2
AdS2

+
4

G2
0

dλ2 + 4ds2
S7

)
. (5.22)
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The asymptotic values of the dilaton and flux are given by

Case I : e
5φ
2 ∼ 36

L2F 2
0

, b0 ∼
5

8

(
L8

63F 2
0

) 1
5

,

Case II : e
5φ
2 ∼ G2

0

L2F 2
0 λ

5
4

, b0 ∼
1

16λ

(
G2

0L
8

F 2
0

) 1
5

. (5.23)

For case I, we see that as r → 0 the geometry caps off smoothly. Furthermore, the

dilaton, φ, and flux, b0, both remain finite. For case II, the geometry is singular as λ→ 0,

while the dilaton, φ, and flux, b0, both diverge. We note that the metric is regular in string

frame, although the coupling still diverges.8

Next we examine the solution near A = 0. Assuming A ∼ 0 and eliminating G in favor

of a second order equation for A, we obtain the approximate equation 2A+ ∂hA− ∂2
hA =

0, whose general solution is given by A ∼ C3e
−h̃ + C4e

2h̃. Since we are in the A ∼ 0

approximation, this equation implies the following allowed behaviors: A ∼ e2h̃ as h̃→ −∞,

A ∼ e−h̃ as h̃→∞ or A has a first order zero in h̃. The first case is an exact solution with

G = 0. This leads to a solution with eφ = 0 and a divergent b0. The other two cases have

the following asymptotics

Case III : A ∼ λ , G ∼ −6 ,
(
A ∼ e−h̃

)
Case IV : A ∼ λ , G ∼ G0λ

−1 ,

(
A ∼ G0

2
h̃− G0

2
h̃0

)
(5.24)

where for case III, we introduced λ by h̃ = − lnλ and for case IV, G0 and h̃0 are integration

constants and we have introduced λ by λ = G0(h̃− h̃0)/2. It turns out that the asymptotic

geometry takes the same form as in the A ∼ ∞ cases. Namely case III leads to the

same asymptotics given in (5.22) and (5.23) for case I, while case IV leads to the same

asymptotics for case II.

For the special point A = 1, we find that A admits a series expansion as a polynomial

in h. G can have one of either two behaviors. Either it admits a regular series expansion,

with the value of G arbitrary at A = 1 or G has a linear divergence at A = 1 such that

Case V : A ∼ 1 , G ∼ 2

3
λ−1 , (5.25)

where λ = (h̃− h̃0) and h̃0 is the location of A = 1. For this case, we change coordinates

to h = 2θ and λ = 2r. In these coordinates, the asymptotic metrics take the form

Case V : ds2 ∼ L2r
1
12
(
ds2
AdS2

+ 16dr2 + 16ds2
S7
)
. (5.26)

The asymptotic values of the dilaton and flux are given by

Case V : e
5φ
2 ∼ 1

26L2F 2
0 r

25
12

, b0 ∼
5

4

(
63L8

F 2
0

) 1
5

r
2
3 . (5.27)

8This is easily seen by recalling that ds2string = eφ/2ds2Einstein.
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This solution is singular as r → 0. However, we observe that the singularity is of the same

type as that which occurs for the AdS6 solution given in (4.17) and (4.18). In the AdS6

case, the singularity was attributed to the presence of an O8-plane [20]. Since we observe

the same singularity structure, we interpret this solution as describing a fundamental string

ending on an O8-plane. The first type of behavior corresponds to a regular interior point

and yields the behavior given in figure 4.

The above analysis parallels nicely with the brane picture. We associate the case I

behavior with a string ending on a stack of D8-branes from the left, where we have used

κ to define the orientation. The case III behavior can be associated with a fundamental

string ending on a stack of D8-branes from the right. The case V behavior contains two

disconnected solutions. For the first, we take h > h0 with G > 0, this corresponds to

a string ending on an O8-plane from the left and for the second we take h < h0 with

G < 0, corresponding to a string ending on an O8-plane from the right. Given these

identifications, it is natural to identify the simple solution of section 5.1 with an infinite

string in the presence of a non-zero Roman’s mass. We note that each of the previous

solutions interpolates from a cap to the asymptotics of the simple solution. Since we

identify the cap (r = 0) with the presence of a D8-brane or O8-plane, the other end

(r →∞) is naturally identified with the free end of the string. The solution of 5.1 can then

be thought of as the far D8-brane limit of these solutions, i.e. a free string in the presence

of Roman’s mass.

5.3 Numerics

For each of the cases in the previous section, one can work out the series solution to any

finite order. However, we find the series expansion always breaks down for some finite

value of h̃. In order to understand the global structure of the solutions, we therefore solve

the differential equations numerically. To do so, we first find approximate series solutions

for each of the singular points, corresponding to cases I-V of the previous section. We use

these series solutions to generate initial data for A and G away from the singular points.

Finally, we use this initial data to numerically solve the pair of differential equations given

in (5.8).

For case I, the differential equations admit the series solution

A = a−1e
−h̃ + a0 + a1e

h̃ + . . . =

∞∑
n=−1

ane
nh̃ ,

G = g1e
h̃ + g2e

2h̃ + . . . =

∞∑
n=1

gne
nh̃ , (5.28)

where the coefficients ai and gi are constants and by a choice of coordinates we can set

a−1 = 1. The equations (5.8) can be written as

0 =A(1−A2)∂h̃G+G(5A+ 1)∂h̃A+A(A2 − 14A+ 1)G ,

0 =A(1−A)G+ 4A− 2∂h̃A , (5.29)
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Figure 1: Plot of A (left) and G (right) for case I. The solid line is the numerically

generated solution. The dot-dashed horizontal line is the constant solution of section 5.1.

The dashed line is the series solution (5.28) truncated at order n = 2.

where we have used ∂zh̃ = κ and dropped an overall factor of κ from the equations.

Plugging in the series expansion, one can recursively solve for all the remaining coefficients

in terms of a−1. Since the differential equations are non-linear, it is difficult to obtain a

closed form expression for the recurrence relation. However, one can explicitly solve for

the coefficients to any given order. We have used MATHEMATICA to solve for the first

fifty coefficients, with the first few given by

a−1 = 1, a0 = 15, a1 = −12, a2 = 144,

g1 = 6, g2 = −114 g3 = 2166 g4 = −41250. (5.30)

Near h̃ ∼ −3, the series expansion exhibits rapid oscillations and appears to break down.

To obtain the behavior beyond this point, we solve the equations (5.29) numerically. We

use the series expansion to generate the initial data. Starting at h̃0 = −15, we find from

the series solution that A(h̃0) = 3.27 × 106 and G(h̃0) = 1.84 × 10−6. The result of this

numerical solution is shown in figure 1. We see a nice agreement between the numerical

solution and the series solution up to h̃ ∼ −3. Beyond that we see the numerical solution

smoothly interpolates to the constant A and G solution of section 5.1. We conclude that

case I, provides a smooth, weakly curved geometry.

The remaining cases proceed in a similar manner. For case III, there is a unique

numerical solution as in case I. For case V, two numerical solutions can be generated, one

from taking data to the right of the A = 1 point and the other by taking data from the

left. The results of cases I, III and V are shown together in figure 2. In all three cases, the

solutions asymptote to the constant A and G solution of section 5.1. Note that case III is

a reflected version of case I, while the left and right solutions of case V are reflections of

each other.

For case II, there is a one parameter family of solutions, which are shown in figure 3

for positive values of G0 and in figure 4 for negative values of G0. Again, we observe that

the solution asymptotes to the constant A and G solution. Case IV is a reflected version

of case II. We note that cases II and IV are both singular and do not necessarily have a

brane interpretation.
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Figure 2: Plot of A (left) and G (right) versus h̃. The black solid (dashed) line corresponds

to case I (III) while the blue solid (dashed) line corresponds to the right (left) extension of

case V. The dot-dashed horizontal line is the constant solution of section 5.1.
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Figure 3: Plot of A (left) and G (right) versus h̃ for case II G0 = (0.1, 0.2, 0.3, 0.6, 5). The

dot-dashed horizontal line is the constant G solution of section 5.1.
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Figure 4: Plot of A (left) and G (right) versus h̃ for case II with G0 = (−0.2,−1,−2,−5).

The dot-dashed horizontal lines are the constant G solution of section 5.1.
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In all cases, we observe that the solutions asymptote to the constant A and G solution.

This is consistent with the brane interpretation of the previous section. Namely, the fact

that all the solutions asymptote to the constant A and G solution corresponds to the fact

that the fundamental strings are all semi-infinite.

5.4 Patching solutions with jumping F0

In this section, we consider D8-brane domain walls, where the value of F0 jumps across

the D8-brane. The physical fields are required to be continuous across the D8-brane [40].

In particular, the metric and gauge potentials are required to be continuous functions. We

parameterize the jump with a real parameter λ such that F−0 = λF+
0 . Where F

−(+)
0 is

the value of F0 on the left (right) side of the D8-branes. Assuming that ρ is continuous,

the expressions (5.9) for the fi are continuous if and only if A is continuous. For ρ, we

note that it is determined by the differential equation (5.6) and we may always choose the

integration constant so that ρ is continuous. The expression for the dilaton in (5.10) is

continuous if and only if we assume G jumps across the domain wall so that G− = λG+.

At first sight, it seems that B cannot be made continuous across the interface. However,

this is due to our choice of gauge for the B field. We first introduce a constant parameter b1
and make the gauge transformation given by sending B2 → B2−(b1/F0)ê01 and F2 → b1ê

01.

This amounts to introducing F2 and taking

b0 =
e−

3φ
4

4F0

ρ

|κ|

(
A−1/2 +A1/2

)(
1− 1−A

4
G

)
− b1
F0

(5.31)

Note that C3 does not transform since A1 ∧ F2 = 0. Working in the h and h̃ coordinates,

we consider inserting the D8-brane at some value of h̃, which we denote by h̃1. In order to

obtain a solution with a continuous B2 and F2 we take

b1 =
e−

3φ
4

4

ρ

|κ|

(
A−1/2 +A1/2

) ∣∣∣∣
h̃=h̃i

. (5.32)

We note that the presence of the D8-brane selects a particular gauge for B2, for which the

fields are continuous.

An example for a type II solution with G0 = 1 is show in figure 5. We have chosen

λ > 0 so that the value of F0 is the same on either side of the D8-brane. We see that the

solution always interpolates to the constant solution for any value of the jump. This just

means that we are gluing together two type II solutions. In figure 6, we consider the same

initial function but now take negative values for λ. Note that since both G and F0 are

negative after the jump, their product and more specifically, the sign of ρ, are positive. If

ρ had flipped signs across the jump, it would be discontinuous. In this case, we again find

that we are gluing together two type II solutions, now one with positive G and one with

negative G. In this case, the geometry does not approach the asymptotically flat solution

of section 5.1, but rather at each end the geometry caps off as the asymptotic type II

solution of (5.22).

In general, one could also start with the type I solution or right type V solution and

introduce a jump. We encounter similar behavior with positive values of λ yielding a
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Figure 5: Plot of A (left) and G (right) versus h̃. The black line is a type II solution

with G0 = 1. We take F0 to jump at h̃ = 0 with jump coefficient λ = (0.1, 0, 5, 5, 10). The

dot-dashed horizontal lines are the constant G solution of section 5.1.
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Figure 6: Plot of A (left) and G (right) versus h̃. The black line is a type II solution with

G0 = 1. We take F0 to jump at h̃ = 0 with jump coefficient λ = (−0.1,−0.2,−0.5,−1).

The dot-dashed horizontal lines are the constant G solution of section 5.1.

geometry which asymptotes to the constant solution and negative values of λ resulting in a

type II cap. The type III, IV and left V geometries yield reflected versions of the previous

cases.

One may wonder whether we can construct solutions which interpolate from the smooth

cap of the type I solution to the smooth cap of the type III solution or to the O8-caps of the

type V solutions. Unfortunately, this does not seem possible. One necessary requirement

to patch together two different solutions is for their A values to overlap at some point.

Examining figure 2, we observe that the type I, III and V solutions are disconnected, with

their A values never overlapping. Thus there are no solutions which yield geometries of

the form AdS2 ×M8 with M8 compact.

5.5 The case F0 = 0

It turns out there are no solutions with F0 = 0. To see this we first take the F0 → 0

limit of the BPS equations of section 3.3. As discussed at the end of the section, we send
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b0 → b0− b1/F0 and then take F0 = 0. We solve (3.21) to obtain expressions for b1 and bz:

b1 = −2e−3φ/4 f2
1

|α|2 + |β|2
(2c1 − 3c2 + 3c3) , bz =

3

2

eφ/2

α∗β∗
(2c1 − 3c2 + 3c3) , (5.33)

along with c3 = −c2. The differential equations (3.23) can be reduced as before to yield

κ̄ = ρ/αβ, bz = (2eφ/2/ρ)∂z ln (α/β) and

∂z ln
(
α(β∗)2√ρ

)
=− 1

8

b1
f2

1

e−φ/2e5φ/4 ρα

β∗
,

∂z ln
(
β(α∗)2√ρ

)
=

1

8

b1
f2

1

e−φ/2e5φ/4 ρβ

α∗
. (5.34)

We eliminate β using the definition of κ. Requiring b1 to be constant, we can obtain alge-

braic expressions for ∂zα, ∂zα
∗, ∂zρ and ∂zφ. Upon plugging these expressions into (3.22),

we obtain an algebraic equation which over constrains the system. To exhibit this explicitly,

it is convenient to pick local coordinates so that κ = κ̄ = 1/2. Then (3.22) yields

4ρ2 + |α|4 = 0 , (5.35)

which has no solutions other than ρ = α = 0.

6 Summary

We studied D(2, 1; γ; 1) × SO(4) geometries in massive IIA supergravity and reduced the

BPS-equations to a two-dimensional system. This two-dimensional system has three points

of supersymmetry enhancement. Two of these lead to the AdS6 solution of [19] which we

rederived as the only solution. The remaining point of supersymmetry enhancement leads

to novel solutions.

We found a solution describing a fundamental string in the F0 background (constant

A and G solution), a set of solutions corresponding to fundamental strings ending on D8-

branes (case I and III) and another set of novel solutions corresponding to fundamental

strings ending on an O8-plane (case V). We briefly discussed glueing solutions with different

values of F0 together using D8-brane domain walls. In all cases there seems to be no

decoupling limit, as the geometries contain asymptotically flat regions. Finally, we find

that there are no geometries of the form AdS2×M8 withM8 compact such that there are

no solutions corresponding to 1 + 0 dimensional CFTs.
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A Massive IIA supergravity

We follow the conventions of [36], with the following replacements φ → −φ/2, ξ → e−φ/4,

GMNP → HMNP /2, FMNPQ → FMNPQ/2 and m→ F0. The action is given by

SIIA =
1

2κ2

∫
d10x
√
−g
(
R− 1

2
(∂µΦ)(∂µΦ)− eΦ/2

48
FMNPQFMNPQ −

e−Φ

12
HMNPHMNP

− F 2
0

e3Φ/2

4
BMNBMN − F 2

0

e5Φ/2

2

)
+

1

4κ2

∫
d10x

(
dC3 ∧ dC3 ∧B2

+
1

3
F0 dC3 ∧B2 ∧B2 ∧B2 +

1

20
F 2

0 B2 ∧B2 ∧B2 ∧B2 ∧B2

)
.

The field strengths are related to the gauge potentials by

H3 = dB2 , F4 = dC3 +
F0

2
B2 ∧B2 , (A.1)

while F0 is step-wise constant. The field strengths satisfy the following Bianchi identities

dH3 = 0, dF4 = F0B2 ∧H3. (A.2)

In IIA supergravity, the spinor satisfies the reality condition ε∗ = Bε, with B given in (B.5).

The BPS equations in Einstein frame are given by [36]9

δλ =

[
(DMφ)ΓM +

5

4
F0e

5
4
φ +

1

96
e
φ
4 (FMNPQΓMNPQ)

− 3

8
F0e

3φ
4 BMNΓMNΓ11 −

1

12
e−

φ
2HMNPΓMNPΓ11

]
ε = 0 , (A.3)

δψM =

[
DM −

1

32
F0e

5
4
φΓM +

1

128

e
φ
4

2
FNPQR(ΓM

NPQR − 20

3
δM

NΓPQR)

− 1

32
F0
e

3φ
4

2
BNP (ΓM

NP − 14δM
NΓP )Γ11

+
1

48

e−
φ
2

2
HNPQ(ΓM

NPQ − 9δM
NΓPQ)Γ11

]
ε = 0 .

In this formulation, one cannot explicitly take the massless limit, F0 → 0. However,

the massless IIA limit can be recovered by first making the gauge transformation B2 →
B2−F−1

0 F2 with dF2 = 0 and C3 → C3− (2F0)−1A1 ∧F2. Note that F4 is invariant under

these combined transformations. One can then take F0 → 0.

Massive IIA supergravity coupled to D8-branes and O8-planes was formulated in [41].

We denote their quantities with hats. In their notation, the BPS equations are given in

9Compared to [36], we have redefined λ by a multiplicative factor of 2
√

2.
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string frame by

δλ̂ =

(
ΓM (DMφ) +

1

12
HMNPΓMNPΓ11

)
ε

+
1

4
eφ
(

5G(0) +
3

2
G

(2)
MNΓMNΓ11 +

1

24
G

(4)
MNPQΓMNPQ

)
ε ,

δψ̂M =(DM +
1

8
Γ11ĤMNPΓNP )ε

+
1

8
eφ
(
G(0)ΓM +

1

2
G

(2)
NPΓNPΓMΓ11 +

1

24
G

(4)
NPQRΓNPQRΓM

)
ε , (A.4)

where the fluxes G(2n) are given by

G(0) = F0 , G(2) = dÂ1 + F0B̂2 ,

G(4) = dĈ3 + dÂ1 ∧ B̂2 +
F0

2
B̂2 ∧ B̂2 . (A.5)

with Â1 a 1-form and Ĉ3 a 3-form and F0 is the Romans mass. To compare to (A.3),

we first go to Einstein frame, related to string frame by ds2
string = eφ/2ds2

Einstein, and

substitute in for the G(2n). We introduce F̂4 = dĈ3 + (F0/2)B̂2 ∧ B̂2. After transforming

the above equations to Einstein frame, they can be mapped to (A.3) by the following field

redefinitions10

B̂2 =−B2 −
1

F0
F̂2 ,

Ĉ3 =C3 +
1

2F0
Â1 ∧ F̂2 . (A.6)

B Gamma matrix conventions

We choose a basis for the Clifford algebra which is well-adapted to the AdS2×S3×S3×Σ2

space.

Γm = γm ⊗ I2 ⊗ I2 ⊗ I4 m = 0, 1

Γi = σ3 ⊗ γi ⊗ I2 ⊗
(
σ1 ⊗ I2

)
i = 2, 3, 4

Γĩ = σ3 ⊗ I2 ⊗ γ ĩ ⊗
(
σ2 ⊗ I2

)
ĩ = 5, 6, 7

Γa = σ3 ⊗ I2 ⊗ I2 ⊗ γa a = 8, 9 , (B.1)

where a convenient basis for the lower Clifford algebras is as follows,

iγ0 = σ1 = γ2 = γ5 γ8 = σ3 ⊗ σ1

γ1 = σ2 = γ3 = γ6 γ9 = σ3 ⊗ σ2

σ3 = γ4 = γ7 . (B.2)

10Upon going to Einstein frame, the dilaton enters into the expression for δψ̂M . To eliminate this

contribution, we introduce ψM = eφ/2ψ̂M − (ΓM/8)eφ/2λ̂ and λ = eφ/2λ̂.
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The 10-dimensional chirality matrix in this basis is given by

Γ11 = Γ0123456789 = σ3 ⊗ I2 ⊗ I2 ⊗ σ3 ⊗ σ3 . (B.3)

The complex conjugation matrices in each subspace are defined by

(γm)∗ = +B(1)γ
mB−1

(1) (B(1))
∗B(1) = +I2 B(1) = σ3

(γi)∗ = −B(2)γ
iB−1

(2) (B(2))
∗B(2) = −I2 B(2) = σ2

(γ ĩ)∗ = −B(3)γ
ĩB−1

(3) (B(3))
∗B(3) = −I2 B(3) = σ2

(γa)∗ = +B(4)γ
aB−1

(4) (B(4))
∗B(4) = +I2 B(4) = σ3 ⊗ σ1 , (B.4)

where in the last column we have also listed the form of these matrices in our particular

basis. The 10-dimensional complex conjugation matrix B is defined by (ΓM )∗ = BΓMB−1

and BB∗ = 1, and in this basis is given by

B = B(1) ⊗B(2) ⊗B(3) ⊗ σ2 ⊗ σ2 = σ3 ⊗ σ2 ⊗ σ2 ⊗ σ2 ⊗ σ2 . (B.5)

C Reduction of BPS equations to two dimensions

We introduce complex frames ez for the components along Σ2, defined so that pz = p8 −
ip9 and

paσ
a =

(
0 pz
pz̄ 0

)
. (C.1)

We begin by reducing the first BPS equation given in (3.5):

0 =
(

1
2
√

2
DMφΓM + 5

8
√

2
F0e

5φ/4 + 1
192
√

2
eφ/4FMNPQΓMNPQ

− 3
16
√

2
F0e

3φ/4BMNΓMNΓ11 − 1
24
√

2
e−φ/2HMNPΓMNPΓ11

)
ε . (C.2)

The first term is decomposed as

DMφΓM ε = DaφΓaε

= Daφ(σ3 ⊗ I2 ⊗ I2 ⊗ γa)
∑

η1,η2,η3

χη1,η2,η3 ⊗

[
ζη1,η3,η3 ⊗

(
1

0

)
+ ζ̂η1,η3,η3 ⊗

(
0

1

)]

=
∑

η1,η2,η3

χη1,η2,η3 ⊗

[
σ3ζ−η1,η3,η3 ⊗

(
Dz̄φ

0

)
+ σ3ζ̂−η1,η3,η3 ⊗

(
0

Dzφ

)]

=
∑

η1,η2,η3

χη1,η2,η3 ⊗

[
τ (100)σ3ζη1,η3,η3 ⊗

(
Dz̄φ

0

)
+ τ (100)σ3ζ̂η1,η3,η3 ⊗

(
0

Dzφ

)]
,

(C.3)

where we have written the expression so that χη1,η2,η3 is an overall coefficient. In the last

line, we have used the τ (ijk) notation introduced in section 3.1. Proceeding in a similar
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manner for each term and requiring (C.2) to hold independently for each χη1,η2,η3 yields

two equations

0 =
1

2
√

2
Dzφτ

(100)σ3ζ̂ +
5

8
√

2
F0e

5φ/4ζ +
1

8
√

2
eφ/4(ih1τ

(100)ζ + hzσ
2ζ̂ − gzσ1ζ̂)

− 3

8
√

2
F0e

3φ/4

(
b0
f2

1

σ3ζ + ib1τ
(100)σ3ζ

)
+

1

4
√

2
e−φ/2

Dzb0
f2

1

τ (100)ζ̂ ,

0 =
1

2
√

2
Dz̄φτ

(100)σ3ζ +
5

8
√

2
F0e

5φ/4ζ̂ +
1

8
√

2
eφ/4(−ih1τ

(100)ζ̂ + hz̄σ
2ζ − gz̄σ1ζ)

− 3

8
√

2
F0e

3φ/4

(
− b0
f2

1

σ3ζ̂ + ib1τ
(100)σ3ζ̂

)
− 1

4
√

2
e−φ/2

Dz̄b0
f2

1

τ (100)ζ . (C.4)

Next we use the type IIA reality condition ζ̂∗ = iσ2ζ to eliminate ζ̂ from the above two

equations. After doing so, we find that the equations are complex conjugates of each other,

thus it is sufficient to keep only one. As a result, (C.2) is equivalent to the single equation

0 =
1

2
√

2
Dzφτ

(100)σ3ζ∗ +
5

8
√

2
F0e

5φ/4iσ2ζ − 1

8
√

2
eφ/4(h1τ

(100)σ2ζ + hzσ
2ζ∗ + gzσ

1ζ∗)

+
3

8
√

2
F0e

3φ/4

(
b0
f2

1

σ1ζ + ib1τ
(100)σ1ζ

)
− 1

4
√

2
e−φ/2

Dzb0
f2

1

τ (100)ζ∗ . (C.5)

We proceed in a similar manner for the second equation of (3.5). Note in general that

this equation is differential in the spinor parameter ε. First we consider when the index M

is along the symmetric spaces. In this case, the equation reduces to an algebraic equation

in ε. This is achieved by making use of the Killing spinor equations for the χη1,η2,η3

0 =
(
êµm∇̂µ −

η1

2
γm ⊗ I2 ⊗ I2

)
χη1,η2,η3 ,

0 =
(
êµi ∇̂µ − i

η2

2
I2 ⊗ γi ⊗ I2

)
χη1,η2,η3 ,

0 =
(
êµ
ĩ
∇̂µ − i

η3

2
I2 ⊗ I2 ⊗ γĩ

)
χη1,η2,η3 , (C.6)

and noting that ζ and ζ̂ only depend on Σ2. We use the relation between ζ and ζ̂ to rewrite

the equations in terms of ζ. The result is a reduction to a system of three equations, one

for each symmetric space,

0 =− 1

2f1
τ (300)ζ +

1

2
Dz ln f1τ

(100)σ1ζ∗ − 1

32
F0e

5φ/4ζ

+
3

16

eφ/4

2

(
ihzζ

∗ + gzσ
3ζ∗ − i5

3
h1τ

(100)ζ

)
− 1

16
F0
e3φ/4

2

[
ib1σ

3τ (100)ζ − 7
b0
f2

1

σ3ζ

]
+

3

8

e−φ/2

2

Dzb0
f2

1

τ (100)iσ2ζ∗ , (C.7)

0 =− i

2f2
σ1τ

(030)ζ +
1

2
Dz ln f2τ

(100)σ1ζ∗ − 1

32
F0e

5φ/4ζ

+
3

16

eφ/4

2

(
ih1τ

(100)ζ + gzσ
3ζ∗ − i5

3
hzζ
∗
)
− 1

16
F0
e3φ/4

2

[
b0
f2

1

σ3ζ + ib1σ
3τ (100)ζ

]
− 1

8

e−φ/2

2

Dzb0
f2

1

τ (100)iσ2ζ∗ , (C.8)
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0 =− i

2f3
σ2τ

(003)ζ +
1

2
Dz ln f3τ

(100)σ1ζ∗ − 1

32
F0e

5φ/4ζ

+
3

16

eφ/4

2

(
ih1τ

(100)ζ + ihzζ
∗ − 5

3
gzσ

3ζ∗
)
− 1

16
F0
e3φ/4

2

[
b0
f2

1

σ3ζ + ib1σ
3τ (100)ζ

]
− 1

8

e−φ/2

2

Dzb0
f2

1

τ (100)iσ2ζ∗ . (C.9)

Finally, we reduce (3.5) for the components along Σ2. In this case, the equations remain

differential in ε and are given by

0 =Dzζ −
1

2
Dz(ln ρ) ζ +

3

16

eφ/4

2

[
i
8

3
hzσ

1τ (100)ζ + i
8

3
gzσ

2τ (100)ζ

]
− 1

2

e−φ/2

2

Dzb0
f2

1

σ3ζ ,

(C.10)

0 =Dz̄ζ +
1

2
Dz̄(ln ρ)ζ − 1

16
F0e

5φ/4σ1τ (100)ζ∗ +
3

16

eφ/4

2

[
i
2

3
hz̄σ

1τ (100)ζ + i
2

3
gz̄σ

2τ (100)ζ

+i
10

3
h1σ

1ζ∗
]

+
1

8
F0
e3φ/4

2

[
b0
f2

1

τ (100)iσ2ζ∗ − 7b1σ
2ζ∗
]
− 1

4

e−φ/2

2

Dz̄b0
f2

1

σ3ζ . (C.11)

D The general case

In the case when b1 or h1 no longer vanish, τ (300)σ3 no longer commutes with the BPS

equations. It is still useful to decompose the BPS equations in terms of eigenstates of

τ (300)σ3. We denote the two eigenstates by ξ±. The equations then reduce to

0 =
1

2
√

2
Dzφσ

3ξ∗± +
5

8
√

2
F0e

5φ/4iσ2ξ± −
1

8
√

2
eφ/4(hzσ

2ξ∗± + gzσ
1ξ∗±)

+
3

8
√

2
F0e

3φ/4 b0
f2

1

σ1ξ± −
1

4
√

2
e−φ/2

Dzb0
f2

1

ξ∗±

− 1

8
√

2
eφ/4h1σ

2ξ∓ +
3

8
√

2
F0e

3φ/4ib1σ
1ξ∓ . (D.1)

The gravitino equation reduces to the algebraic equations

0 =− (±1)

2f1
σ3ξ± +

1

2
Dz ln f1σ

1ξ∗± −
1

32
F0e

5φ/4ξ± +
3

16

eφ/4

2

(
ihzξ

∗
± + gzσ

3ξ∗±
)

+
7

16
F0
e3φ/4

2

b0
f2

1

σ3ξ± +
3

8

e−φ/2

2

Dzb0
f2

1

iσ2ξ∗± −
5

16

eφ/4

2
ih1ξ∓ −

1

16
F0
e3φ/4

2
ib1σ

3ξ∓ ,

0 =− iν2

2f2
σ1ξ± +

1

2
Dz ln f2σ

1ξ∗± −
1

32
F0e

5φ/4ξ± +
3

16

eφ/4

2

(
gzσ

3ξ∗± − i
5

3
hzξ
∗
±

)
− 1

16
F0
e3φ/4

2

b0
f2

1

σ3ξ± −
1

8

e−φ/2

2

Dzb0
f2

1

iσ2ξ∗± +
3

16

eφ/4

2
ih1ξ∓ −

1

16
F0
e3φ/4

2
ib1σ

3ξ∓ ,

0 =− iν3

2f3
σ2ξ± +

1

2
Dz ln f3σ

1ξ∗± −
1

32
F0e

5φ/4ξ± +
3

16

eφ/4

2

(
ihzξ

∗
± −

5

3
gzσ

3ξ∗±

)
− 1

16
F0
e3φ/4

2

b0
f2

1

σ3ξ± −
1

8

e−φ/2

2

Dzb0
f2

1

iσ2ξ∗± +
3

16

eφ/4

2
ih1ξ∓ −

1

16
F0
e3φ/4

2
ib1σ

3ξ∓ ,

(D.2)
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and the differential equations

0 =Dzξ± −
1

2
Dz(ln ρ) ξ± +

3

16

eφ/4

2

[
i
8

3
hzσ

1ξ± + i
8

3
gzσ

2ξ±

]
− 1

2

e−φ/2

2

Dzb0
f2

1

σ3ξ± ,

0 =Dz̄ξ± +
1

2
Dz̄(ln ρ)ξ± −

1

16
F0e

5φ/4σ1ξ∗± +
3

16

eφ/4

2

[
i
2

3
hz̄σ

1ξ± + i
2

3
gz̄σ

2ξ±

]
+ i

1

8
F0
e3φ/4

2

b0
f2

1

σ2ξ∗± −
1

4

e−φ/2

2

Dz̄b0
f2

1

σ3ξ±

+
5

8

eφ/4

2
ih1σ

1ξ∗∓ −
7

8
F0
e3φ/4

2
b1σ

2ξ∗∓ . (D.3)

E Decoupling the BPS equations

In this appendix we further reduce the BPS equations (3.9), (3.10) and (3.11). We obtain

algebraic expressions for the metric factors fi. We obtain an algebraic expression for b0
and show that no further constraints arise from differentiating this expression. This allows

us to treat b0 and Dzb0 as independent variables, since the BPS equations will enforce

the differential relation among them. We find it convenient to introduce the notation

bz = Dzb0/f
2
1 and treat b0 and bz as independent. Finally we derive an algebraic constraint

relating the ci. The net result is the reduction of (3.9) and (3.10) to the expressions for

the metric factors (E.3), the four algebraic equations (E.5), (E.8), (E.10) and (E.11) and

a differential equation for the dilaton.

To solve for the metric factors, we first use (3.11) to compute the following derivatives

of spinor bilinears

Dz(ξ
†ξ) =

1

16
F0e

5φ/4ξtσ1ξ − 3

8

eφ/4

2

[
ihzξ

†σ1ξ + igzξ
†σ2ξ

]
+

3

4

e−φ/2

2

Dzb0
f2

1

ξ†σ3ξ ,

Dz(ξ
†σ2ξ) =

i

16
F0e

5φ/4ξtσ3ξ − 3

8

eφ/4

2

[
5

3
hzξ
†σ3ξ + igzξ

†ξ

]
+
i

8
F0
e3φ/4

2

b0
f2

1

ξtξ +
i

4

e−φ/2

2

Dzb0
f2

1

ξ†σ1ξ ,

Dz(ξ
†σ1ξ) =

1

16
F0e

5φ/4ξtξ − 3

8

eφ/4

2

[
ihzξ

†ξ − 5

3
gzξ
†σ3ξ

]
+

1

8
F0
e3φ/4

2

b0
f2

1

ξtσ3ξ

− i

4

e−φ/2

2

Dzb0
f2

1

ξ†σ2ξ . (E.1)

To obtain equations involving only the metric factors, we multiply the three equations

given in (3.10) respectively by ξtσ1, −iξtσ3 and ξt. Combining the resulting equations

with the above equations yields

Dz(ξ
†ξ) =Dz(ln f1)ξtξ∗ ,

Dz(ξ
†σ2ξ) =Dz(ln f2)ξ†σ2ξ ,

Dz(ξ
†σ1ξ) =Dz(ln f3)ξ†σ1ξ . (E.2)
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These equations are integrated to give

f1 =
ν1

c1
ξ†ξ , f2 =

ν2

c2
ξ†σ2ξ , f3 =

ν3

c3
ξ†σ1ξ , (E.3)

where the ci are real constants. The factors of νi have been introduced for convenience.

We now move on to solving algebraically for b0. We start by combining the first

equation of (3.10) with three-halves of the second and third equations. Multiplying the

resulting equation by ξ†σ3 gives

0 = − ν1

2f1
ξ†ξ +

3

2

ν2

2f2
ξ†σ2ξ − 3

2

ν3

2f3
ξ†σ1ξ − 1

8
F0e

5φ/4ξ†σ3ξ +
1

4
F0
e3φ/4

2

b0
f2

1

ξ†ξ . (E.4)

Using the above expressions for the metric factors, we solve this equation for b0

b0 =
8ξ†ξ

F0c2
1

e−3φ/4

(
1

2
c1 −

3

4
c2 +

3

4
c3 +

1

8
F0e

5φ/4ξ†σ3ξ

)
. (E.5)

Next we show that the derivative of b0 is automatically reproduced by the BPS equa-

tions. To do so, we first differentiate the above expression

Dzb0 =
8

F0c2
1

Dz

(
ξ†ξe−3φ/4

)(1

2
c1 −

3

4
c2 +

3

4
c3 +

1

8
F0e

5φ/4ξ†σ3ξ

)
+
ξ†ξ

c2
1

e−3φ/4Dz

(
e5φ/4ξ†σ3ξ

)
. (E.6)

Next we show that the BPS equations imply this equation is automatic. We first use (3.9)

and (3.11) to compute

Dz

(
e5φ/4ξ†σ3ξ

)
=e3φ/4Dzb0

f2
1

ξ†ξ − F0e
2φ b0
f2

1

ξtσ1ξ ,

Dz(ξ
†ξe−3φ/4) =F0e

φ/2ξtσ1ξ . (E.7)

Using these expressions to eliminate Dz

(
e5φ/4ξ†σ3ξ

)
and Dz(ξ

†ξe−3φ/4), as well as the first

equation of (E.1) and the expression (E.5) for b0, we find that (E.6) is automatic. As a

result, we may introduce bz as bz = Dzb0/f
2
1 and treat bz and b0 as independent variables.

The BPS equations will correctly enforce the relation between the two variables.

In total the system of equations (3.9) and (3.10) provides 7 algebraic equations and one

equation differential in φ. Three of these equations are used to solve for the metric factors

and a fourth equation gives b0. We exhibit the remaining three equations as follows. We

first obtain a simple equation relating gz and hz. To do so, we first take the difference of

the second and third equations appearing in (3.10) and multiply the resulting expression

by ξ†σ3 to obtain

0 = 2 (c2 + c3) + eφ/4gzξ
†ξ∗ − ieφ/4hzξ†σ3ξ∗ . (E.8)

Next, we use the BPS equations to obtain an algebraic constraint amongst the ci. To

do so, we multiply the first equation of (3.10) by ξ†σ3 and use (E.5) to eliminate b0

0 =− 1

2
c1 +

3

16
F0e

5φ/4ξ†σ3ξ +
3

32
eφ/4

(
gzξ
†ξ∗ + ihzξ

†σ3ξ∗
)

+
7

16
(2c1 − 3c2 + 3c3) +

3

16
e−φ/2bzξ

†σ1ξ∗ . (E.9)
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Taking (3.9), multiplying by ξ†σ1 and using (E.5) to eliminate b0 gives

0 =− 1

4
F0e

5φ/4ξ†σ3ξ +
3

4
(2c1 − 3c2 + 3c3)− eφ/4

8

(
gzξ
†ξ∗ + ihzξ

†σ3ξ∗
)

− e−φ/2

4
bzξ
†σ1ξ∗ . (E.10)

Adding 4/3 of the first equation to the second equation then gives

c1 − 2c2 + 2c3 = 0 . (E.11)

Finally, we take (E.10) for the last algebraic equation. This constraint is similar to the one

encountered in [26] for M-theory, where the values of ci controlled the D(2, 1; γ; 1) group

parameter γ.
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