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#### Abstract
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## 1 Introduction

In 1920, Hardy [1] stated (without proof) the following inequality:

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{1}{x} \int_{0}^{x} f(t) d t\right)^{p} d x \leq\left(\frac{p}{p-1}\right)^{p} \int_{0}^{\infty} f^{p}(x) d x, \quad p>1, \tag{1.1}
\end{equation*}
$$

where $f$ is a non-negative measurable function. This result was finally proved by Hardy [2] (see also Hardy [3]) in 1925.

In 1928, Hardy [4] obtained and proved the following generalization of inequality (1.1):

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{1}{x} \int_{0}^{x} f(t) d t\right)^{p} x^{\alpha} d x \leq\left(\frac{p}{p-1-\alpha}\right)^{p} \int_{0}^{\infty} f^{p}(x) x^{\alpha} d x \tag{1.2}
\end{equation*}
$$

which holds for all measurable and non-negative functions $f$ on $(0, \infty)$ whenever $\alpha<p-1$, $p \geq 1$.

In 1965, Godunova [5] discovered that inequality (1.1) can be proved via convexity argument, but this result was not well known in western literature. The use of convexity argument to prove Hardy-type inequalities was independently rediscovered by Imoru [6] and Kaijser et al. [7] in 1977 and 2002, respectively. After that a great number of papers based on this idea have been presented and applied (see [8-10]).

In a recent paper, Persson and Samko [11] used the convexity argument to prove that inequality (1.1) is equivalent to the following inequality:

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{1}{x} \int_{0}^{x} f(t) d t\right)^{p} \frac{d x}{x} \leq \int_{0}^{\infty} f^{p}(x) \frac{d x}{x} \tag{1.3}
\end{equation*}
$$

via the substitution $f(x)=g\left(x^{1-1 / p}\right) x^{-1 / p}$. In the same paper [11] it was also shown that inequality (1.2) is equivalent to inequality (1.3) via the substitution $f(t)=g\left(t^{(p-1-\alpha) / p}\right) t^{-(1+1 / p)}$. It thus follows that Hardy?s initial generalization (1.2) is not actually a generalization. Furthermore, in the same paper, sufficient conditions for a variant of inequality (1.3) to hold were given, namely the following inequality:

$$
\begin{equation*}
\int_{0}^{l}\left(\frac{1}{x} \int_{0}^{x} f(t) d t\right)^{p} \frac{d x}{x} \leq \int_{0}^{l} f^{p}(x)\left(1-\frac{x}{l}\right) \frac{d x}{x} \tag{1.4}
\end{equation*}
$$

for $p<0$ or $p \geq 1$. The authors established the equivalence theorem for the onedimensional Hardy-type inequalities. In particular, it was shown that inequality (1.4) is equivalent to the following variant of (1.2):

$$
\begin{equation*}
\int_{0}^{l}\left(\frac{1}{x} \int_{0}^{x} f(t) d t\right)^{p} x^{\alpha} d x \leq\left(\frac{p}{p-1-\alpha}\right)^{p} \int_{0}^{l} f^{p}(x) x^{\alpha}\left[1-\left(\frac{x}{l}\right)^{\frac{p-\alpha-1}{p}}\right] d x \tag{1.5}
\end{equation*}
$$

for $p \leq 1, \alpha<p-1$ or $p<0, \alpha>p-1$ and $0 \leq l \leq \infty$.
A multidimensional version of this equivalence theorem concerning Hardy-type inequalities was proved by Oguntuase et al. [12]. For the development of the use of convexity argument in obtaining Hardy-type inequalities, we refer interested readers to the review article by Oguntuase and Persson [9] and the references cited therein. In a recent paper, Oguntuase et al. [13] stated and proved multidimensional Hardy-type inequalities with ?broken? exponent. In particular, the following result was established.

Theorem 1.1 Let $b>0,0<l \leq \infty$ and

$$
p(x)=\left\{\begin{array}{ll}
p_{0}, & 0 \leq x \leq b, \\
p_{1}, & x>b,
\end{array} \quad \beta(x)= \begin{cases}\beta_{0}, & 0 \leq x \leq b, \\
\beta_{1}, & x>b,\end{cases}\right.
$$

where $p_{0}, p_{1}, \beta_{0}, \beta_{1} \in \mathfrak{R} \backslash\{0\}$. Iff is non-negative and measurable and $\beta(x)>0$, then

$$
\begin{equation*}
\int_{0}^{l}\left(\frac{1}{x} \int_{0}^{x} f(t) d t\right)^{p(x)} x^{-\beta(x)} d x \leq \int_{0}^{l} \frac{1}{\beta(x)} f(x)^{p(x)} x^{-\beta(x)}\left(1-\left(\frac{x}{l}\right)^{\beta(x)}\right) d x+I_{0} \tag{1.6}
\end{equation*}
$$

where $I_{0}=0$, if $l \leq b$ (so that $\beta(x)=\beta_{0}$ and $p(x)=p_{0}$ ) and

$$
I_{0}=\frac{1}{\beta_{1}}\left(b^{-\beta_{1}}-l^{-\beta_{1}}\right) \int_{0}^{b} f(x)^{p_{1}} d x-\frac{1}{\beta_{0}}\left(b^{-\beta_{0}}-l^{-\beta_{0}}\right) \int_{0}^{b} f(x)^{p_{0}} d x
$$

if $l>b$. If $0<p(x) \leq 1$, then (1.6) holds in the reversed direction (for the case $l=\infty, 1-$ $\left(\frac{x}{l}\right)^{\beta(x)} \equiv 1$ and $\left.l^{-\beta_{0}}=l^{-\beta_{1}} \equiv 0\right)$.

Remark 1.2 Observe that under suitable substitutions, all the variants (1.1)-(1.5) can be recovered from (1.6). Thus (1.6) is more general than all the other inequalities above.

In 2005, Řehák [14, Lemma 1.1] proved that if $\mathbb{T}$ is any arbitrary time scale that is unbounded above and containing $a$ and $\alpha>1$, then the following estimates hold:

$$
\begin{equation*}
\int_{a}^{\infty} \frac{\Delta s}{(\sigma(s))^{\alpha}} \leq \int_{a}^{\infty} \frac{d s}{s^{\alpha}} \leq \int_{a}^{\infty} \frac{\Delta s}{s^{\alpha}} \tag{1.7}
\end{equation*}
$$

Řehák used inequality (1.7) to establish the time scale version of the Hardy inequality as follows.

Theorem 1.3 If $a>0, p>1$, and $f$ is a non-negative function such that the delta integral $\int_{a}^{\infty}(f(s))^{p} \Delta s$ exists as a finite number, then

$$
\begin{equation*}
\int_{a}^{\infty}\left(\frac{1}{\sigma(x)-a} \int_{a}^{\sigma(x)} f(t) \Delta t\right)^{p}<\left(\frac{p}{p-1}\right)^{p} \int_{a}^{\infty} f^{p}(x) \Delta x \tag{1.8}
\end{equation*}
$$

The above result by Řehák [14] signaled the beginning of research on the time scale Hardy inequality. Since the publication of Řehák?s result on the time scale Hardy inequality, other researchers (see, for instance, [15-19] and the references cited therein) have obtained its generalization both in the one-dimensional and multidimensional settings.

The aim of this paper is to obtain one-dimensional Hardy-type inequalities on a time scale with ? broken? exponent. It is a great interest of this subject (seee.g., papers [20-24] where a lot of interesting facts complementing this paper can be found).
Before we present our results, let us recall some essentials about time scales. In 1988, Hilger introduced the calculus on time scales which unifies continuous and discrete analysis. A time scale $\mathbb{T}$ is an arbitrary nonempty closed subset of the real numbers $\mathfrak{R}$. The two most popular examples are $\mathbb{T}=\mathfrak{R}$ and $\mathbb{T}=\mathbb{Z}$. We define the forward jump operator $\sigma$ by $\sigma(t):=\inf \{s \in \mathbb{T}: s>t\}$ and the graininess $\mu$ of the time scale $\mathbb{T}$ by $\mu(t):=\sigma(t)-t$. A point $t \in \mathbb{T}$ is said to be right-dense and right-scattered if $\sigma(t)=t, \sigma(t)>t$, respectively. We define $f^{\sigma}:=f \circ \sigma$. For a function $f: \mathbb{T} \rightarrow \Re$, the delta derivative is defined by

$$
f^{\Delta}(t):=\lim _{s \rightarrow t, \sigma(s) \neq t} \frac{f^{\sigma}(s)-f(t)}{\sigma(s)-t}
$$

A function $f: \mathbb{T} \rightarrow R$ is called rd-continuous provided it is continuous at all right-dense points in $\mathbb{T}$ and its left-sided limits exist (finite) at all left-dense points in $\mathbb{T}$. Note that we have

$$
\begin{aligned}
& \sigma(t)=t, \quad \mu(t)=0, \quad f^{\Delta}=f^{\prime}, \quad \int_{a}^{b} f(t) \Delta t=\int_{a}^{b} f(t) d t, \quad \text { when } \mathbb{T}=R, \\
& \sigma(t)=t+1, \quad \mu(t)=1, \quad f^{\Delta}=\Delta f, \quad \int_{a}^{b} f(t) \Delta t=\sum_{t=a}^{b-1} f(t), \quad \text { when } \mathbb{T}=\mathbb{Z} .
\end{aligned}
$$

For more understanding of the theory of time scales, we refer the interested reader to [25, 26].

We recall the following definition of the well-known binomial theorem.
Definition 1.4 ([25, Definition 1.51]) (Binomial theorem) If $\alpha, x \in \mathfrak{R}$, the expansion of $(1+x)^{\alpha}$ defined by

$$
\begin{align*}
(1+x)^{\alpha} & =1+\alpha x+\frac{\alpha(\alpha-1) x^{2}}{2!}+\cdots+\frac{\alpha(\alpha-1) \cdots(\alpha-\beta+1) x^{\beta}}{\beta!}+\cdots \\
& =\sum_{\beta=0}^{\infty} \frac{(\alpha)^{(\beta)}}{\Gamma(\beta+1)} x^{\beta} \tag{1.9}
\end{align*}
$$

is known as the binomial theorem.

Definition 1.5 ([27, Definition 2.1]) A function $\phi:[0, \infty) \rightarrow \mathfrak{R}$ is called superquadratic provided that for all $x \geq 0$ there exists a constant $C_{x} \in \mathfrak{R}$ such that

$$
\phi(y)-\phi(x)-\phi(|y-x|) \geq C_{x}(y-x)
$$

for all $\mathrm{y} \geq 0$.
We say that $\phi$ is subquadratic if $-\phi$ is superquadratic.

## 2 Time scale Hardy-type inequalities with ?broken? exponentp via convexity

Before we state our results in this section, we shall need the following lemmas.

Lemma 2.1 ([28, Theorem 1.1]) (Fubini?s theorem on time scales) Let $\left(\Omega, \mathcal{M}, \mu_{\Delta}\right)$ and $\left(\Lambda, \mathcal{L}, \lambda_{\Delta}\right)$ be two finite dimensional time scale measure spaces. If $f: \Omega \times \Lambda \rightarrow \Re$ is a $\mu_{\Delta} \times \lambda_{\Delta}$-integrable function and the function $\phi(y):=\int_{\Omega} f(x, y) \Delta x$ for a.e. $y \in \Lambda$ and $\varphi(x)=\int_{\lambda} f(x, y) \Delta y$ for a.e. $x \in \Omega$, then $\phi$ is $\lambda_{\Delta}$-integrable on $\Lambda, \varphi$ is $\mu_{\Delta}$-integrable on $\Omega$ and

$$
\begin{equation*}
\int_{\Omega} \Delta x \int_{\Lambda} f(x, y) \Delta y=\int_{\Lambda} \Delta y \int_{\Omega} f(x, y) \Delta x . \tag{2.1}
\end{equation*}
$$

Lemma 2.2 ([25, Theorem 6.17]) Let $a, b \in \mathbb{T}$ and $c, d \in \mathfrak{R}$. Suppose that $f:[a, b]_{\mathbb{T}^{k}} \rightarrow$ $(c, d)$ is $r d$-continuous and $\phi:(c, d) \rightarrow \mathfrak{R}$ is convex. Then

$$
\begin{equation*}
\phi\left(\frac{1}{b-a} \int_{a}^{b} f(t) \Delta t\right) \leq \frac{1}{b-a} \int_{a}^{b} \phi(f(t)) \Delta t \tag{2.2}
\end{equation*}
$$

First, we give the following proposition which is an adaptation of Lemma 1.1 in [14].

Proposition 2.3 Let $\alpha>1$ and $\mathbb{T}$ be any arbitrary time scale that is unbounded above. Let $a, l \in \mathbb{T}$ be such that $0<a<l \leq \infty$. Then the following estimates hold:

$$
\begin{equation*}
\int_{a}^{l}(\sigma(s))^{-\alpha} \Delta s \leq \int_{a}^{l} \frac{d s}{s^{\alpha}} \leq \int_{a}^{l} \frac{\Delta s}{s^{\alpha}} . \tag{2.3}
\end{equation*}
$$

Proof Suppose $l<\infty$ and denote $[a, l]_{\mathbb{T}}:=\{t \in \mathbb{T}: a \leq t \leq l\}$. We prove only that $I \leq I^{*}$, where

$$
I=\int_{a}^{b}(\sigma(s))^{-\alpha} \Delta s
$$

and

$$
I^{*}=\int_{a}^{l} \frac{d s}{s^{\alpha}},
$$

since the other inequality can be proven analogously. Suppose by contradiction that there exists a time scale $\mathbb{T}^{*}$ such that $a, l \in \mathbb{T}^{*}$ and $I>I^{*}$, where $I^{*}$ is taken over $[a, l]_{\mathbb{T}^{*}}$. This implies that there exists $\epsilon>0$ such that $I-\epsilon>I^{*}$.

On the other hand, by virtue of the definition of the delta Riemann integrability, there exists a time scale $\mathbb{T}_{D}$ containing $a$ and satisfying

$$
\mathbb{T}_{D}=\left\{t_{k}: 0 \leq k \leq n\right\} \quad \text { with } 0<a=t_{0}<t_{1}<t_{2}<\cdots<t_{n}=l
$$

such that $\left|I^{*}-I_{D}\right|<\epsilon / 2$, where

$$
\mathbb{I}_{D}:=\mathbb{T}_{D} \int_{a}^{l}(\sigma(s))^{-\alpha} \Delta s
$$

Here, the delta integral is taken over $[a, l]_{\mathbb{T}_{D}}$. Thus we get

$$
I^{*}+\epsilon \leq I_{D}<I^{*}+\epsilon / 2,
$$

a contradiction.
For the case $l=\infty$, the proof is given in [14].

Our first result in this section reads as follows.

Theorem 2.4 Let $\beta>0$ and $\mathbb{T}$ be any arbitrary time scale. Iff $: \mathbb{T} \rightarrow \mathfrak{R}$ is differentiable, then the following inequality

$$
\begin{equation*}
\int_{b}^{t}(s-a)^{\beta-1}\left[1+\sum_{k=1}^{n_{\beta}+1} \frac{(\beta-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(s)}{s-a}\right)^{k}\right] \Delta s \leq \frac{1}{\beta}\left[(t-a)^{\beta}-(b-a)^{\beta}\right] \tag{2.4}
\end{equation*}
$$

holds for any $a, b, t \in \mathbb{T}^{k}$ such that $0 \leq a<b \leq t$, where

$$
\begin{equation*}
n_{\beta}:=\inf \{n \in\{\mathbb{N} \cup\{0\}\}: \beta-n \geq 0\} . \tag{2.5}
\end{equation*}
$$

Proof Let $f: \mathbb{T} \rightarrow \mathfrak{R}$ be a function defined by

$$
f(t):=\frac{1}{\beta}\left[(t-a)^{\beta}-(b-a)^{\beta}\right] \quad \forall t \in \mathbb{T} .
$$

By Definition 1.4 and equation (2.5) we have that

$$
\begin{aligned}
f^{\Delta}(t)= & \frac{(t-a)^{\beta}}{\beta \mu(t)}\left[\left(1+\frac{\beta \mu(t)}{(t-a)}+\frac{\beta(\beta-1)}{2!}\left(\frac{\mu(t)}{t-a}\right)^{2}+\cdots\right)-1\right] \\
= & (t-a)^{\beta-1}\left[1+\frac{(\beta-1)}{2!}\left(\frac{\mu(t)}{t-a}\right)+\frac{(\beta-1)(\beta-2)}{3!}\left(\frac{\mu(t)}{t-a}\right)^{2}+\cdots\right] \\
= & (t-a)^{\beta-1}\left[1+\sum_{k=1}^{n_{\beta}-1} \frac{(\beta-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(t)}{t-a}\right)^{k}\right] \\
& +O\left(\frac{(\beta-1)(\beta-2) \cdots\left(\beta-n_{\beta}\right)}{\Gamma\left(n_{\beta}+2\right)}\left(\mu^{n_{\beta}}(t)(t-a)^{\beta-\left(n_{\beta}+1\right)}\right)\right) \\
\geq & (t-a)^{\beta-1}\left[1+\sum_{k=1}^{n_{\beta}-1} \frac{(\beta-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(t)}{t-a}\right)^{k}\right]
\end{aligned}
$$

Integrating, we get that

$$
\int_{b}^{t}(s-a)^{\beta-1}\left[1+\sum_{k=1}^{n_{\beta}-1} \frac{(\beta-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(s)}{s-a}\right)^{k}\right] \Delta s \leq \frac{1}{\beta}\left[(t-a)^{\beta}-(b-a)^{\beta}\right] .
$$

Remark 2.5 We observed that the chain rule can be applied to simplify the proof of Theorem 2.4. The techniques for doing this can be found in the papers [20-24] and the details are left to interested readers. Also, a discrete version of Theorem 2.4 can easily be obtained, and interested readers can fill this gap since this is not the main focus of this paper.

Theorem 2.6 Let $b>0, \beta(x)>0,0<l \leq \infty$, and

$$
p(x)=\left\{\begin{array}{ll}
p_{0}, & 0 \leq x \leq b,  \tag{2.6}\\
p_{1}, & x>b,
\end{array} \quad \beta(x)= \begin{cases}\beta_{0}, & 0 \leq x \leq b, \\
\beta_{1}, & x>b,\end{cases}\right.
$$

where $p_{0}, p_{1}, \beta_{0}, \beta_{1} \in \mathfrak{R} \backslash\{0\}$.Iff $: \mathbb{T} \rightarrow \mathfrak{R}$ is non-negative $\Delta$-integrable and $f \in C_{r d}([a, b], \mathfrak{R})$ for which

$$
\int_{a}^{l} \frac{f(x)^{p(x)}}{\beta(x)}\left[1-\left(\frac{y-a}{l-a}\right)^{\beta(x)}\right](y-a)^{-\beta(x)} \Delta x<\infty,
$$

then

$$
\begin{align*}
& \int_{a}^{l}\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(y) \Delta(y)\right)^{p(x)}(\sigma(x)-a)^{-\beta(x)} \Delta(x) \\
& \quad \leq \int_{a}^{l} \frac{f(x)^{p(x)}}{\beta(x)}\left[1-\left(\frac{x-a}{l-a}\right)^{\beta(x)}\right](x-a)^{-\beta(x)} \Delta(x)+I_{0} \tag{2.7}
\end{align*}
$$

where $I_{0}=0$ if $l \leq b$ (so that $\beta(x)=\beta_{0}$ and $p(x)=p_{0}$ ) and

$$
I_{0}=\frac{1}{\beta_{1}}\left[(b-a)^{-\beta_{1}}-(l-a)^{-\beta_{1}}\right] \int_{a}^{b} f(x)^{p_{1}} \Delta x-\frac{1}{\beta_{0}}\left[(b-a)^{-\beta_{0}}-(l-a)^{-\beta_{0}}\right] \int_{a}^{b} f(x)^{p_{0}} \Delta x .
$$

Moreover, assume that $p_{0} \geq 1, p_{1} \geq 1$ or $p_{0} \geq 1, p_{1}<0$ or $p_{0}<0, p_{1} \geq 1$ or $p_{0}<0, p_{1}<0$ (for the case with negative parameters, we assume that the function $f$ is strictly positive on the corresponding interval).

If $0<p(x) \leq 1$, then (2.7) holds in the reverse direction.

Proof Let $l \leq b$. Applying Jensen?s inequality Q.2), Fubini?s Theorem 2.1 and Proposition 2.3, we obtain that

$$
\begin{aligned}
& \int_{a}^{l}\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(y) \Delta y\right)^{p(x)}(\sigma(x)-a)^{-\beta(x)} \Delta x \\
& \quad \leq \int_{a}^{l}\left[\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(y)^{p_{0}} \Delta y\right](\sigma(x)-a)^{-\beta_{0}} \Delta x \\
& \quad \leq \int_{a}^{l} \frac{f(y)^{p(y)}}{\beta(y)}(y-a)^{-\beta(y)}\left[1-\left(\frac{(y-a)}{(l-a)}\right)^{\beta(y)}\right] \Delta y .
\end{aligned}
$$

Next, for the case $b<l$, by applying Jensen?s inequality (2.2), Fubini?s Theorem2.1, Propositions 2.3 and 2.6, we find that

$$
\begin{aligned}
\int_{a}^{l}( & \left.\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(y) \Delta y\right)^{p(x)}(\sigma(x)-a)^{-\beta(x)} \Delta x \\
= & \int_{a}^{b}\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(y) \Delta y\right)^{p_{0}}(\sigma(x)-a)^{-\beta_{0}} \Delta x \\
& +\int_{b}^{l}\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{b} f(y) \Delta y\right)^{p_{1}}(\sigma(x)-a)^{-\beta_{1}} \Delta x \\
& +\int_{b}^{l}\left(\frac{1}{(\sigma(x)-a)} \int_{b}^{\sigma(x)} f(y) \Delta y\right)^{p_{1}}(\sigma(x)-a)^{-\beta_{1}} \Delta x \\
\leq & \int_{a}^{b} \frac{f(y)^{p_{0}}}{\beta_{0}}(y-a)^{-\beta_{0}}\left(1-\left(\frac{y-a}{l-a}\right)^{\beta_{0}}\right) \Delta y \\
& +\int_{b}^{l} \frac{f(y)^{p_{1}}}{\beta_{1}}(y-a)^{-\beta_{1}}\left(1-\left(\frac{y-a}{y-a}\right)^{\beta_{1}}\right) \\
& +\int_{a}^{b}\left(\left((b-a)^{-\beta_{1}}-(l-a)^{-\beta_{1}}\right) \frac{f(y)^{p_{1}}}{\beta_{1}}-\left((b-a)^{-\beta_{0}}-(l-a)^{-\beta_{0}}\right) \frac{f(y)^{p_{0}}}{\beta_{0}}\right) \Delta y \\
= & \int_{a}^{l} \frac{f(y)^{p(x)}}{\beta(x)}(y-a)^{-\beta(x)}\left(1-\left(\frac{y-a}{l-a}\right)^{\beta(x)}\right) \Delta y+I_{0} .
\end{aligned}
$$

For the proof of the case $0<p(x) \leq 1$, we first note that the functions involving exponents $p_{0}$ and $p_{1}$ are concave. Therefore the two inequalities above hold in the reverse direction so also this case is proved.

Remark 2.7 By taking $\mathbb{T}=\mathfrak{R}$ and $a=0$ in Theorem 2.6 , inequality (2.7) coincides with inequality (1.6) obtained in [13].

Next, we state a dual version of Theorem 2.6, when the Hardy operator

$$
H: f(x) \rightarrow \frac{1}{\sigma(x)-a} \int_{a}^{\sigma(x)} f(y) \Delta y
$$

is replaced by the dual Hardy operator

$$
H^{*}: f(x) \rightarrow(\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)} .
$$

Hence, our result in this direction reads as follows.

Theorem 2.8 Let $b>0, \beta>0,0 \leq l<\infty$ and

$$
p(x)=\left\{\begin{array}{ll}
p_{0}, & 0 \leq x \leq b,  \tag{2.8}\\
p_{1}, & x>b,
\end{array} \quad \beta(x)= \begin{cases}\beta_{0}, & 0 \leq x \leq b \\
\beta_{1}, & x>b\end{cases}\right.
$$

where $p_{0}, p_{1}, \beta_{0}, \beta_{1} \in \mathfrak{R} \backslash\{0\}$. Moreover, assume that $p_{0} \geq 1, p_{1} \geq 1$ or $p_{0} \geq 1, p_{1}<0$ or $p_{0}<0$, $p_{1} \geq 1$ or $p_{0}<0, p_{1}<0$ (for the case with negative parameters, we assume that the function
$f$ is strictly positive on the corresponding interval). Iff is a non-negative delta integrable function and $f \in C_{r d}([a, b], \mathfrak{R})$ for which

$$
\int_{l}^{\infty} \frac{1}{\beta(t)}(f(t))^{p(t)}(t-a)^{\beta(t)}\left(1-\left(\frac{l-a}{t-a}\right)^{\beta(t)}\right) \frac{\Delta t}{(\sigma(t)-a)(t-a)}<\infty
$$

then

$$
\begin{align*}
& \int_{l}^{\infty}\left((\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right)^{p(x)}(x-a)^{\beta(x)} \\
& \quad \times\left[1+\sum_{k=1}^{n_{\beta(x)}-1} \frac{(\beta(x)-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \frac{\Delta x}{(\sigma(x)-a)(x-a)} \\
& \quad \leq \int_{l}^{\infty} \frac{1}{\beta(x)}(f(x))^{p(x)}(x-a)^{\beta(x)}\left(1-\left(\frac{l-a}{x-a}\right)^{\beta(x)}\right) \frac{\Delta x}{(\sigma(x)-a)(x-a)}+I_{0}, \tag{2.9}
\end{align*}
$$

where $I_{0}=0$ if $l \leq b$ (so that $\beta(x)=\beta_{0}$ and $\left.p(x)=p_{0}\right)$ and

$$
\begin{aligned}
I_{0}= & \frac{1}{\beta_{0}}\left((b-a)^{\beta_{0}}-(l-a)^{\beta_{0}}\right) \int_{b}^{\infty} \frac{(f(x))^{p_{0}}}{(\sigma(x)-a)(x-a)} \Delta x \\
& -\frac{1}{\beta_{1}}\left((b-a)^{\beta_{1}}-(l-a)^{\beta_{1}}\right) \int_{b}^{\infty} \frac{(f(x))^{p_{1}}}{(\sigma(x)-a)(x-a)} \Delta x .
\end{aligned}
$$

If $0<p(x) \leq 1$, then (2.9) holds in the reverse direction.

Proof Let $l>b$. By utilizing Jensen?s inequality (2.2), Fubini?s Theorem2.1 and Lemma 2.4 and taking into account (2.8), we find that

$$
\begin{aligned}
& \int_{l}^{\infty}\left((\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right)^{p(x)}(x-a)^{\beta(x)} \\
& \times\left[1+\sum_{k=1}^{n_{\beta(x)}-1} \frac{(\beta(x)-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \frac{\Delta x}{(\sigma(x)-a)(x-a)} \\
& \leq \int_{l}^{\infty} \int_{\sigma(x)}^{\infty} \frac{(f(t))^{p_{1}} \Delta t}{(\sigma(t)-a)(t-a)}\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right](x-a)^{\beta_{1}-1} \Delta x \\
&= \int_{l}^{\infty} \frac{(f(t))^{p_{1}}}{(\sigma(t)-a)(t-a)}\left(\int_{l}^{t}(x-a)^{\beta_{1}-1}\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \Delta x\right) \Delta t \\
& \leq \int_{l}^{\infty} \frac{1}{\beta(t)}(f(t))^{p(t)}(t-a)^{\beta(t)}\left[1-\left(\frac{l-a}{t-a}\right)^{\beta(t)}\right] \frac{\Delta t}{(\sigma(t)-a)(t-a)}
\end{aligned}
$$

Next, let $l \leq b$. Then, by applying Jensen?s inequality (2.2), Fubini?s Theorem2.1 and Lemma 2.4, and taking into account (2.8), we find that

$$
\begin{aligned}
& \int_{l}^{\infty}\left((\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right)^{p(x)}(x-a)^{\beta(x)} \\
& \quad \times\left[1+\sum_{k=1}^{n_{\beta(x)}^{-1}} \frac{(\beta(x)-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \frac{\Delta x}{(\sigma(x)-a)(x-a)}
\end{aligned}
$$

$$
\begin{aligned}
\leq & \int_{l}^{b} \int_{\sigma(x)}^{\infty} \frac{(f(t))^{p_{0}} \Delta t}{(\sigma(t)-a)(t-a)}\left[1+\sum_{k=1}^{n_{\beta_{0}-1}} \frac{\left(\beta_{0}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right](x-a)^{\beta_{0}-1} \Delta x \\
& +\int_{b}^{\infty} \int_{\sigma(x)}^{\infty} \frac{(f(t))^{p_{1}} \Delta t}{(\sigma(t)-a)(t-a)}\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right](x-a)^{\beta_{1}-1} \Delta x \\
= & \int_{l}^{b} \frac{(f(t))^{p_{0}}}{(\sigma(t)-a)(t-a)}\left(\int_{l}^{t}(x-a)^{\beta_{0}-1}\left[1+\sum_{k=1}^{n_{\beta_{0}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \Delta x\right) \Delta t \\
& +\int_{b}^{\infty} \frac{(f(t))^{p_{0}}}{(\sigma(t)-a)(t-a)}\left(\int_{l}^{b}(x-a)^{\beta_{0}-1}\left[1+\sum_{k=1}^{n_{\beta_{0}-1}} \frac{\left(\beta_{0}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \Delta x\right) \Delta t \\
& +\int_{b}^{\infty} \frac{(f(t))^{p_{1}}}{(\sigma(t)-a)(t-a)}\left(\int_{b}^{t}(x-a)^{\beta_{1}-1}\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \Delta x\right) \Delta t \\
\leq & \int_{l}^{b} \frac{(f(t))^{p_{0}}}{(\sigma(t)-a)(t-a)} \frac{1}{\beta_{0}}\left[(t-a)^{\beta_{0}}-(l-a)^{\beta_{0}}\right] \Delta t \\
& +\int_{b}^{\infty} \frac{(f(t))^{p_{0}}}{(\sigma(t)-a)(t-a)} \frac{1}{\beta_{0}}\left[(b-a)^{\beta_{0}}-(l-a)^{\beta_{0}}\right] \Delta t \\
& +\int_{b}^{\infty} \frac{(f(t))^{p_{1}}}{(\sigma(t)-a)(t-a)} \frac{1}{\beta_{1}}\left[(t-a)^{\beta_{1}}-(b-a)^{\beta_{1}}\right] \Delta t \\
= & \int_{l}^{\infty} \frac{1}{\beta(t)}(f(t))^{p(t)}(t-a)^{\beta(t)}\left(1-\left(\frac{b-a}{t-a}\right)^{\beta(t)}\right) \frac{\Delta t}{(\sigma(t)-a)(t-a)}+I_{0} .
\end{aligned}
$$

Remark 2.9 By taking $\mathbb{T}=\Re$ and $a=0$ in Theorem 2.8, inequality (2.9) coincides with Theorem 2.5 in [13].

## 3 Time scale Hardy-type inequalities with ?broken? exponent via superquadracity

Refined Jensen?s inequality on time scales for superquadratic functions has been recently obtained by Barić et al. This inequality is very useful in the proof of our results in this section.

Lemma 3.1 ([16, Theorem 2.5]) Let $a, b \in \mathbb{T}$. Suppose that $f:[a, b]_{\mathbb{T}^{k}} \rightarrow[0, \infty]$ is $r d$ continuous and $\phi:[0, \infty] \rightarrow \mathfrak{R}$ is continuous and superquadratic. Then

$$
\begin{equation*}
\phi\left(\frac{1}{b-a} \int_{a}^{b} f(t) \Delta t\right) \leq \frac{1}{b-a} \int_{a}^{b}\left[\phi(f(s))-\phi\left(\left|f(s)-\frac{1}{b-a} \int_{a}^{b} f(t) \Delta t\right|\right)\right] \Delta s \tag{3.1}
\end{equation*}
$$

Proof For the proof, see [16].

Our first result in this section reads as follows.

Theorem 3.2 Let the assumptions of Theorem 2.6 be satisfied. Moreover, let $u \in C_{r d}([a, b]$, $\mathfrak{R})$ be a non-negative function such that the $\Delta$-integral $\int_{t}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta(x)+1}} \Delta x<\infty$ and define the weight function $v$ by

$$
\begin{equation*}
v(t):=(t-a) \int_{t}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta(x)+1}} \Delta x, \quad t \in(a, b) . \tag{3.2}
\end{equation*}
$$

(1) If $\Phi$ is a non-negative superquadratic function on $(a, c), 0<a<c \leq \infty$, then

$$
\begin{align*}
& \int_{a}^{l} u(x) \Phi\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right)(\sigma(x)-a)^{-\beta(x)} \Delta x \\
& \quad+\int_{a}^{l} \int_{t}^{l} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \frac{u(x)}{(\sigma(x)-a)^{\beta(x)+1}} \Delta x \Delta t \\
& \leq \int_{a}^{l} v(x) \Phi(f(x)) \frac{\Delta x}{x-a} \tag{3.3}
\end{align*}
$$

holds for all $\Delta$-integrable functions and $f \in C_{r d}([a, b], R)$ such that $f(x) \in(a, c)$.
(2) If the real-valued function $\Phi$ is subquadratic on $(a, c), 0<a<c \leq \infty$, then (3.3) holds in the reversed direction.

Proof (1) Let $l \leq b$. Applying refined Jensen?s inequality (8.1), after taking into account Definition 2.8, we get that

$$
\begin{align*}
& \int_{a}^{l} u(x) \Phi\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right)(\sigma(x)-a)^{-\beta(x)} \Delta x \\
& \quad \leq \int_{a}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta_{0}+1}} \int_{a}^{\sigma(x)} \Phi(f(t)) \Delta t \Delta x \\
&-\int_{a}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta_{0}+1}} \int_{a}^{\sigma(x)} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \Delta t \Delta x . \tag{3.4}
\end{align*}
$$

By utilizing Fubini?s Theorem2.1 and taking into account Definition 3.2 of the weight function $v$, we obtain that the right-hand side of (3.4) is not greater than

$$
\begin{aligned}
& \int_{a}^{l} v(t) \Phi(f(t)) \frac{\Delta t}{t-a} \\
& \quad-\int_{a}^{l} \int_{t}^{l} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \frac{u(x)}{(\sigma(x)-a)^{\beta_{0}+1}} \Delta x \Delta t .
\end{aligned}
$$

Let $l>b$. Applying again refined Jensen?s inequality (B.1), after taking into account Definition 2.8 , we find that

$$
\begin{align*}
& \int_{a}^{l} u(x) \Phi\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right)(\sigma(x)-a)^{-\beta(x)} \Delta x \\
& \leq \int_{a}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta_{0}+1}} \int_{a}^{\sigma(x)} \Phi(f(t)) \Delta t \Delta x \\
&-\int_{a}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta_{0}+1}} \int_{a}^{\sigma(x)} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \Delta t \Delta x \\
&+\int_{a}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta_{1}+1}} \int_{a}^{\sigma(x)} \Phi(f(t)) \Delta t \Delta x \\
&-\int_{a}^{l} \frac{u(x)}{(\sigma(x)-a)^{\beta_{1}+1}} \int_{a}^{\sigma(x)} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \Delta t \Delta x . \tag{3.5}
\end{align*}
$$

Finally, utilizing Fubini?s Theorem2.1 and taking into account Definition 3.2 of the weight function $v$, we obtain that the right-hand side of (3.5) equals

$$
\begin{array}{rl}
\int_{a}^{l} v & v(t) \Phi(f(t)) \frac{\Delta t}{t-a} \\
& -\int_{a}^{l} \int_{t}^{l} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \frac{u(x)}{(\sigma(x)-a)^{\beta_{0}+1}} \Delta x \Delta t \\
& +\int_{a}^{l} v(t) \Phi(f(t)) \frac{\Delta t}{t-a} \\
& -\int_{a}^{l} \int_{t}^{l} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \frac{u(x)}{(\sigma(x)-a)^{\beta_{1}+1}} \Delta x \Delta t \tag{3.6}
\end{array}
$$

The proof for the case when $\phi$ is subquadratic is similar except that the only inequality above holds in the reverse direction. The proof is now complete.

We now give some applications of Theorem 3.2.
Example 3.3 If we let $\beta(x)=1$ and apply Theorem 3.2 to $\left(\frac{\sigma(x)-a}{x-a}\right) u(x)$ instead of $u(x)$, then we get

$$
\begin{align*}
& \int_{a}^{l} u(x) \Phi\left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right) \frac{\Delta x}{x-a} \\
& \quad+\int_{a}^{l} \int_{t}^{l} \Phi\left(\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|\right) \frac{u(x)}{(x-a)(\sigma(x)-a)} \Delta x \Delta t \\
& \quad \leq \int_{a}^{l} v(x) \Phi(f(x)) \frac{\Delta x}{x-a} \tag{3.7}
\end{align*}
$$

The sign of inequality (3.7) is reversed for the case $1<p(x) \leq 2$.

Remark 3.4 Inequality (3.7) coincides with Theorem 2.3 in [17].

Now we will use the well-known fact that $\phi(u)=u^{p(x)}$ is superquadratic for $p(x) \geq 2$ and (subquadratic if $0<p(x) \leq 2$ ) in the next example.

Example 3.5 Let $u(x)=1$ and $p(x) \geq 2$. By Proposition 2.3, we get that

$$
v(x) \leq \frac{(x-a)^{1-\beta(x)}}{\beta(x)}\left[1-\left(\frac{x-a}{l-a}\right)^{\beta(x)}\right] \quad \text { if } l<\infty .
$$

Under these conditions, inequality (3.3) yields

$$
\begin{align*}
\int_{a}^{l} & \left(\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right)^{p(x)}(\sigma(x)-a)^{-\beta(x)} \Delta x \\
& +\int_{a}^{l} \int_{t}^{l}\left|f(t)-\frac{1}{(\sigma(x)-a)} \int_{a}^{\sigma(x)} f(t) \Delta t\right|^{p(x)} \frac{u(x)}{(\sigma(x)-a)^{\beta(x)+1}} \Delta x \Delta t \\
\leq & \int_{a}^{l} \frac{f^{p(x)}(x)}{\beta(x)}\left[1-\left(\frac{x-a}{l-a}\right)^{\beta(x)}\right](x-a)^{1-\beta(x)} \Delta x . \tag{3.8}
\end{align*}
$$

The sign of inequality (3.8) is reversed for the case $1<p(x) \leq 2$.

Remark 3.6 Since $\phi$ is a non-negative function, the second term on the left-hand side of inequality (3.8) is non-negative.

Theorem 3.7 Let the assumptions of Theorem 2.8 be satisfied. Moreover, let $u \in C_{r d}([a, b]$, R) be a non-negative function such that

$$
\int_{l}^{t}\left(1+\sum_{k=1}^{n_{\beta_{1}}-1} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right) u(x)(x-a)^{\beta(x)-1} \Delta x<\infty,
$$

and define the weight function $v$ by

$$
\begin{equation*}
v(t):=\int_{l}^{t}\left(1+\sum_{k=1}^{n \beta_{1}-1} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right) u(x)(x-a)^{\beta(x)-1} \Delta x, \quad t \in(a, b) . \tag{3.9}
\end{equation*}
$$

(1) If the real-valued function $\Phi$ is a superquadratic on ( $a, c$ ), $0<a<c \leq \infty$, then

$$
\begin{align*}
& \int_{l}^{\infty} u(x) \Phi\left((\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right)(x-a)^{\beta(x)} \\
& \quad \times\left[1+\sum_{k=1}^{n_{\beta(x)}-1} \frac{(\beta(x)-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \frac{\Delta x}{(\sigma(x)-a)(x-a)} \\
& \quad+\int_{l}^{\infty} \int_{l}^{t}\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] u(x)(x-a)^{\beta_{1}-1} \\
& \quad \times \Phi\left(\left|f(t)-(\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right|\right) \Delta x \Delta t \\
& \leq \int_{l}^{\infty} v(x) \Phi(f(x)) \frac{\Delta x}{(\sigma(x)-a)(x-a)} \tag{3.10}
\end{align*}
$$

holds for all $\Delta$-integrable functions $f \in C_{r d}([a, b], R)$ such that $f(x) \in(a, c)$.
(2) If the real-valued function $\Phi$ is subquadratic on ( $a, c$ ), $0<a<c \leq \infty$, then (3.5) holds in the reversed direction.

Proof Let $l>b$. Applying refined Jensen?s inequality (8.1), we find that the first term on the left-hand side of inequality (3.5) is not greater than

$$
\begin{align*}
\int_{l}^{\infty} & u(x)(x-a)^{\beta_{1}-1} \int_{\sigma(x)}^{\infty} \frac{\Phi(f(t)) \Delta t}{(\sigma(t)-a)(t-a)} \\
& \times\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \Delta x \\
& -\int_{l}^{\infty} u(x)(x-a)^{\beta_{1}-1}\left[1+\sum_{k=1}^{n_{\beta_{1}}-1} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \\
& \times \int_{\sigma(x)}^{\infty} \Phi\left(\left|f(t)-(\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right|\right) \Delta t \Delta x . \tag{3.11}
\end{align*}
$$

Finally, employing Fubini?s Theorem2.1 and Proposition 2.4, we obtain that the right-hand side of (3.11) is not greater than

$$
\begin{aligned}
& \int_{l}^{\infty} \quad v(t) \Phi(f(t)) \frac{\Delta t}{(\sigma(t)-a)(t-a)} \\
& \quad-\int_{l}^{\infty} \int_{l}^{t}\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] u(x)(x-a)^{\beta_{1}-1} \\
& \quad \times \Phi\left(\left|f(t)-(\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right|\right) \Delta x \Delta t .
\end{aligned}
$$

Now we consider Theorem 3.2 in some special cases. First we note that if we set $u(x)=1$, then we find that

$$
v(x) \leq \frac{(x-a)^{\beta(x)}}{\beta(x)}\left[1-\left(\frac{l-a}{x-a}\right)^{\beta(x)}\right] \quad \text { if } l<\infty
$$

by Proposition 2.4.

Corollary 3.8 Let the assumptions of Theorem 3.7 be satisfied. If $\phi$ is non-negative superquadratic, then

$$
\begin{align*}
\int_{l}^{\infty} & \Phi\left((\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right)(x-a)^{\beta(x)} \\
& \times\left[1+\sum_{k=1}^{n_{\beta(x)}-1} \frac{(\beta(x)-1)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right] \frac{\Delta x}{(\sigma(x)-a)(x-a)} \\
& +\int_{l}^{\infty} \int_{l}^{t}\left[1+\sum_{k=1}^{n_{\beta_{1}-1}} \frac{\left(\beta_{1}-1\right)^{(k)}}{\Gamma(k+2)}\left(\frac{\mu(x)}{x-a}\right)^{k}\right](x-a)^{\beta_{1}-1} \\
& \times \Phi\left(\left|f(t)-(\sigma(x)-a) \int_{\sigma(x)}^{\infty} \frac{f(t) \Delta t}{(\sigma(t)-a)(t-a)}\right|\right) \Delta x \Delta t \\
\leq & \int_{l}^{\infty} \frac{(x-a)^{\beta(x)}}{\beta(x)}\left[1-\left(\frac{l-a}{x-a}\right)^{\beta(x)}\right] \Phi(f(x)) \frac{\Delta x}{(\sigma(x)-a)(x-a)} \tag{3.12}
\end{align*}
$$

Example 3.9 Assume that $\mathbb{T}=\mathfrak{R}, a=0$ and $\Phi(x)=x^{p}$. Then inequality (3.12) yields the inequality

$$
\begin{align*}
& \int_{l}^{\infty}\left(x \int_{x}^{\infty} \frac{f(t) d t}{t^{2}}\right)^{p(x)} x^{\beta(x)} \frac{d x}{x^{2}} \\
& \quad+\int_{l}^{\infty} \int_{l}^{t}(x-a)^{\beta(x)-1}\left(\left|f(t)-x \int_{x}^{\infty} \frac{f(t) d t}{t^{2}}\right|\right)^{p(x)} d x d t \\
& \leq \int_{l}^{\infty} \frac{1}{\beta(x)}(f(x))^{p(x)} x^{\beta(x)}\left(1-\left(\frac{l}{x}\right)^{\beta}\right) \frac{d x}{x^{2}} . \tag{3.13}
\end{align*}
$$

Remark 3.10 Since $\phi$ is a non-negative function, the second term on the left-hand side of inequality (3.13) is non-negative. Hence inequality (3.13) provides a refinement of inequality (2.3) in [13] if written for $l \leq b$.
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