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Abstract In this paper we give several global characterisations of the Hörmander
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1 Introduction

For a smooth closed manifold M we denote by �m(M) the set of Hörmander’s pseudo-
differential operators on M , i.e., the class of operators which in all local coordinate
charts give operators in �m(Rn). Operators in �m(Rn) are characterised by the sym-
bols satisfying

|∂α
ξ ∂β

x a(x, ξ)| ≤ C(1 + |ξ |)m−|α|

for all multi-indices α, β and all x, ξ ∈ R
n . An operator in �m(M) is called elliptic if

all of its localisations are locally elliptic. The principal symbol of a pseudo-differential
operator on M can be invariantly defined as function on the cotangent bundle T ∗M ,
but it is not possible to control lower order terms in the same way. If one fixes a
connection, however, it is possible to make sense of a full symbol, see e.g. Widom
[23].

However, on a Lie group G it is a very natural idea to use the Fourier analysis
and the global Fourier transform on the group to analyse the behaviour of operators
which are originally defined by their localisations. This allows one to make a full use
of the representation theory and of many results available from the harmonic analysis
on groups. In [12] and [10], the first two authors carried out a comprehensive non-
commutative analysis of an analogue of the Kohn–Nirenberg quantization on R

n , in
terms of the representation theory of the group. This yields a full matrix-valued symbol
defined on the product G × ̂G, which can be viewed as a non-commutative version of
the phase space. The calculus and other properties of this quantization resemble those
well-known in the local theory on R

n . However, due to the non-commutativity of the
group in general, the full symbol is matrix-valued, with the dimension of the matrix
symbol a(x, ξ) at x ∈ G and [ξ ] ∈ ̂G equal to the dimension of the representation ξ .
This construction is inspired by that of Taylor [20] but is carried out entirely in terms of
the group G without referring to its Lie algebra and the Euclidean pseudo-differential
classes there. It is parallel to the Kohn-Nirenberg quantization on R

n ([9]), see formula
(2). In [2] (see also [21]), pseudo-differential operators have been characterised by their
commutator properties with the vector fields. In [10], we gave a different version of this
characterisation relying on the commutator properties in Sobolev spaces, which led in
[12] (see also [10]) to characterisations of symbols of operators in �m(G). However,
the results there still rely on commutator properties of operators and some of them are
taken as assumptions. One aim of this paper is to eliminate such assumptions from
the characterisation, and to give its different versions relying on different choices of
difference operators on ̂G. This will be given in Theorem 2.2.

In Theorem 2.6 we give another simple description of Hörmander’s classes on the
group SU(2) and on the 3-sphere S

3. This is possible due to the explicit analysis carried
out in [12] and the explicit knowledge of the representation of SU(2). We note that
this approach works globally on the whole sphere, e.g. compared to the analysis of
Sherman [16] working only on the hemisphere (see also [17]).
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We give two applications of the characterisation provided by Theorem 2.2. First,
we characterise elliptic operators in �m(G) by their matrix-valued symbols. Similar
to the toroidal case (see [1]) this can be applied further to spectral problems. For
example, this characterisation will be instrumental in establishing a version of the
Gohberg lemma and estimates for the essential spectrum for operators on compact Lie
groups, see [5].

Second, we give a sufficient condition for the global hypoellipticity of pseudo-
differential operators. Since the hypoellipticity depends on the lower order terms of
an operator, a knowledge of the full symbol becomes crucial. Here, we note that while
classes of hypoelliptic symbols can be invariantly defined on manifolds by localisation
(see, e.g., Shubin [18]), the lower order terms of symbols can not. From this point of
view conditions of Theorem 5.1 appear natural as they refer to the full symbol defined
globally on G × ̂G.

The global hypoellipticity of vector fields and second order differential operators
on the torus has been extensively studied in the literature, see e.g. [3], [6], and refer-
ences therein. In this paper we study the global hypoellipticity problem for pseudo-
differential operators on general compact Lie groups, and discuss a number of explicit
examples on the group S

3 ∼= SU(2). We say that an operator A is globally hypoelliptic
on G if Au = f and f ∈ C∞(G) imply u ∈ C∞(G). Thus, we give examples of
first and second order differential operators which are not locally hypoelliptic and are
not covered by Hörmander’s sum of the squares theorem but which can be seen to be
globally hypoelliptic by the techniques described in this paper. For example, if X is a
normalised left-invariant vector field on S

3 and ∂X is the derivative with respect to X ,
then

the operator ∂X + c is globally hypoelliptic if and only if ic �∈ 1

2
Z.

We note that this operator is not locally hypoelliptic, but the knowledge of the global
symbol allows us to draw conclusions about its global properties. It is interesting to
observe that the number theory plays a role in the global properties, in some way
similar to the appearance of the Liouville numbers in the global properties of vector
fields on the torus. For example, the failure of the D’Alembertian D2

3 − D2
1 − D2

2 to
be globally hypoelliptic can be related to properties of the triangular numbers, and an
explicit counterexample to the global hypoellipticity can be consequently constructed
based on them. We also look at the cases of the sub-Laplacian and other operators,
which are covered by Hörmander’s theorem, but for which we construct an explicit
parametrix which turns out to be a pseudo-differential operator with the global matrix-
valued symbol of type ( 1

2 , 0). Such examples can also be easily extended to variable
coefficient versions.

Another application of Theorem 2.2 to obtain the sharp Gårding inequality on
compact Lie groups appears in [13]. Moreover, in [15] it will play a crucial role in
establishing L p-multiplier theorems on general compact Lie groups, the result which
was also announced in [14].

We will now introduce some notation. Let throughout this paper G be a compact
Lie group of (real) dimension dim G with the unit element e, and denote by ̂G the set
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of all equivalence classes of continuous irreducible unitary representations of G. For
necessary details on Lie groups and their representations we refer to [10], but recall
some basic facts for the convenience of the reader and in order to fix the notation. Each
[ξ ] ∈ ̂G corresponds to a homomorphism ξ : G → U(dξ ) with ξ(xy) = ξ(x)ξ(y)

satisfying the irreducibility condition C
dξ = span{ξ(x)v : x ∈ G} for any given

v ∈ C
dξ \ {0}. The number dξ is referred to as the dimension of the representation ξ .

We always understand the group G as a manifold endowed with the (normalised)
bi-invariant Riemannian structure. Of major interest for us is the following version of
the Peter-Weyl theorem defining the group Fourier transform F : L2(G) → �2(̂G).

Theorem 1.1 The space L2(G) decomposes as the orthogonal direct sum of bi-
invariant subspaces parameterised by ̂G,

L2(G) =
⊕

[ξ ]∈̂G
Hξ , Hξ = {x 	→ Tr(Aξ(x)) : A ∈ C

dξ×dξ },

the decomposition given by the Fourier series

f (x) =
∑

[ξ ]∈̂G
dξ Tr(ξ(x)̂f (ξ)), ̂f (ξ) =

∫

G

f (x) ξ(x)∗ dx .

Furthermore, the following Parseval identity is valid,

‖ f ‖2
L2(G)

=
∑

[ξ ]∈̂G
dξ‖̂f (ξ)‖2

H S =: ‖̂f ‖�2(̂G)2 .

The notion of Fourier series extends naturally to C∞(G) and to the space of distri-
butions D′(G) with convergence in the respective topologies.

Now, any operator A on G mapping C∞(G) to D′(G) gives rise to a matrix-valued
full symbol σA(x, ξ) ∈ C

dξ×dξ defined by

σA(x, ξ) := ξ(x)∗(Aξ)(x), (1)

which can be understood either pointwise or distributionally, as the product of a smooth
matrix-valued function ξ(x)∗ with the matrix-valued distribution Aξ , i.e. σA(·, ξ) =
ξ∗ Aξ as a distribution in the first variable, for all [ξ ] ∈ ̂G. Then it can be shown that

A f (x) =
∑

[ξ ]∈̂G
dξ Tr

(

ξ(x) σA(x, ξ) ̂f (ξ)
)

(2)

holds as D′-convergent series. If it happens that the operator A maps C∞(G) to itself,
then (2) holds in the strong topology of C∞(G). For A and σA related by (2) we also
write A = Op(σA).
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For a rather comprehensive treatment of this quantization we refer to [10] and [12].
We denote the right-convolution kernel of A by RA, so that

A f (x) =
∫

G

K A(x, y) f (y) dy =
∫

G

RA(x, y−1x) f (y) dy,

where dy is the normalised Haar measure on G. The symbol σA and the right-
convolution kernel RA are related by σA(x, ξ) = ∫

G RA(x, y) ξ(y)∗ dy.

The first aim of this paper is to characterise Hörmander’s class of pseudo-differential
operators �m(G) by the behaviour of their full symbols, with applications to the
ellipticity and global hypoellipticity of operators.

The plan of this paper is as follows. In the next section we give several equivalent
symbolic characterisations of pseudo-differential operators by their symbols. These
characterisations are based on difference operators acting on sequences of matrices
̂G � [ξ ] 	→ σ(ξ) ∈ C

dξ×dξ of varying dimension. We also give an application to
pseudo-differential operators on the group SU(2). Section 3 contains the proof and
some useful lemmata on difference operators. Section 4 contains the criteria for the
ellipticity of operators in terms of their full matrix-valued symbols as well as a finite
version of the Leibniz formula for difference operators associated to the group repre-
sentations. Finally, Sect. 5 contains criteria for the global hypoellipticity of pseudo-
differential operators and a number of examples.

2 Characterisations of Hörmander’s Class

The following statement is based on difference operators. They are defined as follows.
We say that Qξ is a difference operator of order k if it is given by

Qξ
̂f (ξ) = q̂Q f (ξ)

for a function q = qQ ∈ C∞(G) vanishing of order k at the identity e ∈ G, i.e.,
(Px qQ)(e) = 0 for all left-invariant differential operators Px ∈ Diffk−1(G) of order
k − 1. We denote the set of all difference operators of order k as diffk(̂G).

In the sequel, for a given function q ∈ C∞(G) it will be also convenient to denote
the associated difference operator, acting on Fourier coefficients, by

	q ̂f (ξ) := ̂q f (ξ).

Definition 2.1 A collection of n first order difference operators 1, . . . ,n ∈
diff1(̂G) is called admissible, if the corresponding functions q1, . . . , qn ∈ C∞(G)

satisfy dq j (e) �= 0, j = 1, . . . , n, and rank(dq1(e), . . . , dqn(e)) = dim G. It follows,
in particular, that e is an isolated common zero of the family {q j }n

j=1. An admissible



J Fourier Anal Appl (2014) 20:476–499 481

collection is called strongly admissible if

n
⋂

j=1

{x ∈ G : q j (x) = 0} = {e}.

For a given admissible selection of difference operators on a compact Lie group G
we use multi-index notation

α
ξ := α1

1 · · · αn
n and qα(x) := q1(x)α1 · · · qn(x)αn .

Furthermore, there exist corresponding differential operators ∂
(α)
x ∈ Diff |α|(G) such

that Taylor’s formula

f (x) =
∑

|α|≤N−1

1

α! qα(x−1) ∂(α)
x f (e) + O(h(x)N ), h(x) → 0, (3)

holds true for any smooth function f ∈ C∞(G) and with h(x) the geodesic distance
from x to the identity element e. An explicit construction of operators ∂

(α)
x in terms

of qα(x) can be found in [10, Section 10.6]. In addition to these differential operators
∂

(α)
x ∈ Diff |α|(G) we introduce operators ∂α

x as follows. Let ∂x j ∈ Diff1(G), 1 ≤ j ≤
dim G, be a collection of left-invariant first order differential operators corresponding
to some linearly independent family of the left-invariant vector fields on G. We denote
∂α

x = ∂
α1
x1 ∂

α2
x2 · · · . We note that in most estimates we can freely replace operators ∂

(α)
x

by ∂α
x and the other way around since they can be clearly expressed in terms of each

other.
After fixing the notion of difference operators, we have to specify orders. Each of

the bi-invariant subspaces Hξ of Theorem 1.1 is an eigenspace of the Laplacian L
on G with the corresponding eigenvalue −λ2

ξ . Based on these eigenvalues we define

〈ξ 〉 = (1 + λ2
ξ )

1/2. In particular we recover the familiar characterisation

f ∈ Hs(G) ⇐⇒ 〈ξ 〉s
̂f (ξ) ∈ �2(̂G).

We are now in a position to formulate the main result of this paper.

Theorem 2.2 Let A be a linear continuous operator from C∞(G) to D′(G). Then the
following statements are equivalent:

(A) A ∈ �m(G).
(B) For every left-invariant differential operator Px ∈ Diffk(G) of order k and every

difference operator Qξ ∈ diff�(̂G) of order � the symbol estimate

‖Qξ PxσA(x, ξ)‖op ≤ CQξ Px 〈ξ 〉m−�

is valid.
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(C) For an admissible selection 1, . . . ,n ∈ diff1(̂G) we have

‖α
ξ ∂β

x σA(x, ξ)‖op ≤ Cαβ〈ξ 〉m−|α|

for all multi-indices α, β. Moreover, sing supp RA(x, ·) ⊆ {e}.
(D) For a strongly admissible selection 1, . . . ,n ∈ diff1(̂G) we have

‖α
ξ ∂β

x σA(x, ξ)‖op ≤ Cαβ〈ξ 〉m−|α|

for all multi-indices α, β.

It follows from the proof that if conditions (C) or (D) are satisfied for one admissible
(strongly admissible, resp.) selection of first order differences, they are automatically
satisfied for any admissible (strongly admissible, resp.) selection of first order differ-
ences. The set of symbols σA satisfying either of equivalent conditions (B)–(D) will
be denoted by S m(G).

Among other things, this theorem removes the assumption of the conjugation invari-
ance from the list of conditions used in [10]. For u ∈ G, denote Au f := A( f ◦φ)◦φ−1,
where φ(x) = xu. It can be shown that

RAu (x, y) = RA(xu−1, uyu−1) and σAu (x, ξ) = ξ(u)∗ σA(xu−1, ξ) ξ(u).

On one hand, we have A ∈ �m(G) if and only if Au ∈ �m(G) for all u ∈ G. On the
other hand, as a corollary of Theorem 2.2 this can be expressed in terms of difference
operators, showing that the difference conditions are conjugation invariant. In fact,
to draw such a conclusion, we even do not need to know that conditions (B)–(D)

characterise the class �m(G):

Corollary 2.3 Let the symbol σA of a linear continuous operator from C∞(G) to
D′(G) satisfy either of the assumptions (B), (C), (D) of Theorem 2.2. Then the
symbols σAu satisfy the same symbolic estimates for all u ∈ G.

This statement follows immediately from the condition (B) if we observe that the
difference operators applied to the symbol σAu just lead to a different set of difference
operators in the symbolic inequalities. Alternatively, one can observe that the change
of variables by φ amounts to the change of the basis in the representation spaces of
̂G, thus leaving the condition (B) invariant again.

Example 2.4 On the torus T
n = R

n/Z
n , the family of functions q j (x) = e−2π ix j −1,

j = 1, . . . , n, gives rise to a strongly admissible collection of difference operators

 j a(ξ) = q j a(ξ) = a(ξ + e j ) − a(ξ), j = 1, . . . , n,

with ξ ∈ ̂Tn � Z
n , where e j is the j th unit vector in Z

n . As an immediate consequence
of Theorem 2.2 we recover the fact that the class �m(Tn) can be characterised by the
difference conditions on their toroidal symbols:

|α
ξ ∂β

x σA(x, ξ)| ≤ Cαβ(1 + |ξ |)m−|α|
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uniformly for all x ∈ T
n and ξ ∈ Z

n . We refer to [11] for details of the corresponding
toroidal quantization of operators on T

n . See also [1].

In Theorem 2.2 we characterise Hörmander operators entirely by symbol assump-
tions based on a set of admissible difference operators. There does not seem to be a
canonic choice for difference operators, for different applications different selections
of them seem to be most appropriate. We will comment on some of them.

(1) Simplicity. Difference operators have a simple structure, if the corresponding
functions are just matrix coefficients of irreducible representations. Then appli-
cation of difference operators at fixed ξ involves only matrix entries from finitely
many (neighbouring) representations.

(2) Taylor’s formula. Any admissible selection of first order differences allows for a
Taylor series expansion.

(3) Leibniz rule. Leibniz rules have a particularly simple structure if one chooses
difference operators of a certain form, see Proposition 4.3. Moreover, operators
of this form yield a strongly admissible collection, see Lemma 4.4.

Example 2.5 We will conclude this section with an application for the particular group
SU(2). Certain explicit calculations on SU(2) have been done in [12] and the back-
ground on the necessary representation theory of SU(2) can be also found in [10].
Representations on SU(2) are parametrised by half-integers � ∈ 1

2 N0 (so-called quan-
tum numbers) and are of dimension d� = 2�+1. Here N0 = N∪{0}. Thus, irreducible
representations of SU(2) are given by matrices t�(x) ∈ C

(2�+1)×(2�+1), � ∈ 1
2 N0, after

some choice of the basis in the representation spaces. One admissible selection of dif-
ference operators corresponds to functions q−, q+, q0 ∈ C∞(SU(2)) defined by

q− = t1/2
−1/2,+1/2, q+ = t1/2

+1/2,−1/2, q0 = t1/2
−1/2,−1/2 − t1/2

+1/2,+1/2,

where we denote

t1/2 =
(

t1/2
−1/2,−1/2 t1/2

−1/2,+1/2

t1/2
+1/2,−1/2 t1/2

+1/2,+1/2

)

.

Our analysis on SU(2) is in fact equivalent to the corresponding analysis on the 3-
sphere S

3 ∼= SU(2), the isomorphism given by the identification of SU(2) with S
3 ⊂ H

in the quaternion space H, with the quaternionic product on S
3 corresponding to the

matrix multiplication on SU(2). Writing explicitly an isomorphism  : S
3 → SU(2)

as

(x0, x1, x2, x3) = x 	→ (x) =
(

x0 + ix3 x1 + ix2
−x1 + ix2 x0 − ix3

)

,

the identity matrix e ∈ SU(2) corresponds to the vector 1 in the basis decomposition
x = (xm)3

m=0 	→ x01 + x1i + x2j + x3k on H. We note that the family + := q+ ,
− := q− and0 := q0 is not strongly admissible because in addition to e ∈ SU(2)

(or to 1 ∈ H) they have another common zero at −e (or at −1).
Following [10] and [12], we simplify the notation on SU(2) and S

3 by writing
σA(x, �) for σA(x, t�), � ∈ 1

2 N0, and we refer to these works for the explicit formulae
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for the difference operators +,−,0. We denote α
� = α1+ α2− α3

0 . In [12] we
proved that the operator and the entrywise supremum norms are uniformly equiva-
lent for symbols of pseudo-differential operators from �m(SU(2)). As a corollary to
Theorem 2.2, Corollary 2.3, and [10, Theorem 12.4.3] we get

Theorem 2.6 Let A be a linear continuous operator from C∞(SU(2)) to D′(SU(2)).
Then A ∈ �m(SU(2)) if and only if sing supp RA(x, ·) ⊂ {e} and

sup
i j

|α
� ∂β

x σA(x, �)i j | ≤ Cαβ(1 + �)m−|α|

for all multi-indices α, β ∈ N
3
0 and all l ∈ 1

2 N0. Moreover, in these cases we also have
the rapid off-diagonal decay property of symbols, namely, we have

∣

∣α
� ∂β

x σA(x, �)i j
∣

∣ ≤ CAαβm N (1 + |i − j |)−N (1 + �)m−|α|

uniformly in x ∈ SU(2), for every N ≥ 0, all � ∈ 1
2 N0, every multi-indices α, β ∈ N

3
0,

and for all matrix column/row numbers i, j .

We note that Theorem 2.6 holds in exactly the same way if we replace SU(2) by
S

3. Moreover, according to Theorem 1.1 the statement of Theorem 2.6 holds without
the kernel condition sing supp RA(x, ·) ⊂ {e} provided that instead of the admissible
family +,−,0 we take a strongly admissible family of difference operators in
diff1(ŜU(2)), for example one given by four first order difference operators corre-
sponding to functions q−, q+, t1/2

−1/2,−1/2 − 1 and t1/2
+1/2,+1/2 − 1.

3 Proof of Theorem 2.2

3.1 (A) �⇒ (C)

By [10, Thm. 10.9.6] (and in the notation used there) we know that condition (A)
is equivalent to σA ∈ �m(G) = ⋂

k �m
k (G), where �m

0 (G) already corresponds to
assumption (C). There is nothing to prove.

3.2 (C) �⇒ (D)

Evident.
Also the following partial converse is true. If (D) is satisfied, then the symbol

estimates imply for the corresponding right-convolution kernel RA(x, ·) of A that

sing supp RA(x, ·) ⊆
n
⋂

j=1

{y ∈ G : q j (y) = 0} = {e}.
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3.3 (D) �⇒ (B)

For a given strongly admissible selection of first order differences, we can apply
Taylor’s formula to the function qQ corresponding to the difference operator Q ∈
diff�(̂G). Hence, we obtain

Lemma 3.1 Let Q ∈ diff�(̂G) be an arbitrary difference operator of order �. Then

Q =
∑

�≤|α|≤N−1

cαα
ξ + QN

for suitable constants cα ∈ C and a difference operator QN ∈ diff N (̂G).

Consequently, (D) together with (B) for differences of order larger than N implies
(B). More precisely, with the notation ‖σ(x, ξ)‖C∞ for ‘any’ C∞-seminorm of the
form supx ‖Pxσ(x, ·)‖op and

Rm
N = {σA : ‖Qξ σA(x, ξ)‖C∞ � 〈ξ 〉m−� ∀� > N ∀Qξ ∈ diff�(̂G)}

and

S m
� = {σA : ‖α

ξ σA(x, ξ)‖C∞ � 〈ξ 〉m−� ∀|α| = �},

we obtain

Rm
0 = S m

0 ∩ S m
1 ∩ · · · ∩ S m

N ∩ Rm
N ,

while (B) corresponds to taking all symbols from Rm
0 . This implies

Rm
0 =

⎛

⎝

⋂

�≥0

S m
�

⎞

⎠ ∩ Rm∞

with

Rm∞ = {σA : ‖Qξ σ (x, ξ)‖C∞ � CN 〈ξ 〉−N ∀N ∀Qξ ∈ diff∞(̂G)}.

Assumption (D) corresponds to the first intersection S m = ⋂

� S m
� .

It remains to show that S m ⊂ Rm∞, which is done in the sequel.
Let Qξ ∈ diff∞(̂G), i.e. qQ ∈ C∞(G) is vanishing to infinite order at e. Let further

p(y) :=
n
∑

j=1

q2
j (y).

Then p(y) �= 0 for y �= e and p vanishes of the second order at y = e. Hence,
qQ(y)/|p(y)|N ∈ C∞(G) for arbitrary N and, therefore,
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qQ(y)RA(x, y) = qQ(y)

|p(y)|N |p(y)|N RA(x, y)

can be estimated in terms of symbol bounds for σA ∈ S m . Indeed, by Lemma 3.2
it follows that |p(y)|N RA(x, y) ∈ H−m−c+2N (G × G). Letting N → ∞ proves the
claim.

Lemma 3.2 Let σA ∈ S m. Then RA(x, ·) ∈ H−m−c(G) for all c > 1
2 dim G.

Proof This just follows from ‖σA(x, ξ)‖H S ≤ √

dξ‖σA(x, ξ)‖op in combination with
the observation that

∑

[ξ ]
d2
ξ 〈ξ 〉−2c < ∞

for c > 1
2 dim G (which is equivalent to Hc(G) ↪→ L2(G) being Hilbert-Schmidt). ��

3.4 (B) ⇐⇒ (C) ⇐⇒ (D)

Evident from the above.

3.5 (B) �⇒ (A)

We use the commutator characterisation of the class �m(G), [10, Thm. 10.7.7]. It says
that it is sufficient to show that

(1) any symbol σA satisfying condition (B) gives rise to a bounded linear operator
A : Hm(G) → L2(G);

(2) the symbol σ[X,A] of the commutator of A and any left-invariant vector field X
also satisfies (B).

The nuclearity of C∞(G) allows one to split the first statement into the corresponding
results for purely x- and purely ξ -dependent symbols; both situations are evident. As
for the second statement, we use the symbolic calculus established in [10, Thm. 10.7.9]
for classes of symbols including, in particular, the class S m , which writes the symbol
of the composition as the asymptotic sum

σ[X,A] ∼ σXσA − σAσX +
∑

|α|>1

1

α! (
α
ξ σX )(∂(α)

x σA).

The first term σXσA −σAσX is on the level of right-convolution kernels RA(x, ·) given
by

(X y − X R
y )RA(x, y),

where X R is the right-invariant vector field tangent to X at e (and the index y describes
the action as a differential operator with respect to the y-variable). Apparently, X y−X R

y
is a smooth vector field on G and can thus be written as



J Fourier Anal Appl (2014) 20:476–499 487

n
∑

j=1

q j (y)∂ R
j

with q j (e) = 0 and ∂ R
j suitable right-invariant derivatives. Hence, on the symbolic

level σXσA − σAσX = ∑n
j=1  j (σAσ∂ j ) with  j ∈ diff1(̂G), defined by  j ̂f (ξ) =

q̂ j f (ξ). Now the statement follows from Lemma 3.4 by the aid of the asymptotic
Leibniz rule [10, Thm. 10.7.12]:

Lemma 3.3 Let 1, . . . ,n ∈ diff1(̂G) be a set of admissible differences. For any
Qξ ∈ diff�(̂G) there exist Qξ,α ∈ diff�(̂G) such that

Qξ (σ1σ2) ∼ (Qξ σ1)σ2 +
∑

|α|>0

(Qξ,ασ1)(α
ξ σ2)

for any (fixed) set of admissible differences.

Lemma 3.4 Let A be a differential operator of order m. Then σA ∈ S m.

Proof Lemma 3.4 is a consequence of the already proved implications (A) �⇒
(C) �⇒ (D) �⇒ (B). Explicit formulae for the difference operators applied to
symbols of differential operators can be also found in [10, Prop. 10.7.4] and provide
an elementary proof of this statement.

4 Ellipticity and Leibniz Formula

As an application of Theorem 2.2 we will give a characterisation of the elliptic oper-
ators in �m(G) in terms of their global symbols.

Theorem 4.1 An operator A ∈ �m(G) is elliptic if and only if its matrix valued
symbol σA(x, ξ) is invertible for all but finitely many [ξ ] ∈ ̂G, and for all such ξ

satisfies
‖σA(x, ξ)−1‖op ≤ C〈ξ 〉−m (4)

for all x ∈ G.

Thus, both statements are equivalent to the existence of B ∈ �−m(G) such that I −B A
and I − AB are smoothing. For the ellipticity condition (4) on the general matrix level
it is not enough to assume that | det σA(x, ξ)|1/dξ ≥ C〈ξ 〉m due to the in general
growing dimension of the matrices. However, if we assume that the smallest singular
value of the matrix σA(x, ξ) is greater or equal than C〈ξ 〉m uniformly in x and (all but
finitely many) ξ , then condition (4) follows.

Let the collection q1, . . . , qn give an admissible collection of difference operators
and let ∂(γ )

x be the corresponding family of differential operators as in the Taylor expan-
sion formula (3). As an immediate corollary of Theorem 4.1 and [10, Thm. 10.9.10]
we get
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Corollary 4.2 Let A ∈ �m(G) be elliptic. Moreover, assume that σA(x, ξ) ∼
∑∞

j=0 σA j (x, ξ), where Op(σA j ) ∈ �m− j (G). Let σB(x, ξ) ∼ ∑∞
k=0 σBk (x, ξ),

where σB0(x, ξ) = σA0(x, ξ)−1 for large ξ , and the symbols σBk are defined recur-
sively by

σBN (x, ξ) = −σB0(x, ξ)

N−1
∑

k=0

N−k
∑

j=0

∑

|γ |=N− j−k

1

γ !
[

γ
ξ σBk (x, ξ)

]

∂
(γ )
x σA j (x, ξ). (5)

Then Op(σBk ) ∈ �−m−k(G), B = Op(σB) ∈ �−m(G), and the operators AB − I
and B A − I are in �−∞(G).

First, we give some preliminary results. In Lemma 3.3 we gave an asymptotic
Leibniz formula but here we will present its finite version. Given a continuous unitary
matrix representation η = [

ηi j
]

1≤i, j≤�
: G → C

�×�, � = dη, let q(x) = η(x) − I
(i.e. qi j = ηi j − δi j with Kronecker’s deltas δi j ), and define

Di j ̂f (ξ) := q̂i j f (ξ).

In the previous notation, we can write Di j = 	qi j . However, here, to emphasize
that qi j ’s correspond to the same representation, and to distinguish with difference
operators with a single subindex, we will use the notation D instead. For a multi-index
γ ∈ N

�2

0 , we will write |γ | = ∑�
i, j=1 |γi j |, and for higher order difference operators

we write D
γ = D

γ11
11 D

γ12
12 · · ·Dγ�,�−1

�,�−1D
γ��

�� .
For simplicity, we will abbreviate writing a = a(ξ) and b = b(ξ). Let k ∈ N and

let α, β ∈ N
k be such that 1 ≤ α j , β j ≤ � for all j ∈ {1, · · · , k}. Let us define a

grand kth order difference
−→
D

k
by

(
−→
D

k
a)αβ = −→

D
k

αβa := Dα1β1 · · ·Dαkβk a,

where we may note that the first order differences Dα j β j commute with each other.
We may compute with “matrices”

−→
D

k
a =

[−→
D

k

αβa
]

α,β∈{1,··· ,�}k

using the natural operations, e.g.

(

(
−→
D

k
a)(

−→
D

k
b)

)

αβ

:=
∑

γ∈{1,··· ,�}k

(−→
D

k

αγ a

)(−→
D

k

γβb

)

.

In contrast to Lemma 3.3 with an asymptotic Leibniz formula for arbitrary difference

operators, operators
−→
D

k
satisfy the finite Leibniz formula:
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Proposition 4.3 For all k ∈ N and α, β ∈ {1, · · · , �}k we have

−→
D

k

αβ(ab) =
∑

|ε|,|δ|≤k≤|ε|+|δ|
Ck

αβεδ (Dεa) (Dδb),

with the summation taken over all ε, δ ∈ N
�2

0 satisfying |ε|, |δ| ≤ k ≤ |ε| + |δ|. In
particular, for k = 1, we have

Di j (ab) = (

Di j a
)

b + a
(

Di j b
)+

(

(
−→
D

1
a)(

−→
D

1
b)

)

i j
(6)

= (

Di j a
)

b + a
(

Di j b
)+

�
∑

k=1

(Dika)
(

Dk j b
)

.

Proof Let us first show the case of k = 1 given in formula (6). Recalling the notation
qi j = ξi j − δi j , from the unitarity of the representation ξ , for all x, y ∈ G, we readily
obtain the identity

qi j (x) = qi j (xy−1) + qi j (y) +
�
∑

k=1

qik(xy−1)qkj (y). (7)

If now f, g ∈ C∞(G), we consequently get

qi j · ( f ∗ g) = (qi j f ) ∗ g + f ∗ (qi j g) +
�
∑

k=1

(qik f ) ∗ (qkj g),

which on the Fourier transform side gives (6).
For k ≥ 2, let us argue inductively. Taking differences is linear, so the main point is to

analyse the application of a first order difference Dα1β1 to the term ((
−→
D

1
a)(

−→
D

1
b))α2β2 .

By (6) we have

Dα1β1

(

(
−→
D

1
a)(

−→
D

1
b)

)

α2β2

=
(

(
−→
D

1
Dα1β1 a)(

−→
D

1
b)

)

α2β2

+
(

(
−→
D

1
a)(

−→
D

1
Dα1β1 b)

)

α2β2

+
(

(
−→
D

2
a)(

−→
D

2
b)

)

αβ

,

where α = (α1, α2) and β = (β1, β2). Proceeding by induction, we notice that

applying a first order difference to the term ((
−→
D

k
a)(

−→
D

k
b))αβ would introduce a

sum of old type terms plus the new term ((
−→
D

k+1
a)(

−→
D

k+1
b))α̃˜β . Thus, a kth order

difference operator applied to the product symbol ab produces a linear combination of
terms of the form (Dεa)(Dδb), where |ε|, |δ| ≤ k ≤ |ε| + |δ|, completing the proof.

��
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Difference operators D associated to the representations are particularly useful in
view of the finite Leibniz formula in Proposition 4.3 and the fact that the collection of
all differences Di j over all ξ and i, j is strongly admissible:

Lemma 4.4 The family of difference operators associated to the family of functions
{qi j = ξi j −δi j }[ξ ]∈̂G, 1≤i, j≤dξ

is strongly admissible. Moreover, this family has a finite
subfamily associated to finitely many representations which is still strongly admissible.

Proof We observe that there exists a homomorphic embedding of G into U (N ) for a
large enough N and this embedding itself is a representation of G of dimension N .
Decomposing this representation into irreducible components gives a finite collection
of representations. The common zero set of the corresponding family {qi j } is e which
means that it is strongly admissible. ��

We note that on the group SU(2) or on S
3, by this argument with N = 2, or

by the discussion in Sect. 2 the four function qi j corresponding to the representation

[t�] ∈ ŜU(2) with � = 1
2 of dimension two, d� = 2, already give a strongly admissible

collection of four difference operators.
We can now apply Proposition 4.3 to the question of inverting the symbols on

G ×̂G. We formulate this for symbol classes with (ρ, δ) behaviour as this will be also
used in Sect. 5.

Lemma 4.5 Let m ≥ m0, 1 ≥ ρ > δ ≥ 0 and let us fix difference operators
{Di j }1≤i, j≤dξ0

corresponding to some representation ξ0 ∈ ̂G. Let the matrix sym-
bol a = a(x, ξ) satisfy

‖D
γ ∂β

x a(x, ξ)‖op ≤ Cβγ 〈ξ 〉m−ρ|γ |+δ|β| (8)

for all multi-indices β, γ . Assume also that a(x, ξ) is invertible for all x ∈ G and
[ξ ] ∈ ̂G, and satisfies

‖a(x, ξ)−1‖op ≤ C〈ξ 〉−m0 (9)

for all x ∈ G and [ξ ] ∈ ̂G, and if m0 �= m in addition that

∥

∥

∥a(x, ξ)−1[
D

γ ∂β
x a(x, ξ)

]

∥

∥

∥

op
≤ C〈ξ 〉−ρ|γ |+δ|β| (10)

for all x ∈ G and [ξ ] ∈ ̂G. Then the matrix symbol a−1 defined by a−1(x, ξ) =
a(x, ξ)−1 satisfies

‖D
γ ∂β

x a−1(x, ξ)‖op ≤ Cβγ 〈ξ 〉−m0−ρ|γ |+δ|β| (11)

for all multi-indices β, γ .

Proof Let us denote b(x, ξ) := a(x, ξ)−1 and estimate ∂
β
x b first. Suppose we have

proved that
‖∂β

x b(x, ξ)‖op ≤ Cβ〈ξ 〉−m0+δ|β| (12)
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whenever |β| ≤ k. We proceed by induction. Let us study the order k +1 cases ∂x j ∂
β
x b

with |β| = k. Since a(x, ξ)b(x, ξ) = I , by the usual Leibniz formula we get

a ∂x j ∂
β
x b = −

∑

β1+β2=β+e j ,|β2|≤|β|
Cβ1β2 (∂β1

x a) (∂β2
x b).

From (8), (9), (10) and (12) we obtain the desired estimate

‖∂x j ∂
β
x b(x, ξ)‖op ≤ Cβ〈ξ 〉−m0+δ|β|+δ.

Let us now estimate D
γ b. The argument is more complicated than that for the ∂x -

derivatives because the Leibniz formula in Proposition 4.3 has more terms. Indeed,
the Leibniz formula in Proposition 4.3 applied to a(x, ξ)b(x, ξ) = I gives

Di j b + b(Di j a)b +
dξ0
∑

k=1

b(Dika)Dk j b = 0.

Writing these equations for all 1 ≤ i, j ≤ dξ0 gives a linear system on {Di j b}i j with
coefficients of the form I + bDkla for suitable sets of indices k, l. Since ‖bDkla‖op ≤
C〈ξ 〉−ρ , we can solve it for {Di j b}i j for large 〈ξ 〉. The inverse of this system is bounded,
and ‖b(Di j a)b‖op ≤ C〈ξ 〉−m0−ρ , implying that ‖Di j b‖op ≤ C〈ξ 〉−m0−ρ .

Suppose now we have proved that

‖D
γ b(x, ξ)‖op ≤ Cγ 〈ξ 〉−m0−ρ|γ | (13)

whenever |γ | ≤ k. We proceed by induction. Let us study the order k+1 cases Di j D
γ b

with |γ | = k. Now a(x, ξ)b(x, ξ) = I , so that

Di j D
γ (ab) = 0,

where by Proposition 4.3 the right hand side is a sum of terms of the form (Dεa) (Dηb) ,

where |ε|, |η| ≤ k + 1 ≤ |ε| + |η|. Especially, we look at the terms D
εa D

ηb with
|η| = k + 1, since the other terms can be estimated by 〈ξ 〉−ρ(k+1) due to (13) and (8).
Writing the linear system of equations on Di j D

η′
b produced by the Leibniz formula

for all i, j and all |η′| = k, we see that the matrix coefficients in front of matrices
Di j D

η′
b are sums of the terms of the form D

εa. The main term in each coefficient is
a(x, ξ) corresponding to ε = 0, while the other terms corresponding to ε �= 0 can be
estimated by 〈ξ 〉m−ρ in view of (13) and (8). It follows that we can solve Di j D

η′
b from

this system and the solution matrix can be estimated by 〈ξ 〉−m0 in view of (9) since
its main term is a(x, ξ). Therefore, all terms of the type Di j D

η′
can be estimated by

∥

∥

∥Di j D
η′

b(x, ξ)

∥

∥

∥

op
≤ Cη′,i, j 〈ξ 〉−m0−ρ(k+1),

which is what was required to prove. By combining these two arguments we obtain
estimate (11). ��
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Proof of Theorem 4.1 Assume first that A ∈ �m(G) is elliptic. Then it has a para-
metrix B ∈ �−m(G) such that AB − I, B A − I ∈ �−∞(G). By the composition
formulae for the matrix valued symbols in [10, Thm. 10.7.9] and Theorem 2.2 it fol-
lows that Op(σAσB) − I ∈ �−1(G). Consequently, the product σA(x, ξ)σB(x, ξ) is
an invertible matrix for all sufficiently large 〈ξ 〉 and ‖(σAσB)−1‖op ≤ C . It follows
then also that σA(x, ξ) is an invertible matrix for all sufficiently large 〈ξ 〉. From this
and the equality σ−1

A (σAσB) = σB we obtain

‖σ−1
A ‖op = ‖σB(σAσB)−1‖op ≤ ‖σB‖op‖(σAσB)−1‖op ≤ C〈ξ 〉−m .

Assume now that A ∈ �m(G) has the invertible matrix symbol σA satisfying
‖σA(x, ξ)−1‖op ≤ C〈ξ 〉−m . We can disregard representations ξ with bounded 〈ξ 〉
because they correspond to a smoothing operator. From Theorem 2.2 applied with the
difference operators from Lemma 4.4, we get that Op(σ−1

A ) ∈ �−m(G) because we

have ‖D
γ ∂

β
x (σA(x, ξ)−1)‖op ≤ C〈ξ 〉−m−|γ | by Lemma 4.5 with m0 = m, ρ = 1

and δ = 0. Since Op(σ−1
A ) ∈ �−m(G), Theorem 10.9.10 in [10] implies that A

has a parametrix (given by formula (5)). This implies that A is elliptic. The proof is
complete. ��

5 Global Hypoellipticity

We now turn to the analysis of hypoelliptic operators. We recall that an operator A is
globally hypoelliptic on G if Au = f and f ∈ C∞(G) imply u ∈ C∞(G). We use the
notation S m

ρ,δ(G) for the class of symbols for which the corresponding (ρ, δ)-versions
of symbol estimates are satisfied, namely, σA ∈ S m

ρ,δ(G) if for a strongly admissible

selection 1, . . . ,n ∈ diff1(̂G) we have

‖α
ξ ∂β

x σA(x, ξ)‖op ≤ Cαβ〈ξ 〉m−ρ|α|+δ|β|

for all multi-indices α, β ∈ N
n
0. Theorem 2.2 (B) ⇔ (C) ⇔ (D) is valid for all

1 ≥ ρ > δ ≥ 0. By Op(S m
ρ,δ(G)) we denote the class of all operators A of the

form (2) with symbols σA ∈ S m
ρ,δ(G). Such operators can be readily seen to be

continuous on C∞(G). In the previous notation we have S m(G) = S m
1,0(G), and

�m(G) = Op(S m
1,0(G)) by Theorem 2.2.

The knowledge of the full symbols allows us to establish an analogue of the well-
known hypoellipticity result of Hörmander [7] on R

n , requiring conditions on lower
order terms of the symbol. The following theorem is a matrix-valued symbol criterion
for (local) hypoellipticity.

Theorem 5.1 Let m ≥ m0 and 1 ≥ ρ > δ ≥ 0. Let A ∈ Op(S m
ρ,δ(G)) be a pseudo-

differential operator with the matrix-valued symbol σA = σA(x, ξ) ∈ S m
ρ,δ(G) which

is invertible for all but finitely many [ξ ] ∈ ̂G, and for all such ξ satisfies

‖σA(x, ξ)−1‖op ≤ C〈ξ 〉−m0 (14)
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for all x ∈ G. Assume also that for a strongly admissible collection of difference
operators we have

∥

∥

∥σA(x, ξ)−1
[

α
ξ ∂β

x σA(x, ξ)
]∥

∥

∥

op
≤ C〈ξ 〉−ρ|α|+δ|β| (15)

for all multi-indices α, β, all x ∈ G, and all but finitely many [ξ ]. Then there exists
an operator B ∈ Op(S −m0

ρ,δ (G)) such that AB − I and B A − I belong to �−∞(G).
Consequently, we have

sing supp Au = sing supp u for all u ∈ D′(G).

Proof First of all, we can assume at any stage of the proof that (14) and (15) hold for all
[ξ ] ∈ ̂G since we can always modify symbols for small 〈ξ 〉 which amounts to adding
a smoothing operator. Then we observe that if we apply Theorem 2.2 with difference
operators D from Lemma 4.4, it follows from Lemma 4.5 that σ−1

A ∈ S −m0
ρ,δ (G). Let

us show next that σ−1
A α

ξ ∂
β
x σA ∈ S

−ρ|α|+δ|β|
ρ,δ (G). Differentiating the equality

σA(σ−1
A α

ξ ∂β
x σA) = α

ξ ∂β
x σA, (16)

we get

∂x j

(

σ−1
A α

ξ ∂β
x σA

)

= σ−1
A ∂x j α

ξ ∂β
x σA − (σ−1

A ∂x j σA)(σ−1
A α

ξ ∂β
x σA).

From this and (15) it follows that ‖∂x j (σ
−1
A α

ξ ∂
β
x σA)‖op ≤ C〈ξ 〉−ρ|α|+δ|β|+δ. Con-

tinuing this argument, we get that ‖∂γ
x (σ−1

A α
ξ ∂

β
x σA)‖op ≤ C〈ξ 〉−ρ|α|+δ|β+γ | for all

γ . For differences, the Leibniz formula in Proposition 4.3 applied to (16) gives

Di j (σ
−1
A α

ξ ∂β
x σA) + (σ−1

A Di jσA)(σ−1
A α

ξ ∂β
x σA)

+
∑

k

(σ−1
A DikσA)Dk j (σ

−1
A α

ξ ∂β
x σA) = σ−1

A Di jα
ξ ∂β

x σA.

Writing these equations for all i, j gives a linear system on {Di j (σ
−1
A α

ξ ∂
β
x σA)}i j

with coefficients of the form I + σ−1
A DklσA for suitable sets of indices k, l. Since

‖σ−1
A DklσA‖op ≤ C〈ξ 〉−ρ by (15) and Theorem 2.2, we can solve it for matrices

{Di j (σ
−1
A α

ξ ∂
β
x σA)}i j for large 〈ξ 〉. Finally, since

‖(σ−1
A Di jσA)(σ−1

A α
ξ ∂

β
x σA)‖op ≤ C〈ξ 〉−ρ|α|+δ|β|−ρ,

‖σ−1
A Di jα

ξ ∂
β
x σA‖op ≤ C〈ξ 〉−ρ|α|+δ|β|−ρ,

we get that ‖Di j (σ
−1
A α

ξ ∂
β
x σA)‖op ≤ C〈ξ 〉−ρ|α|+δ|β|−ρ for all i, j . An induction

argument similar to the one in the proof of Lemma 4.5 shows that σ−1
A α

ξ ∂
β
x σA ∈
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S
−ρ|α|+δ|β|
ρ,δ (G). Let us now denote σB0(x, ξ) = σA0(x, ξ)−1, and let σB ∼

∑∞
N=0 σBN , where

σBN (x, ξ) = −σB0(x, ξ)

N−1
∑

k=0

∑

|γ |=N−k

1

γ !
[

γ
ξ σA(x, ξ)

]

∂
(γ )
x σBk (x, ξ). (17)

One can readily check that B is a parametrix of A (this is a special case of [10,
Exercise 10.9.12]). We claim that σBN ∈ S −m0−N

ρ,δ (G). We already know that

σB0 ∈ S −m0
ρ,δ (G). Inductively, in view of σ−1

A α
ξ ∂

β
x σA ∈ S

−ρ|α|+δ|β|
ρ,δ (G), formula

(17) implies that the order of BN is −(ρ − δ)|γ | + order(Bk) = −(ρ − δ)|γ | −
m0 − (ρ − δ)k = −m0 − (ρ − δ)N . Thus, B ∈ Op(S −m0

ρ,δ (G)) is a parametrix
for A.

Finally, the pseudo-locality of the operator A (which can be proved directly from the
symbolic calculus) implies that sing supp Au ⊂ sing supp u. Writing u = B(Au)−Ru
with R ∈ �−∞(G), we get that

sing supp u ⊂ sing supp(Au)
⋃

sing supp(Ru),

so that sing supp Au = sing supp u because Ru ∈ C∞(G). ��
To obtain global hypoellipticity, it is sufficient to show that an operator A ∈ �(G)

has a parametrix B satisfying subelliptic estimates ‖B f ‖Hs � ‖ f ‖Hs+m for some
constant m independent of s ∈ R.

5.1 Examples

We will conclude with a collection of examples on the group SU(2) contrasting
local and global hypoellipticities. These examples can be also viewed as exam-
ples on the 3-sphere S

3, see Example 2.5. Thus, in what follows we denote
G = SU(2) ∼= S

3. Although the calculations will rely on the representa-
tions of SU(2), whenever G appears in the statements one can substitute it
by either SU(2) or S

3. In contrast to [10] we will base considerations here
on the four difference operators Di j , i, j ∈ {1, 2}, defined in terms of the
first non-trivial representation corresponding to � = 1

2 . They are related to
η, η ∈ {0,+,−} (see Example 2.5), via − = D12, + = D21, and
0 = D11 − D22, while D11 + D22 ∈ diff2(̂G), and satisfy the Leibniz rule
(6). Furthermore, the elementary (homogeneous) first order differential operators
∂0, ∂± ∈ �1(G) and the Laplacian L = −∂2

0 − 1
2 (∂−∂+ + ∂+∂−) ∈ �2(G)

satisfy relations in Table 1.
Invariant vector fields corresponding to the basis Pauli matrices in su(2) are express-

ible as D1 = − i
2 (∂− + ∂+), D2 = 1

2 (∂− − ∂+) and D3 = −i∂0. We refer to [10,12]
for the details on these operators and for the explicit formulae for their symbols. We
also note that the analysis of invariant operators by Coifman and Weiss in [4] can be
interpreted in terms of these difference operators as well.
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Table 1 Difference operators

σ∂0 σ∂+ σ∂− σL

D11
1
2 σI 0 0 −σ∂0 + 1

4 σI

D12 0 σI 0 −σ∂−
D21 0 0 σI −σ∂+
D22 − 1

2 σI 0 0 σ∂0 + 1
4 σI

Example 5.2 We consider D3 + c for constants c ∈ C. The corresponding symbol is
given by

(σD3+c)
�
mn = [c − im]δ�

mn

where, following [10], m, n ∈ {−�,−�+1, . . . , �−1, �} run through half-integers or
integers, depending on whether � ∈ 1

2 N0 is a half-integer or an integer, respectively.
We also use the notation δ�

mn for the Kronecker delta, i.e. δ�
mn = 1 for m = n and

δ�
mn = 0 for m �= n. This symbol σD3+c is invertible for all � if (and only if) c is not

an imaginary half-integer, ic �∈ 1
2 Z. The inverse satisfies (D3 + c)−1 ∈ Op(S 0

0,0(G)),
based on

D11σ(D3+c)−1 = − 1
2σ(D3+c)−1σ(D3+c+ 1

2 )−1 ,

D22σ(D3+c)−1 = 1
2σ(D3+c)−1σ(D3+c− 1

2 )−1 ,

and D12σ(D3+c)−1 = D21σ(D3+c)−1 = 0, combined with Leibniz’ rule. As a conse-
quence we see that the operator D3 + c satisfies subelliptic estimates with loss of one
derivative and are thus globally hypoelliptic.

The statement is sharp: the spectrum of D3 consists of all imaginary half-integers
and all eigenspaces are infinite-dimensional (stemming from the fact that each such
imaginary half-integer hits infinitely many representations for which −� ≤ ic ≤ � and
ic + � ∈ Z). In particular, eigenfunctions can be irregular, e.g., distributions which do
not belong to certain negative order Sobolev spaces.

Example 5.3 By conjugation formulae in [10,12] this example can be extended to give
examples of more general left-invariant operators. Namely, let X ∈ g be normalised,
‖X‖ = ‖D3‖ with respect to the Killing norm, and let ∂X be the derivative with respect
to the vector field X . Then it was shown that the vector field X can be conjugated to
D3 so that the operator ∂X + c is globally hypoelliptic if and only if ic �∈ 1

2 Z.
Moreover, by conjugation we can readily see that in a suitably chosen basis in the

representation spaces, the symbol of the operator ∂k
X , k ∈ N, is

(σ∂k
X
)�mn = [(−im)k]δ�

mn .
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Denoting ( 1
2 Z)k = {2−klk : l ∈ Z}, we see that the operator ∂k

X + c is globally
hypoelliptic if and only if c �∈ −(−i)k( 1

2 Z)k . In particular, for k = 2, the second order
differential operator ∂2

X + c is globally hypoelliptic if and only if 4c �∈ {l2 : l ∈ Z}.
It is also interesting to note that the operators ∂2

X + a(x)∂X are never globally
hypoelliptic for all complex-valued functions a ∈ C∞(G). Indeed, in a suitably
chosen basis of the representation spaces in ŜU(2) their symbols are diagonal, and
(σ∂2

X+a(x)∂X
)�mn = 0 for � ∈ N and m = n = 0. For simplicity in the following con-

struction we assume that ∂X = D3. If we set ̂f (�)mn = 1 for � ∈ N and m = n = 0,
and to be zero otherwise, we have (σ∂2

X+a(x)∂X
)̂f = 0, so that (∂2

X + a(x)∂X ) f = 0

by (2). By the Fourier inversion formula we see that ̂f is the Fourier transform of the
function

f (x) =
∑

�∈N0

(2� + 1)t�00(x),

so that f ∈ D′(G) is not smooth but (∂2
X + a(x)∂X ) f = 0.

We note that operators from Example 5.3 are not covered by Hörmander’s sum of the
squares theorem [8]. Although the following example of the sub-Laplacian is covered
by Hörmander’s theorem, Theorem 5.1 provides its inverse as a pseudo-differential
operator with the global matrix-valued symbol in the class S −1

1
2 ,0

(G).

Example 5.4 Sub-Laplacian. The sub-Laplacian on G is defined as Ls = D2
1 + D2

2 ∈
�2(G) and has the symbol

(σLs )
�
mn = [m2 − �(� + 1)]δ�

mn .

This symbol is invertible for all � > 0. It satisfies the hypoellipticity assumption
of Theorem 5.1 with ρ = 1

2 . For this we note that D11σLs = D22σLs = 0 and
D12σLs = −σ∂− , D21σLs = −σ∂+ . Estimate (15) is evident for α = 0 and |α| ≥ 2.
Hence it remains to check that

‖(σLs )
−1

D12σLs‖ = ‖(σLs )
−1σ∂−‖ � �−1/2

(and the analogous statement for D21). This can be done by direct computation,

(σ−1
Ls

D12σLs )
�
mn =

[√
(� + n)(� − n + 1)

(n − 1)2 − �(� + 1)

]

δ�
m,n−1,

the entries corresponding to � = −n vanish, while all others are bounded by
√

2/�.
Hence, Ls has a pseudo-differential parametrix L�

s ∈ Op(S −1
1
2 ,0

(G)). In particular,

from this we automatically get the subelliptic estimate

‖ f ‖Hs (G) ≤ C‖Ls f ‖Hs−1(G)

for all s ∈ R.
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Example 5.5 Heat operator. We consider the analogue of the heat operator on SU(2),
namely the operator H = D3 − D2

1 − D2
2. Writing H = D3 − Ls , we see that its

symbol is

(σH )�mn = [−im − m2 + �(� + 1)]δ�
mn .

Consequently, using the differences for the sub-Laplacian, we see that D11σH =
− i

2σI , D22σH = i
2σI , D12σH = −D12σLs = σ∂− , D21σH = −D21σLs = σ∂+ . By

an argument similar to that for the sub-Laplacian, the operator H has a parametrix
H � ∈ Op(S −1

1
2 ,0

(G)) and, in particular, we have

‖ f ‖Hs (G) ≤ C‖H f ‖Hs−1(G)

for all s ∈ R.

Example 5.6 Schrödinger operator. We consider the analogue of the Schrödinger oper-
ator on G, namely the operators S± = ±iD3 − D2

1 − D2
2. We will treat both ± cases

simultaneously by keeping the sign ± or ∓. Writing S± = ±iD3 − Ls , we see that
their symbols are

(σS±)�mn = [±m − m2 + �(� + 1)]δ�
mn .

Consequently, we see that these symbols are not invertible. Analogously to Example
5.3 we can construct distributions in the null spaces of S±. Namely, if we define
̂f±(�)mn = 1 for m = n = ∓�, and to be zero otherwise, then we readily see that the
functions f±(x) = ∑

�∈ 1
2 N0

(2� + 1)t�∓�∓�(x) satisfy S± f± = 0, but f± ∈ D′(G) are
not smooth.

On the other hand, the operators S± + c become globally hypoelliptic for almost
all constants c. Let us consider the case S−, the argument for S+ is similar. Since the
symbol of S− + c is

(σS−+c)
�
mn = [c − m − m2 + �(� + 1)]δ�

mn,

we see that it is invertible if and only if c �∈ N0. If c ∈ C\N0 then ‖σ(S−+c)−1‖op ≤ C ,
and hence S− + c is globally hypoelliptic.

Example 5.7 D’Alembertian. We consider W = D2
3 − D2

1 − D2
2. Writing W = D2

3 −
Ls = 2D2

3 −L with the Laplace operator L = D2
1 + D2

2 + D2
3, we see that the symbol

of W ∈ �2(G) is given by

(σW )�mn = [−2m2 + �(� + 1)]δ�
mn .

If � ∈ 1
2 N0 is a half-integer, we easily see that | − 2m2 + �(� + 1)| ≥ 1

4 for all

� − m ∈ Z, |m| ≤ �. However, if � is an integer, the triangular numbers �(�+1)
2
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are squares if � = �k =  (3 + 2
√

2)k/4", k ∈ N, see [19, A001109]. Denoting by
mk = √

�k(�k + 1)/2, we see that the function

f (x) =
∞
∑

k=1

(2�k + 1)t�k
mk mk

(x)

satisfies W f = 0 but f ∈ D′(G) is not smooth.
Since the only non-zero triangular number which is also a cube is 1 (see, e.g., [22])

we see that the operator 2iD3
3 − L is globally hypoelliptic.

Example 5.8 We consider P = D2
1 −D2

2 = − 1
2 (∂2−+∂2+). The corresponding symbol

satisfies

2(σP )�mn =√(� + n)(� + n − 1)(� − n + 2)(� − n + 1)δ�
m,n−2

+√

(� + m)(� + m − 1)(� − m + 2)(� − m + 1)δ�
m−2,n .

Furthermore, by Leibniz’ rule we deduce D11σP = D22σP = 0 and D12σP = −σ∂+ ,
D21σP = −σ∂− . The symbol σP is invertible only for � + 1

2 ∈ 2N0. Therefore, P is
neither globally hypoelliptic nor does it satisfy subelliptic estimates.
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